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Wikipedia is

CC-BY-SA 4.0, Daniel Mayer

● An encyclopedia
● Edited by volunteers
● Available under a free 

Creative Commons license
● Trying to compile the sum of 

all human knowledge
● Makes the internet not suck



We are only 5% there



Transparency is core to Wikipedia
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Victor Grigas, CC BY-SA 3.0

The technical 
infrastructure works 

the same way.



Technical 
infrastructure is

● 7th most visited website
● Maintained by volunteers and staff
● Available under free licenses, 

mostly GNU GPL
● Developed openly in a 

collaborative manner

Victor Grigas, CC BY-SA 3.0



Naming things is hard

encyclopedia a social movement
also a non-profit

(runs the servers)

FOSS wiki software



Brief history

● 2001: Starts as a side project of 
Bomis, a different approach from 
Nupedia. Servers were in San 
Diego, CA, but volunteers got 
access.

● 2003: Wikimedia Foundation split 
off as a non-profit

● 2004: Servers move to Tampa, FL. 
First backup taken because of 
hurricane threats.



Datacenters

● 2 “core” 
datacenters that 
run MediaWiki 
and services

● 4 caching PoPs



How it works
● Cache:

○ Apache Traffic Server
○ Varnish

● Appservers:
○ Apache httpd
○ PHP-FPM

● Storage:
○ MariaDB
○ Cassandra
○ Kafka
○ OpenStack Swift
○ ElasticOpenSearch



Today’s landscape

● Code: gerrit.wikimedia.org (mirrored on GitHub)
● Metrics/stats: grafana.wikimedia.org
● Bugs: phabricator.wikimedia.org
● Documentation: wikitech.wikimedia.org and 

www.mediawiki.org and doc.wikimedia.org



Gerrit, Git and code

● Gerrit is a code review platform for Git
● Last 90 days: 12,964 patches, 367 different authors
● All patches to MediaWiki code must be approved by 

someone with merge aka “+2” rights. Code is deployed 
in weekly “deployment trains”.

● Servers are declaratively maintained using Puppet. 
Code is deployed immediately.



Who submits MediaWiki patches?
Over the past 30 days:
1. 145 patches by Sam Reed (staff)
2. 36 patches by Daniel Kinzler (staff)
3. 33 patches by Umherirrender (volunteer)
4. 32 patches by Zabe (volunteer)
5. 28 patches by Matěj Suchánek (volunteer)
6. 27 patches by Timo Tijhof (staff)
7. 25 patches by DannyS712 (volunteer)
8. 25 patches by MarkAHershberger (volunteer)
9. 18 patches by Derick Alangi (staff)

10. 18 patches by Ladsgroup (staff)



Who approves MediaWiki patches?

Over the past 30 days:
1. 47 patches by DannyS712 (volunteer)
2. 44 patches by Krinkle (staff)
3. 23 patches by Zabe (volunteer)
4. 23 patches by Tim Starling (staff)
5. 22 patches by Umherirrender (volunteer)
6. 21 patches by Jforrester (staff)



Puppet

● Declaratively states what should be installed or running on a server 
(similar to Ansible, etc.)

● Effectively is root access, so limited to mostly Site Reliability Engineers 
(SRE) and a few volunteers.

● Private repository contains passwords and secret keys
● Others can test puppet patches in virtual machines



Puppet



Cloud Services
● Wikimedia Cloud Services 

provides computing 
resources (OpenStack) for 
volunteers and staff

● Can apply same puppet roles 
for testing and debugging 
without private user data

● “Beta cluster” replica of wikis 
to catch integration issues



DB replicas
● Redacted replicas of DBs are 

available to Cloud Services 
● Quarry is a web tool to run SQL 

queries (like phpMyAdmin)
● Even traditionally 

“non-technical” users learn 
SQL via copy-paste-modify



Open statistics: 130k+ req/s



Open statistics



Even for individual servers



Or for databases



Or entire datacenters



Public communications

● Mailing lists: wikitech-l on lists.wikimedia.org
● Phabricator, Gerrit comments
● IRC channels on Libera Chat: #wikimedia-operations, 

#wikimedia-sre, #wikimedia-tech, etc. (Biggest 
channels are bridged to Matrix)



Phabricator transparency
“The problem: mw times 
out on a database 
transaction e.g. on 
writing stashed files to 
swift. Turns out that files 
are being written from 
eqiad to codfw at about 
~2Mbps, thus a ~600MB 
file can hit the 300s mw 
timeout…”



Phabricator transparency

“I think I narrowed it down. 
If I upload using plain CLI 
curl, it finishes 
instantaneously:...”

“Now when I use a stripped 
down version of 
SwiftFileBackend/MultiHttp
Client, I get:”



Phabricator transparency



Phabricator transparency

“So @Legoktm hypothesis 
seems overall correct - but 
it's not the syscalls that 
cause the slowness, it's the 
820 round trips between 
datacenters because we're 
sending such small 
chunks.”



Phabricator transparency
“But then, as Lego's 
output above shows, 
cmdline curl is using 
HTTP/1.0 and libcurl 
from PHP is using 
HTTP/2…Can we 
force cmdline curl to 
HTTP/2, or PHP 
libcurl to HTTP/1.1, to 
test that?”



Phabricator transparency

● Verbosely pasting, publicly, allowed a volunteer with no server access 
to participate, figuring out the issue. 

● It is likely that SREs (staff) wouldʼve figured out the real cause 
eventually, but it wouldʼve taken more time.

● Further reading: 
https://wikitech.wikimedia.org/wiki/Incidents/2021-11-04_large_file_u
pload_timeouts

https://wikitech.wikimedia.org/wiki/Incidents/2021-11-04_large_file_upload_timeouts
https://wikitech.wikimedia.org/wiki/Incidents/2021-11-04_large_file_upload_timeouts


IRC channels



IRC channels

● #wikimedia-operations: Main coordination channel
● #wikimedia-sre: Discussion amongst SREs
● #wikimedia-tech: End-user support and help
● Private security channel for dealing with DDoS attacks or 

active security issues



IRC transparency

15:07:17 <taavi> jeena: jnuche: hey, can we rollback group1 due to T313432? commons 
uploading interfaces (Special:Upload and Special:UploadWizard) are completely broken at 
least for me
15:07:18 <+stashbot> T313432: Error: Call to a member function getConfig() on null - 
https://phabricator.wikimedia.org/T313432
15:07:47 <jeena> okay, I'll roll back
15:08:05 <taavi> I'm looking if I can find any obvious causes for that
15:13:06 <taavi> found the cause, let's see if I can fix it easily
15:13:26 <+logmsgbot> !log jhuneidi@deploy1002 rebuilt and synchronized wikiversions files: 
Revert "group[0|1] wikis to [VERSION]"



Server Admin Log
● Log for actions that arenʼt reflected 

elsewhere like Git
● Deployment tools automatically send 

logs
● !log in IRC ends up on a wiki page, 

Mastodon, Twitter
● Wiki archives go back to June 2004



IRC transparency
23:18:08 <+icinga-wm> PROBLEM - BGP status on cr2-eqiad is CRITICAL: BGP CRITICAL - 
AS64601/IPv6: Connect - kubernetes-eqiad, AS64601/IPv6: Connect - kubernetes-eqiad, 
AS64601/IPv4: Connect - kubernetes-eqiad, AS64601/IPv4: Connect - kubernetes-eqiad, 
AS64605/IPv4: Connect - Anycast, AS64605/IPv6: Active - Anycast 
https://wikitech.wikimedia.org/wiki/Network_monitoring%23BGP_status
23:18:16 <+icinga-wm> PROBLEM - Host db1146 #page is DOWN: PING CRITICAL - Packet loss = 100%
23:18:18 <+icinga-wm> PROBLEM - Host wtp1039 is DOWN: PING CRITICAL - Packet loss = 100%
23:18:33 <+icinga-wm> PROBLEM - Host pc1013 #page is DOWN: PING CRITICAL - Packet loss = 100%
23:19:04 <+icinga-wm> PROBLEM - Host mwdebug1001 is DOWN: PING CRITICAL - Packet loss = 100%
23:19:06 <+icinga-wm> PROBLEM - Host matomo1002 is DOWN: PING CRITICAL - Packet loss = 100%
23:19:06 <+icinga-wm> PROBLEM - Host logstash1025 is DOWN: PING CRITICAL - Packet loss = 100%
23:19:10 <+icinga-wm> PROBLEM - Host ml-etcd1002 is DOWN: PING CRITICAL - Packet loss = 100%
23:19:10 <+icinga-wm> PROBLEM - Host kubetcd1004 is DOWN: PING CRITICAL - Packet loss = 100%
23:19:15 <@rzl> wuh oh



Private information

● Wikipedia has very little private information compared to most websites! 
(Excluding donor data, which is stored separately)

● Volunteers need to sign an NDA to get access to debug logs, web request logs, 
slow SQL queries, security tickets, etc.

● Bar has been lowered over time, previously needed C-level signoff, now just 
any WMF employee can vouch.

● Currently exactly 100 users in the “nda” group.



Server access
● Volunteers need to sign an NDA 

and go through deployment 
training, must be approved by 
WMF Release Engineering team

● About 7 volunteers with 
MediaWiki deployment access

● Only 2 volunteers with root, 
both former staff

CC-BY 2.0:  Tim Avatar Bartel



Transparency is hard

● It is a constant fight to keep things transparent.
● Open defaults really help with keeping things public.

○ But people will still trend toward closed platforms (e.g. Slack).
● Some things must be private, like legal advice.
● People can be intimidated by having to do everything publicly! It 

often runs counter to our value of privacy.
● Every slip up, mistake, silly comment will be public and archived 

forever. Do you really want that?



What can you do?
● Other public interest websites should try to do the same.
● Start gradually! Documentation is the easiest place to start

○ Wikis are the best (of course), other people will document 
things for you

○ It s̓ OK to lose control
● Publish your server configuration, just like people publish their 

dotfiles
● Track issues publicly, people might start to pitch in

○ Have an “easy” or “good first task” category
● Keep up the fight for transparency!



What can you do?

CC-BY-SA 3.0:  Supercarwaar

● Wikimedia is always looking for more 
contributors!

● Lurk in IRC/Matrix, maybe something will catch 
your attention

● How to become a MediaWiki hacker (first QR code)
● Wikimedia Developer Portal (second QR code)



Thank you

● Slides: https://w.wiki/5VRS
● Email: legoktm@debian.org
● IRC: legoktm on Libera Chat
● Matrix: @legoktm:matrix.org



Security through obscurity


