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The number of languages natively spoken in 
Africa is variously estimated at between 
1,250 and 2,100.

The majority of African languages are 
primarily spoken, lacking a strong 
tradition of written literature.

A significant percentage of the population in 
Africa is illiterate in their own language.



Introduction

Wikipedia's main goal is to make 
information accessible to everyone, 
including those who are illiterate or visually 
impaired.

To achieve this, some African Wikis (Darija 
for example) have initiated the practice of 
adding audio recordings, allowing people 
to listen to the articles rather than reading 
them.



Challenges Encountered During Implementation
Unlike Darija (+40M speakers), most african Wikipedia's:

- Lack a sufficient number of dedicated volunteers who are willing to invest 
their time in tasks such as reading articles, uploading audio recordings, and 
adding them to the articles.

- Struggle with engaging a sizable and active user base that can effectively 
collaborate in both creating written content and audio recording of articles.

But these smaller, oral languages deserve this as well.



What is MMS META ?

Massively Multilingual Speech (MMS) models expand 
text-to-speech and speech-to-text technology from around 
100 languages to more than 1,100 — more than 10 times as 
many as before — and can also identify more than 4,000 
spoken languages, 40 times more than before.

This is an open-source model and code so that others in the 
research community can build on our work and help preserve 
the world’s languages and bring the world closer together.



What is MMS META ?

More than 1,100 languages worldwide, 
including numerous small and oral 
African languages, are now accessible 
for text-to-speech, as illustrated by 
the graph, thanks to the availability of 
this open-source model.



How can we also apply this to these Wikipedias?

My idea is to :

Utilize this AI model in the cloud (as it 
needs high configuration) to 
automatically generate text-to-speech 
audio, which will then be uploaded to 
Commons platform and added to 
articles using a bot script. generated 

text-to-speech

bot script to 
upload it on 
commons

bot script to add it 
in the article



Is it fine to use AI generated files on Wikimedia 
project.
There have been a lot of discussions 
about a specific topic in the Commons 
community. Please check here: 
Commons:AI-generated media.

As long as the MMS Project is open 
source, it is safe to use the media and 
upload them to Commons.

If you have any ideas about this, 
please let me know.



What will this look like if applied?

To test the feasibility of this idea, I 
tried to implement it on shi.wikipedia.

Let’s take the article Iẓnẓarn as an 
example.





Text-to-speech of the article using MMS Meta TTS 



What will this look like if applied?



Future related projects ideas

Implementing this for oral languages, but not limited to them. 

Implementing a live text-to-speech feature for all Wikipedias in all 
languages (similar to the one already used on many websites like 
Google Translate). This would assist people who have visual 
impairments, cannot read, or prefer listening to reading etc.



Thank you


