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ABSTRACT

| magi ng spectronetry requires precise know edge of
wavel ength in order to perform various spectral analyses.
This thesis project was tasked with performng wavel ength
calibration as part of the ongoing devel opnent of the Naval
Postgraduate School’'s Lineate |Inmaging Near Utraviolet
Spectroneter (LINUS). This calibration was necessary for
the ability of LINUS to detect, to classify, and to
quantify several different chem cal species by observation
over the near-ultraviolet wavel ength band of 200 to 400 nm

Experinents were conducted to detect diffracted
em ssion lines froma platinum holl ow cathode | anp by using
the LINUS optical train and five different UV filters. A
Mat| ab program was developed to conpare the catal ogued
wavel engths of this known wultraviolet source wth the
em ssion |line positions observed on the LINUS detector.
Affine transformation and cross-correlation of the data
produced wavelength calibration curves for the LINUS
detector in each of the five associated UV wavel ength

regi ons.
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. 1 NTRODUCTI ON

A PROJECT CONTEXT

The conpletion of this thesis project marked the
passing of another mlestone in the continued devel opnment
of the Naval Postgraduate School’s Lineate |maging Near
Utraviolet Spectroneter (LINUS). Upon becomng fully
operational, the LINUS instrument will be the third inmaging
spectroneter designed and constructed at NPS and wll
possess greatly inproved capabilities over its forerunners.

The study of renpte sensing has produced significant
experience with imaging spectroneters in the NPS Physics
Departnent. The first such instrunent, the Dual-Use Utra-
Violet |Imging Spectronmeter (DUUVIS), was conpleted in
1996. In 1997 a followon instrunment, the Naval
Post graduate  School Utra-Violet | magi ng  Spectroneter
(NUVI'S), possessed notably inproved capabilities over its
pr edecessor. NUVI S denonstrated the ability to accurately
detect and quantify SO emssions present in distant
chem cal plunes (Marino, 75). Fol |l owi ng the successful use
of NUVIS to detect a single potentially hazardous chem ca
species, the LINUS project was conceived. LI NUS was
designed for significantly enhanced capability over NUVI S
especially wth regard to the neasurenent of spectral
imges over a nuch larger wavelength band at inproved

sensitivities.

B. PRQIECT OBJECTI VE

Spectral inmage data from the LINUS instrunment consists

of intensity neasurenents as a function of spectra
1



wavel ength and of two-di nmensional spati al coor di nat es
within an image. In order for wavelength data to be useful
for analyses such as chemical identification via spectra
absorption, an accurate wavelength <calibration of the
instrument nust first be perforned. Furthernore, the
capability of the LINUS instrunent to observe data over
several, perhaps discontiguous subdivided spectral regions
necessitates the requirenent for a rapid, pseudo-autononous
met hod for wavel ength calibration. Therefore, this thesis
project was developed wth the goal of developing a
sof twar e- based nmethod for wavelength calibration utilizing
known wavel ength standards and the LINUS instrunment in the

non-i magi ng spectroneter node of operation.

C. QUTLI NE

This thesis is organized into six chapters. After
this bri ef i ntroduction, Chapt er I di scusses t he
fundanental s of hyperspectral inmaging and gives an overvi ew
of the LINUS design. Chapter 11l outlines the wavel ength
calibration process and details the experinental setup.
Chapt er |V  describes t he mat hemat i cal cal cul ations
necessary for aut omat ed wavel engt h calibration and
di scusses the devel opnment and operation of the calibration
program Chapter V presents the results of the wavel ength
calibration over all five spectral regions studied thus
far. Chapter VI presents conclusions and reconmmends areas
for future research. Finally, the relevant software code is
i ncluded in the Appendi x.



1. BACKGROUND

A SPECTRAL | MAG NG

Spectral imaging is a rapidly advancing area in the
field of renote sensing (Wlfe, 3). Inmaging spectroneters
have conbined the venerable techniques of inmging and
spect roscopy, thus making available extrenely wuseful
integrated data sets that could not be acquired by using
ei ther techni que al one.

Traditional imaging is concerned wth the accurate
measurenent of light intensity over a two-dinensiona
scene. Spatial variations in intensity are used to detect
features and patterns. This is very wuseful for the
detection of objects, but +there are <certain inherent
l[imtations. Spatial features such as size, shape, color,
or pattern nust be relied upon to characterize such
objects. Physical attributes such as material conposition
can be difficult to determne using purely inmage-based
means. Furthernore, canouflage can be wused with varying
degrees of success to interfere with detection by inmaging
sensors, such as by artificially disguising edge features
in a target scene. Decoys wth properly reproduced
features can be used to disrupt the accuracy of inmage
interpretation. These drawbacks can therefore result in
i naccur ate know edge of an inmaged scene.

Spectroscopy is a well-established field concerned

with the study of wvariations in light intensity as a

function of wavelength or frequency. Differing materials

exhibit different spectral properties due to their atomc

and nol ecul ar conposition. These characteristics include
3



mat eri al -specific wavel engths where el ectromagnetic energy

is absorbed (absorption Ilines or bands) or emtted
(em ssion lines or bands). Under favorabl e circunstances,
spectroneters capabl e of detecting such spectra

characteristics can be used to determne both the materials
bei ng observed and sonme characteristics of their
envi ronnent, such as anbi ent tenperature.

Spectral imaging integrates inmaging and spectroscopy
to collect volum nous anounts of information from a scene.
Incident Ilight from a scene is detected and recorded
according to both position within the inmge and wavel engt h.
A spectral inmage is thus a function of a three-dinensiona
group of independent variables, typically displayed as an
abstract hyperspectral cube, or hypercube. For each
spatial elenent (pixel) of the imge, a spectral imager
records not just the total intensity of incident light in a
single wavel ength band, but the intensity over many bands
of differing wavel ength. The hypercube can then be
di ssected and analyzed as a collection of two-dinensiona
i mages at various wavel engt hs.

Due to the different spectral responses of various
materials, features or objects previously indistinguishable
using a conventional inmager can be detected and cl assified.
Furthernmore, the spectral responses of individual pixels
can be examned in order to determne the materia
conposition and environnental conditions in those small
portions of an inmage. Careful conparisons wth nearby
pi xels can then aid in the identification of variations in
the materials present in an emtting target.



HYPERSPECTRAL
CUBE

Figure 1. Hyper spectral Cube of Industrial Snokestacks,
Recorded by NUVIS (From Marino, 10)

Spectral imagers have many civilian and mlitary
applications for renote sensing. The ability to determ ne
di fferent mat eri al conpositions across a scene has
tremendous potential for Earth sciences and resource

5



identification purposes. Li kew se, the defeat of sinple
optical canouflage techniques by exam ning many regions of
the electromagnetic spectrum is a valuable capability for
mlitary sensors. The vast potential for spectral inmaging
devices has therefore resulted in recent research into
their further devel opnment. One product of this research is
the LINUS project at the Naval Postgraduate School.

B. LI NUS

The LINUS project was founded follow ng the successful
use of its predecessor, NUVIS, to detect and neasure SO
concentrations in atnospheric plunes. The NUVI'S optical
design was limted to the relatively small ultraviolet (UV)
spectral band of approximately 300 to 375nm LI NUS was
devel oped to apply lessons fromthe NUVIS experience and to
i ncorporate several enhancenments, such as the instrunment’s

tunability across the near UV spectrum

In order to detect and neasure many other potentially
harnful chem cal or biological agents, LINUS was designed
to operate with greater resolution over the nuch |arger
ultraviolet spectral range from 200 to 400 nm For the
purposes of this thesis research, this region has been
subdivided into five smaller bands that are segregated by
the use of individual UV filters.

All  LINUS conponents have been selected to enable
rugged field use of the instrunment. The actual detector
assenbly is munted on a heavy-duty tripod and sealed
within a black Acrylonitryl Butadiene Styrene (ABS) plastic
shell to shield the optics from external UV sources and
envi ronnental contam nati on. A field-ruggedi zed PC-type



dat a acqui sition and control conput er and power
conditioning hardware have been nounted in shockproof
transportation containers to allow their use in the field.
While all devel opnental work to date has been conducted in
a |aboratory environnent, LINUS w il be capable of
operation in harsher outdoor conditions.

Figure 2. LI NUS Fi el d- Support Equi prnent

The LINUS optical design uses an inage-intensified CCD
canera, optimzed for +the wultraviolet region, severa
conmpound |enses, a planar image-scanning mrror, and a

diffraction grating in order to generate spectral imge



dat a. Incident light from a distant target is reflected
off the scanning mrror and through a UV bandpass filter
wth a noderate bandwi dth of approximately 20 nanoneters
(nm. The UV light transmitted through the filter passes
through an initial objective |lens system which focuses an
imge of the distant scene onto a narrow slit. This slit
allows only a thin vertical slice of the scene to enter the
spectroneter. During data recording, successive slices are
selected by rotating the scanning mrror wunder conputer
control. The vertical inmage slice then passes through a
collimting lens system and on to a plane diffraction
grating. The grating disperses the light according to the
grating equation

m = d(sin g-sing) [ Eq. 2.1]

wher e:

m = Order of the diffraction set (%1, %2, #3.),

I = Wavel ength of the diffracted |ight,

d = Diffraction grating inter-ruling spacing,

Qi = incident angle,

Jdo = out put angl e.

Since m d, and g are fixed, light of different
wavel engths (I) wll be diffracted through different angles

(go). The result is a horizontal dispersion of the incident

light corresponding to its wavel engt h.

The light is then focused by a canmera objective |ens
system onto a UV-sensitive mcrochannel plate coupled to a
512x512 pi xel charge-coupling device (CCD) detector array.

8



Because the optical design is stigmatic, the vertical
positions of light incident on the CCD array correspond to
the vertical location of corresponding portions of the thin
slice of scene being imged. Thus the vertical coordinates
of the recorded 1inage’'s pixels are in one-to-one
correspondence with the vertical coordinates of the scene
bei ng focused on the slit. The horizontal pixel coordinate
of the measured inage corresponds to the wavel ength of
light diffracted from each vertical elenent of the scene

This image is recorded as a single two-dinensional slice of
the final hyperspectral cube. In order to generate the
second, horizontal scene dinension required for a full 2-D
image, the mrror is slightly rotated by a precision
cl osed-loop DC servo system This allows an adjacent
vertical slice of scene to be inaged by the canera. The
entire spectral imge is built up by interleaving imge
frames with the small rotations of the camera mrror unti

the entire scene has been panned across the canera’ s

instrunment’s entrance slit. The data acquisition conputer
then stores the resultant spectral image for later
anal ysi s.

If the instrument 1is operated at its full data

resolution of 512 horizontal inmage sanples by 512 vertica
imge sanples by 512 wavelength sanples by 12 bits (2
bytes) per pixel, the total data storage requirenent for
one scene wll be 512 x 512 x 212 x 2 = 268, 435,456 bytes.
In practice one wll seldom need such a l|large volune of

spectral imagi ng dat a.
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[11. EXPERI MENTAL MEASUREMENTS

A PURPOSE

In order for the information from a hypercube of
spectral data to be of maxi num useful ness, the dinensions
of all three axes nust be accurately cali brated. The two
physi cal image dinensions (x and y) can be calibrated from
the properties (i.e. effective focal Ilengths) of the
optical conponents and their relative spacing within the
i nstrumnent. This spatial calibration can be verified by
imaging an object of know size and distance and
determining its resultant size in terns of pixel width and
hei ght . The third, wavelength (l), axis can also be
calibrated in principle by using the grating equation and
the focal properties of the optical train. In practice,
however, such calculations are wuseful only for rough
approxi mations of nmeasured wavel engths. There are two
primary reasons for this. First, the use of chromatic
| enses in the optics causes variations in focal l|ength, and
hence in imge scale, Dbecause of chromatic aberration

(Pedrotti and Pedrotti, 102). The |arge spectral range
over which LINUS is designed to operate aggravates this
effect. Second, the inherent non-linearity of the
diffraction grating equation (Egn. 2.1) leads to a

nonl i near wavel ength scale across the recorded inmage pl ane.
In order to perform spectral absorption analysis and other
meani ngf ul  wavel engt h-based studies, wavelength nust be
precisely known. This thesis project was therefore
initiated to develop a nethod for wavel ength calibration by

11



using the LINUS optical train as a spectroneter to observe
an i ndependently calibrated spectral standard source.

B. EXPERI MENTAL SETUP

In order to conduct this wavelength «calibration
research, LINUS' s ability to perform two-dinensiona
i mgery was not needed. The instrunent was configured in a
purely spectroscopic node. Readers who are interested in
LINUS s imge scanning subsystem can find a thorough
description in the earlier thesis by R Konpat zki
( Konmpat zki , 25). For convenient access during the
experinments, all of LINUSs optical and optonechanical
conponents, except the imge scanner, were renoved and
positioned on an optical table.

A platinum (Pt) hollow cathode |anp was used as the
spectral calibration standard source. Atom c platinum
exhibits a rich spectrum of emssion l|lines across the
entire near-ultraviolet region. The National Institute of
St andards and Technol ogy (NI ST) has catal ogued the precise
wavel engths and relative intensities of these emssion
lines, and has made the data readily available on their
website (Sansonetti). This has nmade platinum hollow
cathode lanps one of the nost comonly used wavel ength
standards for ultraviolet analysis. Additionally, a
regul ated DC power supply was built to consistently deliver
the optinmum rated current to the platinum | anp. As shown
in Figure 5, the lamp was placed along the optical axis of
the instrunent, in approximately the position that would
normal |y be occupied by the scanning mrror.

12



Fi gure 4.

Fi gure 5. Pl acement of Pt Lanp Al ong Optical Axis
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Once the LINUS optical conponents and platinum |anp
were mounted to the table, sinple |ight-blocking baffles
were installed to reduce the anmount of stray ultraviolet
light reaching the canmera to an acceptable |evel. The
different UV spectral regions were selected by wusing
filters W th di fferent pass bands. The filter
characteristics are summrized in Table 1, and the
manuf acturer’s transm ssion curves are shown in Figures 6
t hrough 10 (Orega Optical Conpany).

Filter Nunber Manuf act ur er Peak Passband
Desi gnati on Transm ssi on (50% of Peak)
Wavel engt h(nm (nm
1 220BP10 220 216- 226
2 289BP10 286 283- 293
3 300BP10 296 293- 304
4 334BP10 330 326- 346
5 370BP10 367 363-375
Tabl e 1. W Filter Characteristics

14
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C. DATA COLLECTI ON

Before any data was taken, several exercises were
famliarization wth
one of the
Then,

verifi ed,

for
First,
i nstall ed.

conduct ed the data acquisition

sof t war e. W bandpass filters was
after

t he
its specified operating current
that the
was properly focused onto
The wi dt h
i mge appeared crisp and the neasured

t he

sel ected and
t he
energi zed and

the proper operation

of equi pnent  was plati num |anp was

raised to
The diffraction grating was rotated so

the slit

| evel .
zeroth order
t he

narrowed until

i mge of

canera’s image intensifier. slit was

its

intensity level at canmera was acceptable, wthout

ei ther excessive noise or intensity saturation.
t he

in the

The diffraction grating was then rotated until

first order set of diffraction |ines becane centered
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canera’s field of view Rough focusing was acconplished by
alternately adjusting the positions of the collimting and
objective lenses with respect to the slit and the canera
focal plane, respectively. Fi ner adjustnent of the focus
was acconplished by using the canmera’s image acquisition
software, WnView 32 (Roper Scientific), to enlarge a snall
region of the viewable area containing several weak
em ssion lines and further refining the lens’ positions to
shar pen the i mage.

Once the diffracted emssion lines were properly
focused, the image was recorded and saved in Tagged | nage
File (.TIF) format. This inmage was subsequently exported
to and processed by the calibration program witten wth
the MATLAB software package. The procedure was then
repeated for the remaining UV filters. Representati ve
i mges for each of the five filters are shown in Figures 11
t hrough 15.

In these figures, as discussed earlier, the vertica
di mrension corresponds to vertical spatial information,
while the horizontal dinension is the spectral dispersion
di rection.
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Figure 11. Diffracted Em ssion Lines: 220nm Filter

Figure 12. Diffracted Em ssion Lines: 289nm Filter
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Fi gure 13. Diffracted Em ssion Lines: 300nmFilter
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Fi gure 14. Diffracted Em ssion Lines: 334nmFilter
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Fi gure 15. Diffracted Em ssion Lines: 370nm Filter
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| V. DATA ANALYSI S

A OVERVI EW

The bulk of the work involved in this thesis project
consisted of creating a MATLAB software program capabl e of
performng pattern-matching operations between neasured
spectra and correspondi ng known or standard spectra. The
desired product was a calibration curve that relates imge
pi xel nunber versus wavelength across each observed
spectral band. Cross-correlation, which is a famliar
mat hematical nethod for conparing the simlarity of two
different patterns, was wused to optimze the alignnent
bet ween the neasured and standard spectral data. Spectra
line data recorded by LINUS were conpared to expected

values from the tabulated NST Pt standard line |Iist
(Sansonetti). The NI ST wavel ength scale was increnentally
contracted or elongated, then shifted until the LINUS and

standard em ssion lines were optimally matched, essentially
performng an affine transformation on the wavelength
scal e. Once the Pt standard spectral lines, for which

relative intensity and absol ute wavel ength were known, were

properly aligned with the LINUS spectral lines the known
wavel engths could be associated with the LINUS |ines.
Finally, relating the pixel location of the spectral |ines

to their correspondi ng wavel engths conpleted the wavel ength
cal i bration process.

B. COVPUTATI ONAL THEORY
1. Preprocessing of Platinum Standard Spectral Data
Significant preprocessing of the N ST spectral data

was required in order for a valid correlation to be nade
23



with the neasured LINUS data. This preprocessing included
el imnation of irrel evant data and simul ati ng t he
attenuation of the UV bandpass filters within each spectra

band that was studi ed.

The tabulated data contained wavel ength and relative
intensity information on over 3200 em ssion |ines between
the wavel engths of 2000 and 4000 angstrons. G ven the
|arge calculational requirenents of repeatedly conducting
cross-correlation wthin iteration |[|oops, inclusion of
irrelevant spectral lines would have been extrenely
inefficient and conputationally slow Therefore, after
loading the NIST data from a “.dat” data file, all wvalues
significantly outside of the given UV filter passband were
di scar ded. Furthernore, the user could specify a mninmm
intensity threshold bel ow which weaker lines that were | ess
di scernable by LINUS could be discarded. The resultant
data filtering typically reduced the nunber of lines
considered during a given calibration to between 50 and
100, which was nuch | ess processor-intensive.

Since the tabulated NIST data do not include actual
line profiles, but only peak intensities, a Gaussian line
shape function was used to broaden each of the tabul ated

standard spectral I|ines via sinple nuneric convolution.
Nei ghboring lines, particularly those whose wavel engths
differed by an anmount I|ess than or equal to the

characteristic wdth of the sinmulated |line shape function
were bl ended together by this process. Thi s bl endi ng was
al so expected in the experinental LINUS spectrum
Addi tional preprocessing was necessary to account for
t he transmssibility effects of t he 0)V] filters.
Transm ssibility versus wavelength was included for many
24



data points wthin each filters’ passband. I nt er pol ati on

for each relevant N ST emssion l|ine determned the
expected transmssibility at that wavel ength. The relative
intensity of each line was then nodified by its
corresponding transm ssion factor. The resultant data

represented the expected relative intensities of spectral

i nes measured by LI NUS.

i Platinum Emission Lines
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i B ioatanineg of Platinum Emisziin Lings
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Figure 17. Si nul at ed Broadening and Filtering of

Representative Platinum Spectra in the 3200-3700 Angstrom
Spectral Regi on

2. Preprocessing of LINUS Data

The filtered and spectrally dispersed light from the
| aboratory platinum hollow cathode lanp fornmed a two-
di rensional inmage on the LINUS canmera focal plane. I n
order to conpare data from this inmage wth intensity and
wavel ength data from the N ST standard, the vertica
spati al information in each imge was not needed.
Therefore, to inprove signal-to-noise characteristics of
the spectrum the light intensity reaching each elenent in
a vertical pixel row was summed, or coadded. In addition
the user was able to specify an intensity threshold in
order to account for the intensity-independent noise floor
across the CCD array. The result was a one-dinensional

measured spectral intensity value versus image pixel row
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address, stored in a data array that was suitable for
subsequent correlation with the corresponding array of N ST
standard spectral data as outlined above.

LIHLE mage of Pishnom Emisson Lnes
—T .

Fi gure 18. LI NUS | mage Capture and Preprocessing:
Top Frame: Raw 2-Di nensional Data
M ddl e Frame: Noise Threshold Definition
Bottom Frame: Resultant Preprocessed Data

3. Pattern Matching and Cross-correl ation

Cross-correlation is a nmethod of neasuring the degree
of simlarity between different signals. In the context of
this thesis project, two conditions nust be net in order
for two signals to reach nmaximum agreenent. First, the
hori zontal data scale, such as tinme or frequency, nust be

equal . For this project the horizontal scale was
wavel ength, scaled as described above. Second, the two
signals nust be optimally aligned with each other, i.e. any
| at er al shifts between the emssion |lines nust be
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m nim zed. VWhen both of these conditions are net, the
cross-correlation of tw signals wll reach a maxi mum
value. The equation for cross-correlation as a function of
data series offset, r(d), is given by: (Bourke)
810§ - 0* (y(i- B)- 9)
r(d)= - == - : [Eq. 3.1]
\/é [(x() - Y)Z*\/é [(y(i- d)- y)°

i=1 i=1

wher e
x(1) = first data series being conpared,
y(i) = second data series being conpared,
i = i ndex of the data sanple (1, 2,3...n),
= | ength of the data sanpl es,
d = sanpl e of fset between x(i) and y(i)

(0,1, .n-1).

The second signal is shifted relative to the first by
iterating the delay term d, yielding a maxinnum val ue of
cross-correl ation when the signals are best aligned.

The MATLAB one-di nensional cross-correlation function
“xcorrl” was inplenmented to conpare the preprocessed LINUS
data wth the nodified N ST spectrum Because the
wavel ength scale of the LINUS data was unknown a priori, an
al gorithm was devel oped to perform an affine transform on
the N ST data wavelength scale by iteration of the
hori zontal scale through a specified band. At each
iteration of wavelength scaling, the peak cross-correlation
val ue was recorded. Plotting the maxi mum cross-correl ation
val ue against the scale elongation factor enabled the point
for which the LINUS and NI ST data best agreed to be readily
identified.
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Fi gure 19. Cross-Correl ati on Peak vs. Elongation Factor

Fi gure 20. Correl ogram Showi ng Peak at Best Shift
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This “best scale factor” was used to reiterate the
cross-correlation and to determine the optinmum shift
required to maximze the cross-correlation. Application of
this shift to the horizontal axis of LINUS data, i.e. pixel
nunber, finally resulted in the alignment of N ST and LI NUS
spectral lines with equally scal ed spectral wavel engt hs.
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Figure 21. Aligned LINUS and NI ST Dat a
g g

The LINUS horizontal scale, pixel row nunber, could
therefore be related to the N ST horizontal scal e,
wavel engt h.
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Calbrstan Corve: S3dnm F iHer
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Fi gure 22. Wavel ength Calibration Curve
The reader nust be cautioned that such a Ilinear
calibration wll necessarily be valid over only a limted

range of wavelengths, and that it nust be perfornmed for
each spectral region. The diffraction grating equation is
nonl i near (sinusoidal), neaning that the wavelength scale
will also be nonlinear.

A widely accepted neasure of goodness-of-fit between
two distributions is the c¢? paranmeter.(Tayl or) Once the
cross-correlated LINUS and standard spectra have been

mat ched, a c? value may be calculated to characterize the

agreement. The c® paraneter is generated as foll ows:
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A [ Egn. 4. 1]

where a; and b; are the corresponding sanples of the
distributions, and the summation is over all relevant
sanples. For the purpose of this research, a was the LINUS
spectrum of interest, and b; was the corresponding N ST
spectrum

Analysis of the c? parameter was conducted to verify

the pattern-matching capability of the <cross-correlation

program A “best fit” between two distributions exists
when the c? parameter is mnimzed. This value was first
calculated for the matched intensity distributions. The

alignment of the intensity distributions was then shifted
by user-specified anbunts. The c? paraneter was cal cul ated
for the mnually offset intensity distributions and
verified to be greater than the c? value for the aligned

di stri butions.
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V. RESULTS

A OVERVI EW

Separate wavelength calibrations were performed for
the ultraviolet bands associated with each of the five
filters. In each case, the automated results were
confirmed for proper alignment with the N ST spectral data

by visual conparison and by analysis of the c? paraneter.

The nininum c¢? paraneters for each spectral band are

presented in tabular form

Filter M ni mum ¢? Val ue
220nm Fil ter 6.16 E7
289nm Fil ter 9.59 E6
300nm Fil ter 1.29 E5
334nm Fil ter 1.63 E5
370nm Fi l ter 1.44 E3
Tabl e 2. M ni mum c? Parameters for Calibration Results

Associ ated with Spectral Region of Each Filter

B. 220NM FI LTER

In this wavelength range, the 512 pixel rows of the
canera’s focal plane were found to span a wavel ength
interval of 51.1 nm from 197.8 to 248.9nm
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Fi gure 23. Pt Standard Preprocessing: 220nm Filter
Top Panel: Pt Standard Em ssion Lines
M ddl e Panel: 220 nm Filter Curve
Bott om Panel : Final Preprocessed Qut put

Fi gure 24. Raw LI NUS | mage of Pt Spectrum Using 220 nm
Filter (Axes Correspond to Pixel Nunbers)
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Fi gure 25. Coadded Pt Spectrum and Threshol d Subtraction
Using 220nm Fil ter

NN

Fi gure 26. Data Alignnent Using 220nm Filter
Top Panel: Preprocessed N ST Reference Data
Bott om Panel : Aligned LINUS Data
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Fi gure 27. Wavel ength Calibration Curve Using 220 nmFilter

C 289NM FI LTER
The canera’s focal plane was found to span a
wavel ength interval of 22.0 nm from274.1 to 296.1 nm
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Fi gure 28. Pt Standard Preprocessing: 289nm Filter
Top Panel: Pt Standard Em ssion Lines
M ddl e Panel: 289 nmFilter Curve
Bott om Panel : Fi nal Preprocessed Qutput
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Fi gure 29. Raw LI NUS | mage of Pt Spectrum Using 289 nm
Filter (Axes Correspond to Pixel Nunbers)
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Fi gure 30. Coadded Pt Spectrum and Threshol d Subtraction
Using 289nm Fil ter

Fi gure 31. Data Alignnent Using 289nm Filter
Top Panel: Preprocessed N ST Reference Data
Bott om Panel : Aligned LINUS Data
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Fi gure 32. Wavel ength Calibration Curve Using 289 nmFilter

D. 300NM FI LTER
The canera’s focal plane was found to span a
wavel ength interval of 34.5 nm from 282.4 to 316.9 nm
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Fi gure 33. Pt Standard Preprocessing: 300nmFilter
Top Panel: Pt Standard Em ssion Lines
M ddl e Panel: 300 nmFilter Curve
Bott om Panel : Fi nal Preprocessed Qutput

Fi gure 34. Raw LI NUS | mage of Pt Spectrum Using 300 nm
Filter (Axes Correspond to Pixel Nunbers)
40



Fi gure 35. Coadded Pt Spectrum and Threshol d Subtraction
Usi ng 300nm Fil ter

Fi gure 36. Data Alignnment Using 300nm Filter
Top Panel: Preprocessed N ST Reference Data
Bott om Panel : Aligned LINUS Data
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Fi gure 37. Wavel ength Calibration Curve Using 300 nmFilter

E. 334NM FI LTER
The canera’s focal plane was found to span a
wavel ength interval of 34.5 nm from 326.2 to 360.7 nm
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Fi gure 38. Pt Standard Preprocessing: 334nmFilter
Top Panel: Pt Standard Em ssion Lines
M ddl e Panel: 334 nmFilter Curve
Bott om Panel : Fi nal Preprocessed Qutput
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Fi gure 39. Raw LI NUS | mage of Pt Spectrum Using 334 nm
Filter (Axes Correspond to Pixel Nunbers)
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Fi gure 40. Coadded Pt Spectrum and Threshol d Subtraction
Using 334nm Filter

Fi gure 41. Data Alignnent Using 334nmFilter
Top Panel: Preprocessed N ST Reference Data
Bott om Panel : Aligned LINUS Data
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Fi gure 42. Wavel ength Calibration Curve using 334 nmFilter

F. 370NM FI LTER
The canera’s focal plane was found to span a
wavel ength interval of 34.1 nm from 345.8 to 379.9 nm
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Fi gure 43. Pt Standard Preprocessing: 370nmFilter
Top Panel: Pt Standard Em ssion Lines
M ddl e Panel: 370 nmFilter Curve
Bott om Panel : Fi nal Preprocessed Qutput

Fi gure 44. Raw LI NUS | mage of Pt Spectrum Using 370 nm
Filter (Axes Correspond to Pixel Nunbers)
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Fi gure 45. Coadded Pt Spectrum and Threshol d Subtraction
Using 370nm Fil ter

Fi gure 46. Data Alignnent Using 370nm Filter
Top Panel: Preprocessed N ST Reference Data
Bott om Panel : Aligned LINUS Data
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Fi gure 47. Wavel ength Calibration Curve Using 370 nmFilter
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VI . CONCLUSI ONS AND RECOMVENDATI ONS

This project was successful in generating wavel ength
calibration data for the LINUS instrument. The automatic
wavel ength calibration for all five spectral bands was
easily verified qualitatively by eye. Quantitatively, the

aligned observed LINUS data generated miniml c?

error
val ues when conpared to the platinum standard.

The calibration program as conpleted is capable of
generating accurate calibration curves for all of the
spectral bands studied to date. These five spectral bands
do not, however, conpletely span the entire LINUS design
operating band of 200-400nm It is therefore recomended
that additional filters be procured to span these gaps in
the LINUS operating band. Once the calibration procedure
has been conducted for the remaining filters, LINUS wll be
capable of detecting and quantifying a large nunber of

chem cal species.
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APPENDI X: WAVELENGTH CALI BRATI ON PROGRAM CCDE

% This programintegrates previously devel oped
% subprograns in order to performwavel ength
% calibration of the LINUS W inmagi ng spectroneter.

% The process consists of:

% 1. Preprocessing N ST data

% Loading from.dat file

% Pre-filtering for intensity, filter
passband

% Correcting for UV filter transm ssion
% Br oadeni ng the spectral |ines

% Rei ndexi ng for x-axis graduation

%

% 2. Preprocessing LINUS data

% Loading from.tif file

% Converting 2-D image to 1-D intensity
% Pre-filtering for intensity

%

% 3. Cross-correlation

% "Stretch" N ST for maxi num xcorr val ue
% Usi ng "Best stretch", find best shift
bet ween NI ST and LI NUS

% Conpl ete calibration - wavel ength vs. pixel
[ i ne nunber

%0 VERSI ON NOTES:

cl ear

% USER SPECI FI ED PARAVETERS

filterChoice = 1% 1=220nm 2=289nm 3=300nm 4=334nm
5=370nm

flipLl NUS =0 %0 if imge normal, 1 if image
flipped

% 289nm data only (to date)

if (filterChoice==1) % 220nm
M nWavel engt h = 2100;
% Angstrons]
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MaxWavel engt h = 2400;

% Angstrons]
I ntensi tyThreshol d = 2. 5e4; Y3ed
LI NUSI nt ensi tyThreshol d = 7e4 YRed

LINUSfile = "a220nnlst.tif'

% Input filter transm ssion data

y [0.00 0.010 0.04 0.13 0.320 0.33 0.300 0.210 0.040
0. 010 0.000]";

t 10*[ 210 212 215 217 220 221 223 225 230 235 240]';

1ol

% Affine Transfornmation Range

Initial StretchFactor = .14% 20% 25; % 14
Fi nal StretchFactor = .17% 25% 29; % 16
Stretchlnterval = .005;

end

if (filterChoice==2) % 289nm

M nWavel engt h 2700;
% Angstrons]
MaxWavel engt h = 3100;
% Angstrons]
I ntensi tyThreshol d = 2e5; %B8ed
LI NUSI nt ensi tyThreshol d = 4e4; Ydled

LINUSfile = 'a289nnilst MoreMCP. Tl F

flipLl NUS =1 %0 if imge normal, 1 if image
flipped

% 289nm data only (to date)

% Input filter transm ssion data

y = [0.000 0.010 0.020 0.070 0.300 0.370 0.270 0.120

0. 010 0. 000 0.000]";

t = 10*[270 272 275 280 285 288 290 295 300 305 310]';

% Affine Transfornmation Range

Initial StretchFactor = .463% 46; % 50

Fi nal StretchFactor = .5% 50; % 52

Stretchlnterval = .001;
end

if (filterChoice==3) % 300nm

M nWavel engt h 2850;
% Angstrons]
MaxWavel engt h = 3100;
% Angstrons]
I ntensi tyThreshol d = 2e4, Y3ed
LI NUSI nt ensi tyThreshol d = 5e4, Y6ed

LINUSfile = '"a300nnlst Foc2.tif'
% Input filter transm ssion data
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[0.000 0.001 0.050 0.220 0.320 0.280 0.110 0.000]";
10*[ 280 285 290 295 297 300 305 310]';

y
t

% Affine Transfornmation Range

Initial StretchFactor = .12; % 12
Fi nal StretchFactor = .19; % 14
Stretchlnterval = .005;

end

if (filterChoice==4) % 334nm
M nWavel engt h = 3200;
% Angstrons]

MaxWavel engt h = 3700;

% Angst r ons]
I ntensi tyThreshol d = s5e4; Y3e4
LI NUSI ntensi tyThreshold =  3e4; Re4d

LINUSfile = "a334nnlst.tif'
% Input filter transm ssion data

y = [0.000 0. 003 0. 140 0. 450 0. 330
0. 300 0. 250 0. 130 0. 060 0. 020
0.000 0] " :

t = 10*[ 315 320 325 330 335 340 345 350 355 360 365 370]"';
% Affine Transfornmation Range
Initial StretchFactor = . 3; % 37BSF
Fi nal StretchFactor = . 7; %
Stretchlnterval = . 005;
end

if (filterChoice==5) %370nm
M nWavel engt h = 3400;
% Angstrons]

MaxWavel engt h = 3900;

% Angst r ons]
I ntensi tyThreshol d = S5e4; Y3e4
LI NUSI ntensityThreshold =  6e4; Re4d

LINUSfile = "a370nmilst . tif'

% Input filter transm ssion data

y =[]0 .003 .01 .03 .07 .13 .2 .25 .30 .32 .30 .28 .26
.23 .20 .16 .12 .05 .03 .01 0 0] "';

t = 1000*[3.40 3.45 3.50 3.55 3.60 3.62 3.63 3.64 3.65
3.67 3.69 3.70 3.71 3.72 3.73 3.74 3.75 3.80 3.85 3.90 3.95
4.00] ' ;

% Affine Transfornmation Range

Initial StretchFactor = .35; % 37

Fi nal StretchFactor = .41; % 29

Stretchlnterval = .005;
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end

% O her Definitions:

% Sanpling paranmeter for N ST el ongation

di vi si ons = 2000;

% define gaussian curve shape

gauss = [.002 .018 .105 .368 .779 1 .779 .368 .105
. 018 .002];

i. ......................................................... 0

%8R8/

% 1.1 Data inport and assignnent into two Nx1 matrices
| oad NI STFul | . dat;

NI STWavel ength = NI STFRul I (:, 1);

NI STIntensity = N STFRul |l (:, 2);

NI STl engt h = | engt h( Nl STWavel engt h)
waveband = M nWavel engt h: 1: MaxWavel engt h;

figure(l)

subplot (4,1,1);

pl ot (NI STWavel engt h, NI STI nt ensi ty)

hol d on

xdat um=M nWavel engt h: 1: MaxWavel engt h;

pl ot (xdatum I ntensityThreshold,"'-r");

hol d of f

axi s([ M nWavel engt h, Max\Wavel engt h, 0, 4e5] ) ;

i‘"'iiii'iiiiiiiiiiii """""" 0
%886 FI NAL DI SPLAY PLOT

figure(40)

subplot (3,1,1);

pl ot (NI STWavel engt h, NI STI nt ensi ty)

hol d on

xdat um=M nWavel engt h: 1: MaxWavel engt h;

pl ot (xdatum I ntensityThreshold,"'-r");

hol d of f

axi s([ M nWavel engt h, MaxWavel engt h, 0, 4e5] ) %2e6
x| abel (' Wavel ength (Angstrons)');

yl abel ("I ntensity');
0/0/0/0,/0/0/0 D/0/0/0/0//0/0/0

D/0/0/0/80/0/0/8/0/0/8/0/0/8/0/8/0/0/0/0//0/8/0/:/0/0/0/0/M8/0/0/0/0/8/8/0/8/0/0/0/8/

hol d on
figure(l)

54



% 1.2 Discard val ues outside of bandw dth and bel ow
t hreshol d
i =1;
while i <= N STl ength
i f (NI STWavel engt h(i) <M nWavel engt h |
NI STWavel engt h(i ) >MaxWavel ength |
NI STIntensity(i)<lntensityThreshol d)
NI STIntensity(i)=[];
NI STWavel ength(i)=[];
NI STI engt h=NI STl engt h- 1;
i =i-1;
end
I =i +1;
end
NI STl engt h = | engt h( Nl STWavel engt h)

subplot (4,1, 2);
pl ot (NI STWavel engt h, NI STI nt ensi ty)

% 1.3 Gaussi an broaden each spectral |ine

NI STW = NIl STWavel ength; % Irregul arly spaced,
fractional Angstrons

NI STint = NI STI ntensity;

Nl STW = round( NI STwW ) ; % Rounds to integer nunber

of Angstrons

% i gure(20)

subpl ot (4, 1, 3)

pl ot (gauss)

axi s([1, 1 ength(gauss), 0, 1])

newNl STw = zeros(1, |l ength(N STw ) *I engt h(gauss)) ;
newNl STint = zeros(1,1ength(N STw ) *| engt h(gauss));
hal fw dth = (I ength(gauss)-1)/2;

A= 1;
whi | e( A<=l engt h( NI STint))
B = 1;

whi | e( B<=l engt h( gauss))
C=(A-1)*l engt h(gauss) +B;
newNl STW (C) = NI STw (A) - hal f wi dt h+B;
newNl STi nt (C) = gauss(B)*NI STi nt (A);
B=B+1;
end
A=A+1;
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end

newNl STW ; % Br oadened, overl appi ng val ues
newNl STi nt ;

subplot (4,1, 4)
pl ot (newNl STW , newNl STint,"'r")

% 1.4 Sumoverlapping intensity distributions
F=[];

G-1,

H
J
K

Lol e B R

I;
l;

whi | e (G<=l engt h(waveband)) %vas spectrum
whi l e (H<=l engt h(newNl STw ))
F(H = isequal (newNl STW (H), waveband( G );
H=H+1;
end
J(G =sum newNl STint (F));
H=1,
G=Gt+1,
end
J;
figure(2)
subplot(3,1,1)
pl ot (newNl STW , newNl STint,"'r")
hol d on
pl ot (waveband, J)
hol d of f

NI STWavel engt h = waveband,;
NI STIntensity = J;

% 1.3 NI ST SPECTRUM MODI FI CATI ON

% 1.3.1 SPLINE CURVE FIT

% Interpolate transm ssability at each rel evant
wavel engt h

T2=NI STWAvel engt h;

FilterT = spline(t,y, T2);

subplot (3,1, 2);
plot(t,y,'o")
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axi s([ M nWavel engt h, MaxWavel engt h, 0, . 5]);
hol d on
plot(T2,FilterT,'r.")

% 1.3.2 COVPUTE EXPECTED POST-FI LTER | NTENSI TY VALUES
Filteredintensity = FilterT. *J;
subplot (3,1, 3);

pl ot (NI STWavel ength, Filteredlintensity,'g')
axi s([ M nWavel engt h, Max\Wavel engt h, 0, 1e5]);

figure(40)

subplot (3,1, 2);

%plot(t,y, 0')

axi s([ M nWavel engt h, MaxWavel engt h, 0, . 5]);
hol d on

plot(T2,FilterT)

x| abel (' Wavel ength (Angstrons)');

yl abel (' Transmi ssibility');

subplot (3,1, 3);
pl ot (NI STWavel ength, Filteredl ntensity)

axi s([ M nWavel engt h, MaxWavel engt h, 0, 1e5]) ; %2e5, 3e5, 1e6, 4e5
x| abel (' Wavel ength (Angstrons)');

yl abel (" Intensity');

% 2 PROCESS LINUS SPECTRAL RESPONSE
% 2.1 Data inport and assignnent into 2 Nx1 matrices

LI NUSI mage = inread(LINUSfile);
i f(flipLl NUS==1)

LI NUSI mage = fliplr (LI NUSI nmage);
end

figure(3)
subplot (3,1,1);
cont our (LI NUSI mage)

%0888/
%RBR8/0
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figure(4l)
cont our (LI NUSI mage)
flgure(3)

LI NUSI ntensity = sum(LI NUSI mage, 1) ;
DATAl ength = | engt h(LI NUSI ntensity);

subplot (3,1, 2);

hol d on

pl ot (LI NUSI ntensity);

xxdat um=1: 1: 512;

pl ot (xxdat um LI NUSI nt ensi tyThreshol d,"'-r");
hol d of f

Witle('Intensity vs. Pixel row);

x| abel (' Pi xel Iine nunber');

yl abel (" Intensity');

axi s([ O, DATAl engt h, 0, 5e5] ) ;

%888888888888880

9888880

figure(42)

subplot (2,1,1);

hol d on

pl ot (LI NUSI ntensity);

xxdat um=1: 1: 512;

pl ot (xxdat um LI NUSI nt ensi tyThreshol d,"'-r");
hol d of f

Title('Intensity vs. Pixel row);

x| abel (' Pi xel Iine nunber');

yl abel (" Intensity');

axi s([ O, DATAI engt h, 0, 2. 5e5] ) ; %2e5, 8e4, 8e4, 1. 5e5
flgure(3)

% 2.2 Discard val ues outside of bandw dth and bel ow
t hreshol d
while i <= DATAl ength
if (LINUSIntensity(i)<LINUSIntensityThreshol d)
LI NUSI ntensi ty(i) =0;
el se
LINUSI ntensity(i)=LINUSIintensity(i)-
LI NUSI nt ensi t yThr eshol d;
end
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i =i +1;
end

LI NUSI ntensi ty;
DATAl ength = | engt h(LI NUSI ntensity);

subplot (3,1, 3);

pl ot (LI NUSI nt ensi ty)

%Witle('Intensity vs. Pixel row Post-threshold');
x|l abel (' Pi xel Iine nunber');

yl abel (" Intensity');

axi s([ O, DATAl engt h, 0, 5e5] ) ;

%8888888888880880

9888880

figure(42)

subplot (2,1, 2);

pl ot (LI NUSI nt ensi ty)

Title('Intensity vs. Pixel row Threshold Subtracted');
x| abel (' Pi xel Iine nunber');

yl abel (" Intensity');

axi s([ O, DATAl engt h, 0, 2e5]); %, 4e4, 1e5

% 3 REINDEX NI ST
% 3.1 Data inport and assignnent into 2 Nx1 matrices

% Graduation of horizontal axes
gr adNI STx =waveband;

gradNl STy =J; %BAAEW | N VO

%880 Renove NaN Probl emin gradN STs
check = find(isnan(gradN STy));
gr adNI STy( check) =0;

%Nor mal i zi ng
Filteredintensity=Filteredlntensity/ max(Filteredlntensity);
LI NUSI nt ensi t y=LI NUSI nt ensi ty/ max(LI NUSI ntensity);
figure(4)
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subplot (2,1,1);

hol d on

pl ot (NI STWavel ength, Filteredlintensity,'g')
hol d of f

axi s([ M nWavel engt h, Max\Wavel engt h, 0, 1] );

subplot (2,1, 2);
pl ot (LI NUSI nt ensi ty)
axi s([ 1, DATAl engt h, 0, 1]);

StretchFactor = Initial StretchFactor;
| ndex = (Final StretchFact or -
StretchFactor)/ Stretchlnterval +1;

| =1;

max Cor r Mbd

max Cor r Unnod
stretchFact or Axi
| engt hCorr
figure(5)

l;
1,
[];

v 1

]

while (I <= I ndex)
interval = (MaxWavel engt h-
M nWavel engt h)/ (St ret chFact or *di vi si ons) ;
StretchNl STx = M nWavel engt h: i nt erval : MaxWavel engt h
StretchN STy
i nterpl(gradN STx, gradN STy, Stret chNl STx) ;

subpl ot (I ndex, 2, 1+2*(1-1))
hol d on

plot(StretchNISTy, 'g')%"'.q")
pl ot (LI NUSI nt ensi ty)

%xi s([0,512,0, 4e5]);
axis([0,512,0, 1]);

hol d of f

crosscorrel ation = xcorr(LINUSI ntensity, StretchN STy);
maxCorr Unnod(1) = max(crosscorrel ation);

% For "Pseudo-Normalization" of xcorr val ues

lc = length(LINUSIi ntensity)+l ength(StretchN STy) - 1;

%986 Necessary since, from MATLAB hel pgui de. .

%8€c = xcorr(x,y) returns the cross-correl ation
sequence in a length 2*N-1 vector, where x and y are
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%84 ength N vectors (N>1). If x and y are not the sane
I ength, the shorter vector is zero-padded to

%84 he | ength of the |onger vector.

l engthCorr (1) = lc;

crosscorrel ation = crosscorrelation / |c;

maxCorrMod(1) = max(crosscorrel ation);

stretchFactor Axi s(1) =StretchFactor;

subpl ot (I ndex, 2, 2*1)
pl ot (crosscorrel ation)
%xis([0, 1200, 0, 1e9]);

StretchFactor = StretchFactor + Stretchlnterval
| =I +1;
end

figure(6)
subplot(3,1,1)
pl ot (stret chFact or Axi s, maxCor r Unnod)

subplot (3,1, 2)
pl ot (stretchFactor Axis, |l engthCorr,"'r")

% Peak corresponds to point of maxinmum correlation growth
% when referenced to gromh of correlation | ength

subplot (3,1, 3)

pl ot (stret chFact or Axi s, maxCor r Mod)

% Redi splay of above al one for enphasis
figure(7)
pl ot (stret chFact or Axi s, maxCor r Mod)

% Relating pixel |line nunber to wavel ength

[ Best Corr Val ue, Best Corr |l ndi ce] = nmax(maxCorr Mod)

Best StretchFactor = Initial StretchFactor +(BestCorrlndice-
1)*Stretchlnterva
%Best StretchFactor = . 168 %hanual Override increase

decreases LINUS w dth

interval = (MaxWavel engt h-

M nWavel engt h) / (Best St ret chFact or *di vi si ons) ;
StretchNl STx = M nWavel engt h: i nt erval : MaxWavel engt h

StretchNI STy = interpl(gradN STx, gradNl STy, Stret chNl STx) ;
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crosscorrel ation = xcorr(LINUSI ntensity, StretchN STy);
maxCor r UnnodFi nal = max(crosscorrel ation);

lc = length(LINUSIi ntensity)+l ength(StretchN STy) - 1;

l engthCorr (1) = lc;

crosscorrel ation = crosscorrelation / |c;

[ maxCor r ModFi nal , maxCorr | ndi ce] = max(crosscorrel ation)
| engt hCorr = I ength(crosscorrel ation)

figure(8)
pl ot (crosscorrel ation)
%axi s([0, 1200, 0, 3e9]);

| engthStretch = | engt h(StretchN STx)

StretchN STx' ;

Stretchlindice = 1:1:1engthStretch;

of fset = maxCorrl ndi ce-

max (| engt hSt r et ch, DATAI engt h) ; %8841 XED! ! !

Yof f set = 835-

max (| engt hSt r et ch, DATAI engt h) ; 98841 XED! ! | 289, sf =. 643

pi xel Wdth = interva
Li nusM n = M nWavel ength - of fset*pi xel Wdth

Li nusMax LinusMn + 511*pi xel Wdth
LI NUSwavel engt h = Li nusM n:interval : Li nusMax;

figure(9)

LINUSI i ne = 1:1:512;

M nPl ot Wavel engt h = m n( LI NUSwavel engt h)

Max Pl ot Wavel engt h = max( LI NUSwavel engt h)

pl ot (LI NUSI i ne, LI NUSwavel engt h)

axi s([1, 512, M nPl ot Wavel engt h, MaxPl ot Wavel engt h]) ;
Title(' Wavel ength vs. Pixel Row );

x| abel (' Pi xel Row Nunber');

yl abel (' Vavel ength (Angstrons)');

figure(10)

subplot (2,1,1);

hol d on

pl ot (NI STWavel ength, Filteredl ntensity)
hol d of f

axi s([ M nWavel engt h, Max\Wavel engt h, 0, 1] );
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Title(' Aligned Pt Standard Data');
x| abel (' Wavel ength (Angstrons)');
yl abel (' Normal i zed Intensity');

subplot (2,1, 2);

pl ot (LI NUSwavel engt h, LI NUSI nt ensi ty)

axi s([ M nWavel engt h, Max\Wavel engt h, 0, 1] );
Title(" Aligned LINUS Data');

x| abel (' Wavel ength (Angstrons)');

yl abel (' Normal i zed Intensity');

% Conputation of spectral properties

Sprectral RangeCanera = MaxPl ot Wavel engt h- M nPl ot Wavel engt h
Spectral RangePi xel =

Spr ect ral RangeCaner a/ | engt h( LI NUSI i ne)

figure(1ll)

hol d on

pl ot (NI STWavel ength, Filteredlintensity,'qg')
pl ot (LI NUSwavel engt h, LI NUSI nt ensity)

hol d of f
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