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It is shown that if M = [~ ~] is a partition ed matrix over a princ ipal idea l domain I? s uc h tha t 

the matri ces A and B a re both s qu are, the n Mi s equiva le nt to A + B (=) the matri c equ a ti o n T= AY + 
XB is so lvab le. The res ult is gener a lized to trea t th e case wh e n 

Mil MI2 Mil 

M= o 

o o M" 

whe re each M u is square . 

Key words : De te rll1inantal di viso rs; equiva le nce; matri c equ atio n; partitioned ma trix ; S mith no rm al 
form. 

Let R be a principal ideal domain a nd le t R llln denote th e collection of m X n matrices over 
R. According to Theore m 2 of [2], if AERrr , BER ss , and (det A, de t B) = 1, the n for any TER n, 

where S(M) denotes the Smith normal form of a matrix M. The proof consists essentially of estab· 
lishing two elementary propositions: 

(i) For arbitrary AER rr , BER ss , and TER rs , if the matric equation (*) T = AY + XB has a solu· 
tion X, YER rs , then 

[ AT] - [AO] 
OB E OB ' 

where E denotes equivalence of matrices (ii). In the case whe n (det A, de f B) = 1, (*) is always 
solva ble. 

The central result of thi s note (Theorem 1) provides a converse to (i), na mely that if 

[ AT] -[AO ] 
OB E OB ' 

*This paper was prepared while th e author was a National Academy of Sciences-National Research Council Pos tdoctoral Research Associate at the National 
Bureau of Standards, Washington. D.C . 202.34. He would like to thank Dr. Morri s Newman for several he lpful conversa tions . 
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then (*) must be solvable. We generalize this result to the case when 

[

Mil MI 2 .. . Mit] 
M= 0 M 22 ••• • , 

· . · . · . 
o 0 Mil 

where each Mii is square, and also derive some corollaries. 
Subsequent to completion of this work, the author discovered that Theorem 1 had been estab­

lished in [3] in the case when R is the domain of polynomials over a field. The proof the re carri es 
over immediately to the case when R is a n arbitrary P.I.D., and is similar to the proof of Theorem 
1 presente d here. The generalization of Theorem 1 is not developed the re , howe ver. 

In the sequal R;, will denote the group of unimodular n X n matrices over R , I" will de note 
the identity matrix of order n, I will denote an identity matrix of unspecified order , Omn will de note 
the 0 matrix of order m X n, 0 111 will denote 0 111111 , and d,, [M] will de note the kth determinantal divisor 
of the matrix M. 

See [1] for a good general refere nce on matrices over a P.I.D. 

THEOREM 1: Let R be a P.I.D. , AER,." BER ss , and T ERrs. Then [~ ~] E [~ ~] (= IT = 

A Y + XB, for suitable X, Y ERrs. 

PROOF: (=) Note that [~I" 7. J. [~I" ~] ER ;·w and that 

[ II" X ][ A 0][11" Y]=[A T]. o l , 0 BOIs 0 B 

He nce 

[A T]-[A 0]. o B E 0 B 

(=) ) Let cp [~ ~] be the statement we wish to prove , namely [~ ~] jj; [~ ~] (=) 3X, YER r+ s 

such that T =AY +XB. 

We will begin with four reduction steps 
(i) We may assume w.l.o.g. (without loss of generality) that A = 5 (A), 8 = 5 (8). Jus tification : 

Choose U, U*ER;.,.; V, V*ER;s such that UAU*=5(A), VAV*=5(B). Note that 

[ U 0] [A 0] [U* 0 ] = [5 (A) 0 ] 
o V 0 8 0 V* 0 5(8) 

and that 

T] [U* 0 ] = [5 (A) T ] 
B 0 V* 0 5(8)' 

where T= UAV*. 

He nce [ AO] _ [5(A)0 ] [AT]_[S(A)t ] o 8 E 0 5 ( 8 ) and 0 8 E 0 5 ( B) . 
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Thu s [ AT] [AO] [5 (A) T] [ 5(A) 0 ] 
08 E 08 < => ° 5(8) E ° 5( 8 )' 

Note also tha t T = AY + X8 < = > ur v* = UAYV* + UX8V* < = > T=UAU* [(U*) - IYV*] + 
UXV- I [V8V* ] < = > T =5( A)Y + X5(8), wh e reX =UXV - I, Y = (U*) - IYV*. lt fo Jl ows 
that 

[ AT] [ 5 (A) T ] 
cp 08 <=> cp ° 5(8)' 

Hence se ttin g T= r, we may assume w.l.o.g. that A = 5 (A ), 8 = 5 (8). 
(ii) Let r' = rank A, s'=rank 8. We may assume w.l.o .g. that T= (ti , r+j ) I "' i "' '' where 

I ~j.::;s 

ti , r+j = ° for (i , j) suc h that r' < i ~ r or s I < i ~ s. Jus tification: Le t A = 5 (A) = diag (aI, ... , ar', 0, 
... , 0),8= 5(8) =diag (f31 , ... , f3 s' , 0 , ... ,0), where al la2 1 .. . la" and f31 1f321· .. l f3s" Assume 
first th at r' < r and s' < s. If 3 (i, j) E (r', r] X (S', s ] suc h that t i, , +j ¥c 0 , then it would follow that 

rank [~ ~] > r' + s' = ran k [~~], a co ntrad iction. He nce ti ,!,+)= Ofor (i,j) E (r', r] X (s',s] . 

Assume now that r' < r and c hoose (i, j) E (r', 

d" +.,, [~ ~] =a l' .. a" f3I . . . f3 s" andthat 

r] X [1 , s']. Th en it is eas ily seen th at 

f3 ,'t i, r+j, j < s' 
. , 

, J =S 

is an (r' + S') X (r' +s' ) determinantal divi sor of [~ ~ J. S in ce [~ ~] E [~ ~], it follows 

that a I . .. a, ' f3 I ... f3 s' 18, from whic h we dedu ce that (3 ) I t i , ' + j. He nce we may choose Wi , r+j ER 

suc h th at ti " j= Wi,,+j f3 j . 

Ass ume fin all y that s' < s a nd choose (i, j ) E [1 , r' ] X (s', s]. The n it is eas ily see n th at 

is an (r' +S') X (r' +5 ') determinantal divi sor of [~ ~J. It follows that al· . . a,' f3 1 ... f3 s,I 'YJ , 

from which we deduce that ailti , , +j. Hence we may choose Zi,Nj E R such that t i , ' +j = ai Zi,,+j· 

Now for 1 ~ i ~ r, 1 ~ j ~ s se t 

_ _ { Wi,, +,i. if r' < i ~ r, 1 ~ j ~ s', ti ,r+j ¥c 0 
Wi,, + j - ° otherwise 

a nd se t 

_ _ { Zi , , + j if l ~ i ~ r', s' < j ~ S , t i" + j ¥c ° 
Zi,r +) - ° othe rwise. 
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- _ { T; , r +h 1 ,,;; i ~ r' or 1 ,,;; j ,,;; s' 
(nj r + j- 0 h . , ot erWlse. 

is also immediate that T =,1Y + XB < = ) T = AY + XB, where X = X - W, Y = Y - Z. Thus 

cp [~ ~] ( =) cp -[ ~ ~ l Here we may assume w.l.o.g. that T = T, i. e. , that T is of the form 

specifi ed above. 
(iii) We may assume w.l.o.g. that rank A = r , rank B = s. ] ustification: W e have from (i) and (ii) 

that we may assume that A=A+O,._r" where 1'=diag (aI , ... , ar' )' B=B+ Os_s" where B= 
diag ({3 t,. . ., {3 s' )' and that T= T + Or- r' , s- s', where t ERr' ,s' . It is not diffic ult to show that 

[AO T] - [A 0] [A' T] - [A 0] 
B E 0 B (=) 0 B E 0 B' 

also that T=AY + XB for some X, Y ERrs (=) T=A Y + X B for some X, Y ERr' s" Thus 

- ' 
Hence we may assume w.l.o .g. that A =A , B = B, i.e., that rank A = r, rank B=s. 

(iv) We may assume w.l.o. g. that r=s. Justification : Assume r < s. Let 

- . [Os- r,s ] A=Is-r+ A,T= T . 

It is an easy conseque nce of [1, Ch. 2, ex. 1] that 

T] _ [A 
B E 0 

-
~] (=) [~ T] - [A 0] 

B E 0 B' 

it is also not difficult to show that T=AY +XB for some X, Y ERrs (=) ]'=AY +XB for so me X, 
Y_~ R ss . Thus 

Assume now that s < r. Let B=Ir-s -f- B, T= [0,· ,1' -8' T]. Proceeding as above, we can show 
that 

cpr ~ ~] (=) cp [~ ~l 
It the n follows from thi s and the above case that we may assume w.l.o.g. that r= s. 

We now comple te the proof of the theorem. By (i) - (iv), we may assume w.l.o.g. that A = S (A) = 

diag (a l , ... , ar), B =S( B) =diag ({31 , " " {3 r), where aj, {3j ~O, l ,,;;i, j ";; r. Note that 

[A T] _ [A 0] [A 0] I ,[A T] o B E 0 B (=) V k ,,;; 2r, d" 0 B every k X k dete rminantal divisor of 0 B' Note 
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also that T=AY +XB (=) (ai , (3 j ) I t; ,I'+), 1 ,,;; i,j ";; r. Now 

as is easily calculated. We cons ide r two cases. 

a. i ~ j. L et [OA BO] .. de note th e matrix ob tained by deleting row r + j and column i from 
1'+ ) , 1. 

[~ ~J. It is easily see n that if p is any (i-I) X (i-l) determinantal minor of [~ ~l.+j , / 

then pt; ,r+j is an i X i determinantal minor of [~ ~ J. It then follows that 

Note that 

d i- I [OA °8] .= (al 
r +), I 

{{31 ... {3j- l{3j+1 ... {3i, if j < i 
. ai- I, {3 {3 'f . . , I . .. i - I, I J= ~ 

{al ... a;- II {31 . {311 - 1}2 ";; u ,,;; j, 

{a l ... ai- v {31 .. {3j- 1 {3j+1 ... (3 vL +I,;; ,.,;; i- l) (forj ";; i-2). 

From thi s it may be ve rified that 

0] Idi[A 0]. 
8 r+j, i ° 8 

It follows tha t (ai , (3 j ) I ti ,l'+j, as was to be s hown. 

b. j > i. W e proceed as in (a). If (T is any (j - 1) X (j - 1) de te rminanta l minor of [AO 0] 
8 r + j ,i 

the n (Tt i ,l'+j is aj X j de te rminantal minor of [~ ~J. It then follows that 

Note that 

8°] .. = (al ... a; - la; + 1 ... a j , 
r + ) , 1 

{a l . . . a; - lai + l . .. a ,.{3I . .. {3 j - v}; + I ,;; v,;; j - d . 

(ass uming i ,,;; j + 2) 

From this it may be ve rifi ed that (ai ,{3 j )dj - 1 [~ ~] r + j, i I d j [~ ~ J. 
It follows that (ai ,{3 j ) I t; , r + j , as was to be shown. 

With this we have completed proof of the theorem. Q.E.D. 

COROLLARY 1.1: Let A, B, and R be as before, and suppos~ P, QER rs . 
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[ A Q-P] - [A 0] [A P] - [A Q] 
Then 0 B E 0 B ::} 0 B E 0 B . 

PROOF: By Theorem 1, Q - P = AY + XB, for some X, Y E R ,.s. Note that 

[ J X ] [A P ] [J Y ] = [A Q ] . Hence [A P ] - [A Q ] 
01 OB OJ OB OBEOB Q.E.D. 

NOTE: The converse to Corollary 1.2 fails. For example, [~ ~ ] E [~ ~ l as may be veri. 

fied by considering determinantal divisors, but [~ ~-2 ] is not equivalent to [~ ~ J. 
We now generalize Theorem 1 as follows: 
THEOREM 2: Let M be a matrix over R, and suppose that M may be partitioned as 

M= 0 

O. .. 0 Mil 

where each Mu is square, of order rio Then M E diag[MII, ... , M tt ] (=) for 1 ~ i < j ~ t 3 XU, 
j 

YijER,.;rj such that Mij = MiiYij + 4 Xii,· M k j • 

k = I + I 

PROOF (¢:): Let 

1 X 12 • •• Xtt 1 0 . 0 11 0 0 
U= 0 1 O ... 0 0 1 X n . ,X21 

lO I 

.0 .. .0 

0 1 Xt-I ,t 

O. 0 1 O. 0 1 O. 0 1 

and 

1 0 0 1 O. 0 0 1 Y 12 • . Y lt 

0 1 O. .0 0 1 0 0 0 

V= 1 Y t - 2 , t - t Y t - 2 ,t 

Yt - I,t 1 0 0 
O. . 0 1 O . .0 1 O. 0 1 

Then U, V are invertible and U diag[M I h ... , Mltl V = M, as may be verified. Hence M E diag 
[MIl, .. . , M tt ]. 
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(=?) Let A I = Mil, T, = [M' 2' ... , Mltl and 

M22 . 
o 

o 

M~ , 

Mil 

h M [ AI T'] N h b' . f[AI O]'h d'" so t at = 0 B I . ote t at to 0 tam a mmor 0 0 B I WIt nonzero etermmant, It IS 

necessary that the number of rows deleted which pass through the block A I equal the number of 
columns deleted which pass through this block. It follows from this that every determinantal divisor 

of [ ~ I ~ I ] is also a determinantal divisor of M. Since M E diag[M I" . . ., M ttl, it follows that 

[ ~ I ~ I ] jj; diag[M II , ... , M,,] as we ll , so that ME [ ~ I ~ I ]. Hence by Theore m 1 there are 

matri ces X I ,Y I of ap propriate s ize suc h that T, = A IY I + X,B. We may write X I == [X 12, .•• , X II], 
YI = [Y I2, ... , YIt], where XI ), Y, j€Rr"r j, 2 ~ j ~ t , from whi c h it follows that M' j= M" Y lj + 

± XI/,M"j' 
" ~ 2 

- . [A ., T2] - . [A ., 0 J 
The n MEA 1+ 0 - B2 EA 1+ 0 - B2 as before , so that [~ ~ ~: ] jj; [~ 2 ~J . Proceeding 

as above we obtain that 3 X 2 == [Xn , . .. , X~ ,] , Y~ = [Yn , .. ., L,] such that 
j 

M2 j=M22Y2j + L X 2/,M" j, 3 ~ j ~ t. 
"~ 3 

Continuing in this manner we obtain the desired linear recurrence relation. 

COROLLARY 2.1: Let R and {MiJl~l be as in Theorem 2, and 

~
Mll MI2 

M == ? M22 

o ... .... . 

(i) (deiMih det Mj j)=l, 1 ~ i ~ j ~ tor 

(ii) 3j€[I, n] such that det Mjj=O and such that for all k =i' j, Mkk is unimodular. 
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PROOF: ((=) (i) This is essentially Theorem 3 of [1]. (ii) Consider first the equation 

(*) 

By hypoth es is, at least one of M 1_1 , I- I, Mit is unimodular. If M 1_1 ,1 - 1 is unimodular, we may let 
X1 _1,1=0 and Yt-l , t=Mt - l,t - l - l Mt - I,t to obtain a solution to (*), If Mit is unimodular, it is again 
easy to solve (*). 

Consider now the equations 

(**) 

and 
(***) 

Proceeding as above, it is again easy to solve (**), this time for X t- 2 , t-l, Yt- 2 ,t- I' Now rewrite 
(***) as 

(* ** ') 

and note that the matrices on the left·hand side have all been given or determined previously. 
Again, it is easy to solve (***'), for X t - 2 ,t, Yt - 2 , t. 

Proceeding in this manner, for 1 ~ i < j~ t we may find Xij, YijERr;rj such that Mij=MijYij+ 
j -L Xi/,M"j' Hence by Theorem 2, ME diag[MII' M 22 , • •• , Mit]. 

1,-= ; + 1 

(=) We may assume w.o.l.g. that Mii=S(M ii ) =diag(a;h .. . ,0';1';" 0, ... ,0), 1 ~ i~t, 

where rj' ~ rio Suppose 3 distinct i, jE[1, n] such that det M;j=det M ,i.i =O. Then r; < rj and 

r' < rj. But if we let Mij be the matrix of all 1's and set Mu v=O, u oj= i or v oj= j, we would obtain 
ILat rank M > rank diag[M 1 t, ... , Mit], contradicting hypothesis. Hence there is at most one 
iE[1,n] such that det Mu=O. 

Suppose first that there is such an i. We will show that (i) holds in this case. Choose any j > i 
(if such exist) and let Mij and M ll v be defined as above. By Theorem 2, 

j 

Mij=MjjYij + L Xi/,Ml,-j=MjiYij+XijM jj . 
,'= ;+ 1 

Considering the (k, l) component of this matric equation, for ri ' < k ~ ri and l ~ rj we obtain that 
rj 

1= (Xij)".lajl. This implies that ajl is a unit, 1 ~ l ~ rj. Since det M jj = IT ajl, we obtain that 
j= I 

M jj is unimodular. If we choose any j < i, we may obtain by a similar argument that det M jJ is a 
unit , so that M jj is unimodular in this case as well. We can thus conclude that (i) holds when 
det Mjj=Q for some i. 

Now suppose that det M jj oj= 0 , 1 ~ i ~ t. We will show that (ii) holds in this case. Choose 
i oj= jE [1, t] and let M jj and M IIV (u oj= i or v -=F j) be defined as before. Again, Mij = M UYij + XijM jj. 
Cons ide ring the (k, l) component of thi s matric equation, for 1 ~ I. ~ rj , 1 ~ l ~ Tj we obtain that 

1 = aij(Yij) /, / + (Xij) I"ajl. 
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1'i rj 

It follows that «(X ii" (X j l) = 1. Since det M ii = II (XiI. and det M jj= II (X j l, we obtain that (det M ii, 
1. = 1 1= 1 

det Mij) = 1. We can thus co nclud e that (ii) holds when de t Mii 0/= 0, all i. 
This completes the proof of th e corollary. 

Q.E.D. 
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