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Disclosure



This presentation tries to solve the misconceptions around large language 

models by providing a light explanation of how LLMs work and outlining how 

to use LLMs for editing Wikidata and Wikipedia.

This is a lecture
It tries to introduce key concepts and practices about large language models
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“We can let LLMs edit Wikipedia articles 
or Wikidata items”

“LLMs can create Wikipedia articles or 
Wikidata items from scratch”

“LLMs can evaluate Wikipedia or 
Wikidata”

Assumptions



A very simple explanation

How an LLM works

This is a prompt.

This prompt will be divided by tokens.



A very simple explanation

How an LLM works

There is a huge amount of data in the Internet.

This data is collected and pre-processed using 

Embeddings and Positional Encoding.

The pre-processed data is used to train a transformer 

model.



A very simple explanation

How an LLM works

The transformer uses the tokens of your prompt to 

identify the beginning of the answer.



A very simple explanation

How an LLM works

Then, based on your prompt and a few words from the completed part 

of the answer, the  transformer will predict what comes next only 

based on probability. This will be done to incrementally create the 

prompt answer until it is finished.



Prompt Answer

Final 
Output



Based on probability:
● It will only give you the right 

answer if it is trained on. No 
reasoning is there.

● If the information is not used to 
train the model, it will “hallucinate” 
by providing the most probable 
answer.

● But, it can provide the right shape 
of the answer.

Main features.



Further reading



Six simple rules for using LLMs

How to edit 
Wikipedia and 
Wikidata using 
LLMs.



Add photo

● DO NOT make LLM-based chatbots make a 

full Wikipedia page or a QuickStatements 

batch for creating Wikidata items.

● DO NOT rely on Wikidata IDs generated by 

LLM-based chatbots.

Rule 1



Add photo

● DO your search about the topic of the 

Wikipedia article or Wikidata item and 

identify the sources that you will use for your 

article.

● DO your check on whether a source is 

reliable using the criteria at 

[[Wikipedia:Wikipedia:Reliable_sources]].

Rule 2



Add photo

● DO write the main points from every source 

to include in Wikidata or Wikipedia as bullet 

points.

● DO use LLM-based chatbots to summarize 

the sources as bullet points. But, you need 

to verify the output later to ensure that no 

bullet point is fabricated or missed.

Rule 3



Add photo

● DO write a precise prompt to write an 

efficient output about the topic. Please 

include all the references and the bullet 

points corresponding to each of them.

● DO specify that the output should be 

generated as a wikitext or QuickStatements 

batch. Please provide the Wikidata IDs for 

the related entities.

● DO require that <ref> tags including the 

references are added after every new 

statement.

● DO ask the LLM-based chatbot to include 

categories and infoboxes.

Rule 4



Add photo

● DO use LLM-based chatbots for language 

proofreading and translation.

● DO check whether the source and target 

language are efficiently used to train the 

LLM.

Rule 5



Add photo

● DO NOT directly put the output of the LLM 

in a Wikipedia Page. Please use Sandbox 

and edit the work before sharing it.

● Same for Wikidata. Please check your 

QuickStatements batch before uploading it 

to Wikidata.

Rule 6
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