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PREFACE

These are the proceedings of the Inter-
national Conference on Nuclear Cross Sections
for Technology held at the University of
Tennessee, Knoxville, October 22-26, 1979.
This was the fifth such conference held in
the United States. The first three, however,
were entitled "Neutron Cross Sections and
Technology" and- were not intended to be
international, although there was sizable
international attendance, particularly for
the later conferences. The 1975 conference
on "Nuclear Cross Sections and Technology"
became international and was co-sponsored by
the International Union of Pure and Applied
Physics (I.U.P.A.P. ) . This 1975 conference
brought out a number of serious discrepancies
in nuclear data and made experimental nuclear
physicists aware of some of the critical
needs for cross sections for the fission and
fusion programs as well as the cross section
needs for radiotherapy.

Basil Rose from AERE
,
Harwell, who took

an active role in the 1975 conference,
suggested that these conferences be held
annually but with the location interchanged
between U.S.S.R., Western Europe, and America
on a 3-year cycle. In April 1977 the Soviets
held their "Fourth National Soviet Conference
on Neutron Physics" in Kiev, U.S.S.R. In
1978 the O.E.C.D. Nuclear Energy Agency,
Paris, France and the United Kingdom Atomic
Energy Authority, Harwell, England held the
conference at Harwell September 25-29, 1978.
This "International Conference on Neutron
Physics and Nuclear Data for Reactor and
Other Applied Purposes" was with the coopera-
tion of the International Atomic Energy
Agency

.

The October 22-26, 1979 conference on
Nuclear Cross Sections for Technology was
organized by Oak Ridge National Laboratory
and the University of Tennessee and was
sponsored by the U.S. Department of Energy,

the U.S. National Bureau of Standards, the
International Union of Pure and Applied
Physics, the American Physical Society, the
American Nuclear Society, the Oak Ridge
National Laboratory, and the University of
Tennessee, Knoxville. The International
Atomic Energy Agency extended its cooperation
to the conference.

An international program committee
arranged for invited speakers on such subjects
as: nuclear data needs for fission and
fusion reactors; for waste management-actinide
production and burnup; and for safeguards.
Other subjects discussed included: biomedical
applications of nuclear data; application of
nuclear physics in industry and in space;
nuclear cross sections and flux standards;
nuclear instruments and techniques; and
nuclear theory in applications. In an evening
session October 25, 1979, two invited papers
of general interest were presented. Etienne
Roth gave a review of the natural fission
reactor at Gabon, and A. R. Buhl discussed
the "Lessons of Three Mile Island".

The papers are printed in the proceedings
in the order in which they were presented in
the sessions, and in the Bulletin of the
American Physical Society, Vol. 24, number 7,

pp. 860-891, September 1979. We have pre-
served the conference notation for the
sessions. The following papers for which
abstracts appeared in the Bulletin were not
submitted: AB9, DAI, DCl, DC5, DC8, EBIO and
EBll. Several papers have been added which
arrived after the deadline for the Bulletin.

In order to speed the publication of the
proceedings, we requested the authors to
submit their papers in camera-ready form.
The editors, who have made minor corrections
in some of the papers, hope they have not
altered the meaning intended by the authors.

J. L. Fowler
C. H. Johnson
C. D. Bowman

In the interests of accuracy and clarity in describing various items of equipment or apparatus,
occasional mention has been made of commercial sources or brand names. This in no way implies
endorsement of such products by the U.S. Government.
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Abstract

These proceedings are the compilation of 203 papers presented

at the International Conference on Nuclear Cross Sections for

Technology held at the University of Tennessee, Knoxville,

October 22-26, 1979. Invited papers reviewed nuclear data needs

for standard fission reactors, alternate fuel cycles, fusion

reactors, biomedical applications, and applications in industry,

as well as integral experiments, cross section measurements,

cross section standards, and cross section evaluations. There

were 165 contributed papers on these subjects with some emphasis

on cross section measurement techniques and evaluation of cross

section data.

Key words: Biomedical; conference; fission; fusion; nuclear

cross sections; reactors; standards; technology.
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NUCLEAR DATA NEEDS FOR LWR APPLICATIONS

Odelli Ozer
Electric Power Research Institute
Palo Alto, California 94303, USA

ABSTRACT

LWR's have been successfully built and operated with the use of methods and data
libraries adjusted on the basis of realistic benchmark experiments. As part of

an effort to develop an accurate standard data base that could be used to upgrade
design methods, EPRI has participated in the development of the ENDF/B library.

Sensitivity studies and banchmark analyses were carried out to determine data

types that are important for the calculation of various LWR parameters and to
determine problem areas associated with the use of ENDF/B data in LWR calculations.

p q qDiscrepancies between calculations and measurements involving captures in ^^°V and
Plutonium critical systems are identified as source for concern.

[lwr data needs. Benchmark Analysis, Fuel Cycle Sensitivities, ENDF/B-v]

Introduction

The Light Water Reactor (LWR) industry can

be considered to have reached a high level of maturity.
LWR's have been designed, built and operated success-

fully for a number of years using available data bases

and methods of analysis. This has been accomplished

by conducting integral experiments of increasingly
realistic complexity and benchmarking the calcu-
lational capability against this integral infor-

mation. In producing a three dimensional, one or

two group nodal parametrization of a nuclear reactor,

the basic nuclear data must be averaged over neutron
fluxes and spectra that are characteristic of a

reactor under various operating conditions. This
averaging process must adequately account for flux

perturbations due to various geometric effects such

as the presence of control rods, burnable absorbers,
instrumentation channels, wide and narrow water gaps,

etc., as well as for variations in the thermal-
hydraulic state of the moderator.'-'^ The uncertain-
ties introduced by this procedure could be large

compared to those due to nuclear data. However,

because of the difficulty of modifying the calcu-

lational procedures, often data adjustments were

found to be the easiest solution for resolving dis-

crepancies between measured and calculated parameters.

Such an approach has resulted in the production of

methods of analysis and associated libraries that can

be used reliably for predicting the behavior of

parameters not too different from those used in bench-

marking. However, predictions involving different

systems or non-benchmarked parameters may be in-

adequate. Thus, for example, a multi group library

that has been adjusted to predict the correct
criticality, reaction rates and isotopic variation
as a function of burnup, may produce large uncer-

tainties or biases in calculations involving
temperature coefficients of reactivity. Because
of the coupling between data and methods in such a

system, improvements in the accuracy of the data
library may actually result in worse results for the

benchmark parameters unless accompanied by corres-

ponding method improvements.

EPRI Objectives

EPRI has supported the development of a

LWR core analysis capability primarily for the use of

of the U.S. utility industry. This capability known
as the ARMP system^ is based on state-of-the-art
design methods and it utilizes a multigroup data

library derived from early versions of the ENDF/B
files. The system has been benchmarked against a

a wide range of experiments including water moderated
UO2 critical lattice experiments, mixed oxide
(UO2 with PUO2) critical lattices and experiments
involving the production of tans-uranic isotopes in

reactor fuel as a function of exposure.

Data adjustments found to be necessary to
obtain agreement with benchmark parameters involved
primarily a reduction in the ^^^U resonance capture
cross sections and an increase in the ^'*''pu 1 eV
resonance capture width. Since its release, the
ARMP system has been adapted by some forty utility
groups, national labs and DOE contractors and foiind

to give adequate results in LWR analysis.

In parallel with the development of ARMP,
EPRI has also supported the development of the ENDF/B
data library, particularly in areas of importance to
LWR applications. The reason for this support has
been the need for an accurate and up-to-date nuclear
data base that can be used as a standard for comparing
LWR design codes with more accurate calculational
methods such as Monte Carlo. To this end, modules
linking ENDF/B files with the ARMP lattice physics
codes EPRI-CELL and CPM have been written and imple-
mented within the Los Alamos data processing code
NJOY,'* and the capabilities of the (MAGI) Monte
Carlo code SAM-CE^'^ have been extended to include
a rigorous representation of ENDF/B data down to

thermal energies together with the capability of
representing the geometric complexities of a reactor
core. This Monte Carlo capability is needed in order
to provide an accurate test of the adequacy of ENDF/B
files in LWR applications as well as to test the
limitations of the design codes.

Finally, in order to better focus its support
of ENDF/B on cross sections of greatest importance to

thermal reactors, EPRI undertook an extensive data
testing and sensitivity analysis program. Sensitivity
analyses were used to determine what data types are

important in general, whereas data testing and bench-
mark calculations were used to determine specific
problem areas relating to the use of ENDF/B version
IV library in LWR analysis.
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Data Type of Importance to LWR
Fuel Cycle Calculations

Materials of importance to LWR analysis
initially consist of ^^^U, ^^^U, cladding and structual
materials, burnable poisons and water. As a reactor
is operated fission product and heavy actinide nuclides
are produced and become increasingly important. In

order to determine the relative importance of different
types of cross sections in the calculation of various
LWR parameters, an interactive sensitivity analysis
system was implemented at RPI under the guidance of
M. Becker and D. Hams. In a typical study of
fuel cycle cost sensitivities, cross sections were
divided into three energy ranges labeled thermal,
epi-thermal and fast (with boundaries at 0.625eV,
5.53Kev and lOMev) and it was assimed that uncertain-
ties must be made up by increasing the fissile content
of the fuel in an amount necessary to maintain
criticality at end-of-life. Both BWR's, PWR's and
heavy water reactors were considered under various
operating conditions. The sensitivities (defined as

percent change in cost divided by percent change in

quantity) were found to be dependent on reactor type
and assumptions about the back end of the fuel cycle
(i.e., whether recycling of plutonixim is permitted
or not)

.

The sensitivities for a throwaway cycle,
summarized in tables 1 though 4 were fond to be
considerably larger than for cases with plutonium
recycle. In general, as expected, the sensitivities
to the thermal capture and fission cross sections of
the fissile materials were found to be the largest.
This high sensitivity was not confined to the 0.0253eV
point, focused upon by many studies, but was found to

extend into higher energies corresponding to the
hardened Maxwellian flux distribution within the

fuel. In all situations considered involving UO2

fuel the thermal fission and capture cross sections
of ^^^Pu emerged as the most important parameters,
particularly in the area of the .3 eV resonance. In

contrast resonance capture cross sections of fertile
materials such as ^^^U and ^'^''Pu which are extremely
important for criticality calculations were found to

have a lesser impact on fuel cycle cost studies.
This is because the negative effects of neutron capture
in fertile materials are to a great extent compensated
by the positive effects of the bred fuel.

In addition to cross section data, parameters
such as V, number of neutrons produced per fission
(Table 2) and k, energy released in fission (Table 3)

,

were seen to result in very high sensitivities. The
fuel cycle cost sensitivities to fission product data
(Table 4) were relatively smaller

Nuclide BWR PWR

252cf
235u
2 39pu
Z^lpu

238u

-3.952
-1.764
-1.696
-0.342
-0.181

-4.326
-1.889
-1.895
-0.386
-0.205

TABLE 2 — Fuel Cycle Cost Sensitivity
to Fission Neutron Yield (nT) .

Nuclide

235j
239
21*1

238,

Pu
Pu

BWR

-0.503
-0.214
-0.028
-0.028

PWR

-0.492
-0.220
-0.032
-0.034

TABLE 3 — Fuel Cycle Cost Sensitivity
to Energy Per Fission (k) .

135

135

\hZ

143

135

135

103

147

149

103

Xe

Xe

Nd
Nd
Xe

Xe

Rh
Pm
Sm
Rh

BWR PWR

Pu Fission Yield .042 .051
U Fission Yield .038 .042
U Fission Yield .026 .028

Thermal Capture a .025 .027
Thermal Capture 0 .023 .029
Decay Constant -.023 -.025

Pu Fission Yield .018 .022
U Fission Yield .016 .020
Pu Fission Yield .016 .019
U Fission Yield .015 .017

Cross Section Sensitivities
Type BWR PWR

TABLE 4 — Fuel Cycle Cost Sensitivity
2 39pu (n. f) Thermal -.688 -.753 to Important Fission Product Data
2 39pu (n. Y) Thermal .549 .619

235u in. f) Thermal -.578 -.568
235u :n. Y) Thermal .232 .232 A similar study carried out for thorium

H !n, Y) Thermal .169 .135 cycles of interest for resource utilization and

238u n. Y) Epi-thermal .216 .344 proliferation resistance indicated the thermal cross
sections of 2 3 3y ^.^ j-,g ^j^g most important parameter.
^^^Pu was again found to be very important in a

238u (n. f) Fast -.127 -.141
241py (n. f) Thermal -.123 -.130

235u :n. Y) Epi-thermal .094 .129 denatured thorium-uranium cycle. Because of the

235u (n. f) Epi-thermal -.091 -.134 reduced resonance self-shielding in the lower
concentrations of ^^^U, plutonium productions was2-lpu (n. Y) Thermal .080 .089

238u (n. Y) Thermal .151 .147 found to be larger than might have been anticipated.

239pu (n. f) Epi-thermal -.053 -.078
2 39pu (n. Y) Epi-thermal .045 .062 In addition to the RPI fuel cycle cost

Zr (n. Y) Epi-thermal .033 .027 sensitivity study the detailed energy dependent

238u in. Y) Fast .026 .040 sensitivity profiles for two H2O moderated critical

0 (n. Y) Fast .024 .030 uranium metal and mixed oxide fueled lattice expe-

135xe 'n. y) Thermal .024 .029 riments were determined at Oak Ridge National
2'*lpu (n. f) Epi-thermal -.018 -.030 Laboratory. These studies indicated the importance

236u (n. Y) Epi-thermal .020 .029 of an accurate representation of the wings of the
^ q Q

resonances of fertile materials such as "^^"U.
TABLE 1 Fuel cycle cost sensitivities to

fiew group data (Assuming no recycle)
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The relative importance of various fission
product nuclides has been determined by W. B. Wilson

and T. R. England^ by calculating the contributions
of various fission product nuclides to the total
fission product capture in a PWR fuel pin at various
exposure points. This study has shovm that the
importance of isotopes such as ^^^Xe and -^^^Sm which
dominate the fission product absorbtion rate at early
exposure points (73% of total absorbtions in '^^Xe,

17% in ^'*^Sm at an exposure of IGWd/MT) is reduced
at higher exposures (15% for ^^^^Xe, 6% for ^'*^Sm at
33 GWd/MT) with a corresponding increase in the
importance of isotopes such as '^'*^Nd, ^"^Rh, ^^^Cs,
^
^ Xe and a spread of the absorbtion rate among a

larger number of isotopes.

Problem Areas Relating to the Utilization of
ENDF/B Data Libraries in LWR Calculations

The ENDF/B library constitutes a very
comprehensive source of data for a wide range of

LWR applications. However, in the past it has not
been possible to utilize these files in thermal

reactor analysis without making a number of key
modifications. These modifications were necessi-
tated primarily because of discrepancies between
parameters measured in water moderated, slightly
enriched uranium lattice experiments and calculations

using ENDF/B data. ENDF/B-IV calculations under-
predicted the eigenvalues of uranium-metal fueled
systems by 0.8 to 1.2% cind those of the UO2 fueled
lattices more typical of power reactors by '^0.5 - 0.7%.
This underprediction was found to be closely correlated
to an overprediction of resonance capture rates in

In Table 5, ENDF/B-IV calculations using
a combination of Monte Carlo and transport theory are
compared with measurements and design calculations for
three UO2 benchmark lattices.

A new (fi.fth) version of ENDF/B containing
a number of modifications expected to have a significant
impact on the analysis of thermal systems has recently
been released. Unfortunately, at the present time
only a very limited number of preliminary benchmark
calculations have been carried out. A set of these
is shown on the last column of Table 5. On the basis
of these preliminary calculations as well as earlier
analyses and a review of modifications incorporated
into ENDF/B-V, it is possible to point out a number
of areas where problems may exist.

If the file is to be adapted for use in

LWR's these potential problem areas should be investi-
gated with the use of the newly developed Monte Carlo
Capabilities and data uncertainties should be reduced.

Measured Calculated Values
Lattice ID Vmod/Vfuel Parameter Values Design Lib. ENDF/B-IV ENDF/B-V*

BAPL UO2-I 1.43 keff 1.00 1,0007 .9929 1.0028
P28 1. 39+. 01 1.37 1.418 1.414
525 .084+. 002 .085 .0828 .0840
528 .078+.004 .0731 .0762

BAPL UO2-2 1.78 keff 1.00 1.0004 .9936 1.0031
P28 1.12+.01 1. 14 1.18 1. 17

.068+. 001 .068 .0671 .068

^2B .070+. 004 .0628 .065

BAPL UO2-3 2. 40 keff 1.00 .9999 .995 1.0055
P28 .906+. 01 .90 .928 .914
^25 .052+. 001 .054 .0521 .0525

.057+. 003 .0514 .0533

TABLE 5 — Summary of H2O moderated UO2 lattice calculations

Preliminary results.

2 3°U Capture Cross Sections

A 15% reduction in the capture widths of

the lowest three S-wave resonances on the basis of

recent experimental evidence has resulted in a 50%

reduction of the discrepancy between measured and
calculated resonance capture rates. However, this
reductions was to a great extend counteracted by
increases in the higher energy cross sections. It

would be very desirable to have the uncertainties
in the KeV region reduced. Reactor temperature
coefficient calculations using design methods and

libraries result in this coefficient being overpre-
dicted for both PWR' s and BWR's. Such calculations,
although methods dependent, are sensitive to the shape
of the 2 3®U capture cross section in the thermal energy
range. If the overpredictions are found to persist
with ENDF/B-V data, a more accurate determination of

the cross section shape below 1 eV may be needed.

Number of Neutrons Produced in Fission (v)

The sensitivity of reactor criticality

calculations to v" is almost equal to unity (i.e., a

1% change in v" results is a 1% change in the eigenvalue)

.

Even though the increased v" values in ENDF/B-V give

better agreement with uranium fueled critical
experiments, the implications of a 0.7% change in v

between versions 4 and 5 are not acceptable.

The uncertainty associated with the v" value

of ^^^Cf is to a great extent due to disagreements

between two types of experiments (Manganese Bath and

Liquid Scintillator) . It has recently been pointed

out that up to 50% of this discrepancy may be due to

inadequate knowledge of the cross sections of sulfur

which appears in the Manganese Bath experiment as an

impurity. Measurements of this cross section in the

thermal energy range have not been carried out since

the late forties.

3



Fission Spectra

Small integral experiments and leaky systems
are highly sensitive to the correct representation
of the fission spectra. The harder spectra included
in ENDF/B-V are expected to make calculations of
small homogenous criticals more consistent.

2 3 9p^ Cross Sections

END/B-IV calculations of homogeneous
critical experiments containing solutions of plutoniiam

nitrate, consistently overpredict the eigenvalues of
such systems-^ *^ by up to 2% (Figure 1) . Although the
calculated results could be improved by increased
leakage due to a harder fission spectrum, the

increased ENDF/B-V v" values can be expected to

result in an even larger disagreement. A BNWL
evaluation of the thermal energy range cross
sections using a non-linear least squares method
capable of accounting for an energy dependence in

V has been delayed because of discrepancies between
the most recent experimental data. However, the

magnitude of the \incertainty associated with the

cross sections is not large enough to explain the

observed high eigenvalues.

Calculations involving mixed UO2-PUO2 fueled
lattices result in eigenvalues very close to unity.
However, this agreement may be fortuitous since
captures in ^^^U are overpredicted (Table 6). In

view of the high sensitivities of fuel cycle calcu-
lations to the cross sections of this isotope an
apparent disagreement in such benchmark calculations
is highly disturbing.

Lattice ID VtttodAfuel Boron (ppm)

• s

O BNL WNTE CARLO
STUDY

• ENOF- 230
RESULTS

X PNL STUDY

BNWL UL-266
UL-250

BNWL UL-189
UL-212

BNWL UL-282
UL-232

TABLE 6 —

1.20

1.20

2.53
2.53

3.64
3.64

681

1090

767

keff

.9818

.9917

1.0006
1.0012

1.0058
1.0011

Summary of Eigenvalue Calculations
for H2O moderated mixed oxide (UO2 + 2 ^ PUO2)

critical lattices. (ENDF/B-IV data)

2'*0pu Cross Sections

The importance of the '^^^Vm cross sections
to LWR analysis is completely dominated by the 1 eV
resonance. The parameters of this resonance are not
known accurately enough (uncertainty in Vy is 6% and

Tri is 15%). ^^ Design code calculations of the buildup
12of trans-uranic isotopes in an operating PWR fuel pin

were able to match the experimentally determined ^'*-^Pu

production rates only after the ^'*''Pu 1 eV resonance
capture width was arbitrarily increased by '\'10%.

Exposure 239pu/ 2^0pu/ 2'*lpu/

(GWd/MTU) 2^0pu 2^1p^

Measurement 24.57 2.55+ .07 1.83+ .07 3.03+ .27

CPM(rY=29.9mV) 24.57 2.43 1.93 3.41
CPM(rY=33.0mV) 24.57 2.58 1.82 3.41

Measurement 30.92 2.15+ .05 1.79+ .05 2.33+ .19

CPM(rY=29.9) 30.92 2.05 1.91 2.53
CPM(rY=33.0) 30.92 2.19 1.79 2.53

Figure 1 — Calculated Reactivity of
Homogeneous Plutonixjm Systems.

TABLE 7 — Plutonium Isotopic Ratios (Robinson-2
Reactor)

2 3 5u Cross Sections

A recent evaluation by B. A. Leonard et al
has indicated a number of problems which include the
possibility of systematic errors in the interpretation
of the energy scale in a set of Belgian measurements
involving the fission cross sections of this isotope
as well as those of ^^^U, 237py ^^Ip^^ ^ need
for an upward re-normalization of the capture cross
sections of 2 3 5y aj-,Qve 0.4 eV has also been found to

be necessary. ^
^

J

Gadolinium Cross Sections

Gadolinium is included in BWR's as a

burnable absorber in order to establish a more uniform
flux distribution. Because of its high absorption
cross section the calculation of the bumup of
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gadolinium loaded pins presents a difficult methods
problem. Although discrepancies observed between
different design calculations can be ascribed to
differences in methods, a set of integral experiments
carried out of Battelle Northwest Laboratories has
indicated the possibility of data problems as well.

These experiments involved homogeneous plutonium
nitrate solutions that have been poisoned by varying
amounts of gadolinium. BNWL calculations indicated
that in spite of an overprediction of the eigenvalues
of unpoisoned plutonixam nitrate systems by up to 2%

the eigenvalues of gadoliniiun loaded systems are too
low by about the same amount.

Thermal Scattering Law Data

A niomber of investigators-'^'^ have suggested
the possibility of problems relating to the use of the

ENDF/B thermal scattering law data. This data has not
been revised since it was produced in 1968 (ENDF/B

Version I)

.

The Haywood Kernel on which the ENDF/B
data is based has been observed^ to result in harder
neutron spectra than the Nelkin model incorporated in

various design codes. The effect of such differences
was considered to be small in uranium systems but may
be significant for systems containing significant
amounts of plutonium.

Discussion

There exists a considerable incentive for the
utilization of the ENDF/B Version V library in LWRnop
analysis. The small decrease m the " U resonance
capture cross section, the higher v values and the

harder fission spectra included in this version
result in closer agreement between preliminary
calculations and uranium fueled benchmark experiments.
Discrepancies in plutonium systems however must be
resolved in order for the library to be adequate for

fuel cycle calculations.
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[Nuclear data - Fast breeders]

Introduct ion

It may appear rather surprising that
there are still nuclear data needs to be ex-
pressed for the fast breeders, since several
evaluated data files have been completed and
several specific data sets have been adjusted
these last years, which should provide all
the necessary information for the neutronic
calculations

.

In spite of this situation, several
reasons remain for asking to the nuclear and
reactor physicists to improve and enlarge the
nuclear data for fast breeders :

1) a benchmark exercice has been re-
cently performed [1] on a typical power reac-
tor : some major design parameters, such as
critical mass, radial power distribution,
control rod an t i r eac t i v i t y , were calculated
with various cross section sets.

mainly the fuel investment through the core
critical ma s s

.

For the power plants which are now in
operation , such as PHENIX or PFR, and for
the designed commercial reactors, the re-
quests include now :

. the operation related problems (burn-
up, corrosion, contamination, hand-
ling storage) ;

. the fuel cycle related problems (Plu-
tonium production, reprocessing and
refabrication)

.

4) For the future, new concepts are
studied in order to improve the fast bree-
der characteristics* with respect to the clas-
sical two core zone concept.

To be significant such optimization
studies imply that the calculated parameters
are affected with low uncertainties.

The dispers ion b e t we en the c a 1 cu 1 a ted
r e s u 1 ts was in mo

s

t c a s e s s ign i f i c ant ly h igher
than the target ac curac ies for the de s i gn pa-
r ame t e r s

.

Taking into account that the calcula-
tional method was the same with all the nu-
clear data sets, this means that these data
have still to be analyzed and improved.

2) For the commercial size power plants
(1200 to" 1500 MWe) which are presently de-
signed in several countries, it is necessary
to reduce the investment costs with respect
to the prototype situation in order to reach
the industrial level. In this context, it is

clear that the reduction of the uncertainties
applied to the neutronic parameters can con-
tribute directly and significantly to the
cost r.e ductions .

2) For the first fast breeders which
have been built, either experimental reactors
or power plans, the first requests for an im-
provement of the nuclear data concerned

Most of the requests concerning the
nuclear data expressed by different labora-
tories are included in the world request list
for Nuclear Data (WRENDA)

.

The requirements which are deduced
from the target accuracies on design opera-
tion or safety related parameters depend
upon the target accuracies choosen : there-
fore they maj- change according to each labo-
ratory .

Nevertheless

,

specialist meetings
materials [2], fissi
t r an s ac t in i um isotop
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is this paper which
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In the following sections, the main
design neutronic problems which originate the
nuclear data requirements are recalled, the
procedure generally used to deduce the maxi-
mum admittable uncertainties on the nuclear
data from the target accuracies on the design
parameters is briefly described and the main
nuclear data needs for fast breeders are sura-

mar i zed.

Nuclear data need motivations

On these figures, the following com-
ments can be made :

. The global uncertainty on the criti-
cal mass can be taken into account by defi-
ning enrichments which will be higher for the
start-up core than for the nominal one.

Such a strategy has been choosen for
SUPER-PHENIX 1 with the following consequence
on the neutronic characteristics [5] :

Target accuracies for the prediction of fast
breeder characteristics

In the design of a power reactor, the
uncertainties which are applied to the cal-
culated neutronic parameters are due in par-
ticular to :

. the uncertainties on the basic nu-
clear data ;

. the approximations included in the
calculat ional methods.

These unc
account in the r

security margins
costs. A typical
is given by the
where the global
core critical ma
crease the corre
4% to guarantee
operation condit

ertainties are taken into
eactor design by the use of
leading to supplementary
example of such a situation

SUPER-PHENIX 1 power plant,
uncertainty on the start-up

ss : ± 1% AK/K leads to in-
sponding fuel enrichments by
the fulfilment of all the
ions [5 ] .

The following table provides a compa-
rison between the present uncertainties on
the main neutronic parameters and the target
accuracies which are expected for the next
commercial fast power plants (all the uncer-
tainties quoted correspond to 2 S.D.) :

DESIGN
PARAMETERS

PRESENT
ACCURACY

TARGET
ACCURACY

Reactivity for
a fresh core

± 0.5 % M
K

± 0.3 % ^

Critical ma s s + 12 7 — + 1 7 M

Reac tivity loss
per cycle

. 0., zf ± 0.5 % ^
Global breeding
gain

± 0.04 ± 0.03

Doppler effect 20 % ±15 %

Sod ium void
effect ±40 % ±20 %

Control rod
antireactivity ±20 % ±10 %

q / qmax
±4 % ±3 %

3ef f ±10 % ±6 %

TCF ±5 % ±3 %

Displacements
per atom (1).f.A.^

±10 % ±5 %

Decay heat ±10 % ±5 %

NOMINAL
CORE

START-UP
CORE

Volumic
enr i chmen t s ( %

)

13.79
17.60

14.43
18.17

Total Pu mass (Kg) 5560 5780

Cyc 1 e 1 ength
( days

)

320 320

Rectivity loss per
cycle (%) AK/K

1 .68 2.07

Breeding gain 0 .25 0.2!

Linear power (Max.)

W/ cm
455 457

One sees thaht higher enrichments lead
to a supplementary fuel investment (220 Kg of
Plutonium) and to a higher reactivity loss
per cycle which must be taken into account
for the first cycle operation.

. The uncertainty on the reactivity
of the fresh core is mainly due to the uncer-
tainties on the nuclear data of the main fis-
sile isotopes and of the structural materials
and to a less extent to the design calcula-
t iona 1 me t hod

.

c an be r e du
a r d a t a , and
e ved wi th in

per imen t s [ 6 ] .

. The reactivity loss per cycle uncer-
tainty is related to the uncertainties on the
Fission Product capture c r o s s - s ec t ions and to
the heavy atom balance associated to the burn
up. It must be noted that the reactivity loss
per cycle determines the operational control
requirements, so that the core is critical at
the end of cycle

.

In a SUPER-PHENIX type reactor, the
reactivity loss due to the Fission Product
amounts to 75% of the total reactivity loss
per cycle. The present uncertainty on the
fission product bulk reactivity i s ± 15%
and the target accuracy is = + 1 0% .(2S.D. , [32] .

. The uncertainty on the global
breeding gain is not independant of the uncer
tainty on the critical mass [7] : ± 1% AK/K
correspond to ± 0.03 for the breeding gain.
This uncertainty contributes directly to the
uncertainty on the doubling time of a fast
breeder

.



A typical figure for given operating
conditions of a fast breeder is : ± 0.04
on the breeding gain absolute value leads to

± 10 years on the doubling time (- 40 years).

. The Doppler effect is one of the sa-
fety related parameters which has to be
known mainly to predict the reactor kinetic
behaviour and the energy yield corresponding
to an accidental configuration^. The uncer-
tainty on this parameter is due to :

- the uncertainties on the shapes
of the fission and capture
c r o s s- s ec t i on s ;

- the uncertainties associated to

cal c ul a t iona 1 methods.

The present accuracy given is around
- ± 15% to ± 30% (see for example [8], [9])
and appears to be sufficient [9].

. The uncertainty applied to the So-
dium void effect -which is another safety
parameter) is mainly due to the present de-
sign calculational methods [10, 11]. The
target accuracy ± 20% should be reached
mainly by improving these methods, and to

a less extent by improving the Sodium scat-
tering cr o s s- s ec t ions [12].

There is no need for a better accuracy
than ± 20% since the other problems related
to a hypothetical accident description are
very roughly described by the calculations
(e.g. dynamic behaviour of the core, acci-
dent sequences).

. The uncertainty on the control rod
efficiency quoted here, takes into account :

- the uncertainties on the anti-
reactivity on each absorber rod.

These are related to the usual
design calculational methods
[13, 14], but also to a large
extent to the basic nuclear da-
ta as it appears from the dis-
crepancies observed for the
benchmark problem [1] ;

- the uncertainties on the pre-
diction of the interaction ef-
fects between the rods, which
are very important for the com-
mercial size breeders. Recent
studies [15] confirm that these
interactions effects are in

fact rather will predicted by
the usual design calculations.

. The uncertainty on the power form
factor qmax/^ ^ direct influence on the

total power output as far as this total
power is limitable by the temperature of the
hottest subassembly. In order to respect the

limits on this highest temperature, one can
be led to increase the core size. In the
axial direction, the power form factor is'Qsed

to predict the bowing of the core subassem-
blies.

. The 3eff value has to be known in

order to get significant reactivity measure-
ments by using the calibrated control rods :

such accurate measurements are necessary to

get information on the temperature and power
coefficients of a power reactor and on the

internal breeding gain [16].

. Both the TCF or D.P.A. values can
be used as criterion for limiting the resi-
dence time of the subassemblies.

The reduction of uncertainty margins
on the DPA value involves an improvement

of the damage c r o s s - s ec t ions of the structu-
ral ma t e r ia 1 s

.

. The determination of decay heat of
the whole core and of each core subassembly
is needed to define the emergency cooling
conditions and to design the appropriate sys
terns for fuel transfer out of the core and
for fuel transpor tration

.

The problems related to decay heat
will be analyzed at this conference [3 4].

Remarks on the procedures used to improve
the nuclear data

As said before the uncertainties on
the design neutronic parameters are mainly
due to the basic nuclear data and to the
design calculational methods.

While the design calculational methods
are checked and improved with integral expe-
riments of various types (clean experiments
or mock-up ones), the basic nuclear data can
be improved by two approachs :

- differential measurements and
evaluation ;

- specific integral measurements
on critical facilities or power
reactors .

s , the d i f f

ua t ions r ep
the cros s - s

. for all the isotopes which
easily available in a sufficient q

for experimental studies. Such cas
for :

- many isotopes of each
materials (for corrosi
contamination studies)

- most of the separate F

Products: of -600 ident
topes only 40 play an
part in the core physi
be available as sample

- most of the actinides,
presently (for reproce
r e f ab r i ca t i on , storage
studies ) [18].

are not
uan t i t y
e s occur

structural
on and

i s s ion
if ied iso-
impo r t an t

cs and can
s [17] ;

at least
s s ing

,

and

In such cases, the nuclear data can be
improved only by improving the microscopic
measurements, when they are possible^ or b^ the

evaluation technics.

For the major isotopes present in

fast breeder cores, the nuclear data requi-
rements can be met by using specific inte-
gral measurements [19 to 26]. The role of
such experiments has been extensively discus
sed in many papers, summarized in [27], and
will not be discussed in detail here. Only
some points will be underlined in the pre-
sent paper :
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1. In order to get significant infor-

mations on the nuclear data, simple integral

experiments must be performed, where the in-

tegral parameters are studied par ame t r i c al 1

y

VS the fuel enrichment or the diluant
volumetric percentage.

The media to be studied are determined
by sensitivity studies so that the informa-

tions obtained cover the complete energy ran-

ge of interest for fast breeders.

Moreover, one has to check that the

integral parameters measured provide signifi-

cant informations on the nuclear data under

study. Such a verification is necessary in

particular for the structural material stu-

dies where several measured parameters (koo,

reaction rate ratios) are not simply related
to the structural material nuclear data.

The configurations built in critical
facilities must be simple from the geometri-
cal point of view in order to minimize the

influence of the calculational methods on

the result analysis and to avoid any ambi-
guity when determining the sources of the

Calculation to Experiment deviations.

Typical examples of such speicific
programmes are tho se per formed at CEA ;

. R-Z programme

PLUTO programme

F . P . programm

for the clean core
neutron balance [19,
20] ;

: for the higher Plu-
tonium isotope study
[28] ;

for the F.P. capture
cr o s s- s e c t ion deter-
minat ion [17].

2. The parameters which are measured
correspond in many cases to the fundamental
mode situation and provide direct informa-
tions on the neutron balance. Typical inte-
gral parameters are :

. reaction rate ratios (± 1 to 2%) ;

. material buckling (± 1%) ;

. reactivity worth measurements (± 5

to 10%) ;

. spectrum measurements (± 5 to 10%) ;

. critical mass (± 0.2 % AK/K) .

Determination of the nuclear data requirements

In order to reduce the maximum admit-
table uncertainties on the nuclear data from
the target accuracies wanted for the design
parameters, sensitivity studies are widely
performed, using the USACHEV generalized per-
turbation theory.

ding
Such sensitivity studies aim at provi-

. the global accuracies which are de-
sirable for each cr o s s- s ec t i on s in

order to reach the design parameter
accuracies ;

. the sensitivity profile of a given
integral parameter P to a cross-
section variations : dP/p/do/o = f(E)j

which determines the cross-section
variation VS energy and contribute
directly to the definition of inte-
gral experiment study to the improve-
ment of the cross-section under study [29].

The following figures provide a? exam-
ples the sensitivity profiles of the internal
breeding ratio and Keff to the Iron section
for the two core zones of a 1200 MWe power
plant [T].
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One notes that the sensitivity profiles
as those given on the precedent figures pro-
vides the necessary complementary informar
tions :

. on the energy range of interest for
each core parameter (e.g. for Keff
or internal breeding ratio with res-
pect to capture and inelastic iron
cro s s- s ec t ions ) ;

. on the possible compensation effects
between different energy ranges (e.g.
for elastic cross-section of iron
and N i ) .

In order to identify the cross-sections
which play a major part in the uncertainties
applied to the design parameters, the follo-
wing table presents, for several isotopes,
the cr o s s - s ec t ion variations which lead to a

given change of two integral parameters :

. ± 0.05 % AK/K on the critical mass ;

. ± 0.02 % on the absolute value of the
internal breeding gain.

The calculations have been performed
successively for two media rather close to

the inner and outer core zones of SUPER-
PHENIX : the global variations indicated in

the following table correspond to an uniform
variation of the cross-section over the whole
energy range

.

10



Cross-
±0 .5% AK/K ±0.02 on the IBG

Sec t ion
Var iat ion

(%)

Pu
-14%

Pu
18%

Pu
14% 1 8%

Pu+U Pu+u Pu+U Pu+U

V (239Pu) 0 . 65 0 . 64 2 . 0 1 2

CTj (239Pu) 0 . 9 1 0 . 9 1 2 0 7 6

a (238 U)
^ c

2 . 2 2 . 9 4 . 3 5 1

V (238 U) 4 . 1 4 . 4 9 . 1 1 2

(238 U) 6 . 5 7 . 0 1 3 1 4

a (239Pu)
c

8 . 3 8 . 7 6 . 6 8 1

0 „ (0„)eR ^ 2' I 0 1 5 2 1 33

a , (238U) 1 0 I 3 z z
"3 /.j 4

0^^ (238 U) 1 2 7 . 8 Z 0 Z 1

0.^ (0.)
t r z

1 3 8 . 2 z y Z J

0^ (240Pu)
r

1 5 1 4 23 23

0^ (241Pu) 1 5 ! 6 1 1 0 1 1 9

a (Fe)
tr ^

^ 1 6 1 0 35 28

a . , (Fe)
ine 1

2 1 25 45 66

0 (Na)
tr ^

^ 24 1 5 53 42

a (240Pu)
c

29 30 46 50

C
3 1 5 2 69 143

V (235 U) 32 38 70 1 04

a (Fe) 33 42 77 1 1 8

^Ir (n^) 37 54 82 142

. One observes that the sensitivities
of the integral parameters such as Keff or

the Internal breeding gain to the cross-
section variations may depend to some extent
upon the spectrum of the medium under study.

On the other hand, the influence of a

given c r o s s- s ec t ion can be much more impor-
tant for one parameter than for another : a

typical example is the 239 Pu fission cross-
section for which a 0.9% variation leads to

0.5% AK/K variation whereas a 7.6% variation
is necessary to change the breeding gain by
0.02.

. It must kept in mind than in such
studies the cr o s s- s ec t ion variations which
lead to ± 0.5% AK/K or ± 0.02 on the I. B.C.
are considered separately.

With • - 0.5% AK/K target accuracy asso-
ciated to the uncertainties on all the cross-
sections lead to more stringent requests on
the maximum admittable uncertainties of each
cross-section.

Finally, the requests on the nuclear
data have to take into account : the complete
spectrum range of interest for fast breeders
and the request issued from the most severe
parameter s

.

Classification of the nucear data request
for core calculations

From the precedent table, it appears
clearly that three main kinds of requests can
be distinguisted according to their contri-
bution to the core parameter uncertainties :

1. requests on the main fissile isoto-
pes (235U - 238U - 239Pu) ;

2. requests on the structural material
isotopes ;

3. requests on the fission products
and higher Plutonium isotopes.

These successive priorities are typi-
cally reflected by the successive versions
of the CARNAVAL adjusted cross-section set
where the efforts to meet the design requi-
rements have concerned successively the
three items indicated here above.

The following table presents the pro-
gression between the successive versions II,

III et IV of the CARNAVAL, where the adjus-
ments are done in order to meet the target
accuracies on design parameters.

\arn.

isot\

II

Data be-
fore 68

After

Adjust

.

II

Before
Adjust

.

I

After
Adjust

.

IV

Before
Adjust

.

After
Adjust

.

235 U

238 U

239 Pu

EV A CII A CIII A

240 Pu
241 Pu

EV EV
New
EV

A CIII A

242 Pu EV EV CII A CIII A

241 Am
238 Pu

EV EV
New
EV EV

New
EV

A

Fe EV A CII A
New
EV

A

Cr

Ni
EV EV CII

EV
(CII)

New
EV

A

0 EV EV CII
EV

(CII)
New
EV

EV

Na EV EV CII
EV

(CII)
New
EV EV

PF EV EV CII
EV

(CII)
New
EV

A

A refers to adjusted data ;

EV refers to evaluated data.

Influence of the reactor concept on the
nuclear data requests :

Most of the nuclear data requests which
are related to neutronic core parameters such
as critical mass or internal breeding gain
correspond to the fast breeders presently in
operation or in construction (typically 250
MWe to 1200 MWe)

.
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For the future, new concepts such as the hete-
rogeneous core concept are under study. The
following tables provide a comparison of the
cr o s s- s ec t ion variations leading to ± 0.5%
AK/K change to a ± 0.02 charge of the Inter-
nal Breeding gain for some typical cross-
sections in three cases •

. core 'with low enrichment zones (9%/
I27») ;

. a classical 1200 MWe core (14%/18%);

. a heterogeneous core (fissile = 20%)

The calculations are performed in a

ID cylindreical geometry and concer,^ only the
core zones :

Fissile
zone

enrichment%

± 0.5 % f ± 0.02 on the Inter-
nal Breeding Gain

Cross-sec.
i^ariation %

>»

10/12 14/18 20 9/12 14/18 20

3^ 239 Pu 2.2 1.6 1.6 3.1 2.9 3.1

3 238 U
c

2.5 2. 1 2.9 2.2 2.9 3. 1

238 U 8.8 7.6 8.5 68 96

J 239Pu
c

12 7.6 8.5 1 1.5 10 10.6

3. ,238U)mel 12 1

1

13.2 43 50 88

'el(02>
13 12 15 / / /

3^ 2A0 Pu 19 17 17 / / /

3fg(Fe) / 21 23 / / /

3 240 Pu
c

/ / / 40 35 27

One observes that the sensitivity
coefficients of the critical mass and the
internal breeding gain do not depend very
tightly of the core enrichment. This indica-
tes that the present requests should not be
modified by the introduction of new core
concepts, at least for the main isotopes.

Nuclear data requests

The main nuclear data requests have
been recently reviewed by J. ROWLANDS <27]-it
the International Conference on Neutron Phy-
sics and Nuclear Data, held in HARWELL (Sep-
tember 1978). In most of the cases, the va-
lues quoted here under are close to the va-
lues given by J. ROWLANDS since no major rea-
son has appeared since last year to modify
the requests. To be consistent with the va-
lues given by J. ROWLANDS, all the figures
quoted correspond to 1 S.D., in the following
tab 1 e s .

Fissile isotopes

Typical target accuracies for the fis-
sile isotopes : 235U - 239Pu - 238U, given in
the following table are taken from [27] :

PARAMETER FISSILE
ISOTOPES

FERTILE
ISOTOPES

V

f
0.3 % 1 %

°f
2 % 2 %

a o r a
c

4 % 3 %

a , 0
t s

20 % 5 %

ine 1
1 0 % 5 %

1 , 2n
1 0 % 10 %

Resonance
Parameters 1 0 % 3 %

V for delayed
neutrons 3 % 5 %

The safety requirements may lead to
more specific requests :

. the target accuracy on the Doppler
effect requires an improvement of
the data on resonance parameters es-
pecially for 238 U [27] ;

. the target accuracy on the Sodium
void effect can lead to an improve-
ment of the 238 U capture cross-
sections [12].

Structural and coolant materials

. The structural materials -mainly Fe,
Cr, Ni- play an important part on the neu-
tron balance (3 to 5% AK/K), on the internal
breeding gain of the core , and their charac-
teristics influence directly upon the residence

time of the core subassemblies through the damage
effects on the claddings or on the wrappers.

As an example, the following table
gives the sensitivity percentage per energy
range to the structural material capture
c r o s s- s ec t ions for the Keff value [7].

One observes that the energy range of

interest for the capture effects lies bet-
ween - 0.5 KeV and =3 MeV :

ENERGY RANGE Fe Cr Ni Mo Mn

3 . 23MeV->-l 4 . 5MeV 9 2 4 1 1 4

3 . 36KeV^3 . 23MeV 69 76 55 70 38

0 . 45KeV^3 . 36MeV 2 1 2 1 3 25 34

23 eV->450 eV 1 I 1 4 24

Moreover the structural material neu-
tronic characteristics play also a major
part in the propagation studies (e.g. blan-
ket, shielding) : the corresponding requests
have been reviewed by J. BUTLER at the
HARWELL Conference [30].

12



. The requests which concern all the
cr o s s- s ec t ions of each isotope (Fe, Cr, Ni)
may change very significantly according to the
data concerned : microscopic data, or final
adjusted data. As an example the following
table provides a comparison between typical
requests for microscopic data (measured or
evaluated) and target accuracies which are
aimed at for adjusted data [7]. Such accu-
racies involve the use of integral experi-
ments whenever it is possible. Improved data
on the resonance structure of the cross-
sections are also required for the treatment
of the resonance shielding and Doppler ef-
fects.

TYPICAL REQUEST TARGET ACCURACY
ISOTOPE FOR MICROSCOPIC FOR ADJUSTED

DATA DATA

a
c

+
1 0 % + 3 %

ine 1
+ 5 % + 3 %

Fe
''(n, p)

+ 30 % + 1 5 %

(n, a)
+ 30 % + 1 5 %

•'tot
/ + 2 %

a
c

+ 20 Z + 6 %

0 . ,me 1
/ + 8 %

Cr °(n,p)
+ 30 % + 1 5 %

°(n,a)
+ 30 1 + 1 5 %

"tot / + 3 %

0
c

+ 1 5 Z + 5 Z

inel
+ 5 % + 8 %

Ni °(n,p)
+ 30 % + 1 5 %

(n.cx)
+ 30 % + 1 5 %

°tot / + 3 %

The uncertainty applied to the central
component may reach - 20% [12], and is main-
ly due to the Sodium scattering cross-sections
(elastic and inelastic).

The Sodium total c r o s s -s e c t i on being
well known (== ± 3%), the problem would be to
get a better discrimination between the elas-
tic and inelastic scattering so that each
type of cross-section is knownwith a 10 - 15%
accuracy for E > 1 MeV.

To a less extent an improvement of the
Sodium capture cross-section seems desirable
[12] in order to reduce the uncertainty ap-
plied to the central component.

Activations Nuclear Data

These data needs are related to the
design calculations performed in order to
determine :

. the contamination of various compo-
nents of the reactor such as the
primary circuit, the pumps and the
heat exchangers ;

. the activation of subassemblies which
will be handled , transported , and
stored.

It must be noted that in some cases
significant informations can be obtained
either from integral measurements performed
on critical facilities [31] or eventually
from power reactors.

The required accuracies are not very
high due to the fact that in many cases the
c a 1 cul a t iona 1 methodslead by themselves to
rather high uncertainties.

The following table presents the major
reactions involved in the activation calcu-
lations :

For the future power plants, new
steel compositions are being investigated,
which lead to complementary requirements
for Mn , Mo, Ti isotopes. The capture cross-
sections of these isotopes should be known
with a target accuracy of ± 5% (1 S.D. fpr
final adjusted data) [ 7 ].

Sod ium

The Sodium used as a coolant in fast
breeders does not have a significant contri-
bution to the core neutronic parameters such
as the critical mass on the breeding gain,
but from the safety point of view, the Sodium
nuclear data play a major part in the deter-
mination of the Sodium voiding reactivity ef-
fect, which is related to an hypothetic ac-
cidental boiling of the coolant.

The Sodium voiding reactivity effect
is the sum of two main component contribu-
t ions :

. a "central component" which depends
upon the neutronic properties, of the
core ;

. a leakage component which depends
mainly on the geometry of the voided zone.

TYPICAL ACTIVATION
REACTIONS

54 Fe

58 Ni

59 Co

58 Fe

50 Cr

54 Fe

58 Co

62 Ni

58 Ni

54 Fe

22 Na

40 Ar

(n,p)

(n,p)

(n,Y)

(n,Y)

(n,Y)

(n,a)

(n,Y)

(n,Y)

(n,Y)

(n,Y)

(n,Y)

(n,Y)

5 4 Mn

58 Co

60 Co

59 Fe

5 1 Cr

5 1 Cr

59 Co

63 Ni

59 Ni

55 Fe

23 Na

4 1 Ar

REQUIRED ACCURACY

10 - 15

10 - 15

10

10

10 - 15

1 0

10

I 0

1 0

1 0

± 15 %

+ 15%

15 %

15 %

1 5

1 5

1 5

15 Z

1 5 %
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Absorber Materials

The absorber materials used for fast
breeders in operation or in design, are main-
ly natural and Enriched B4C (typical B,10
enrichments are for example 47% for the first
PHENIX rods, 90% for the designed SUPER-
PHENIX rods) . To a less extent Tantalum and
Europium oxide are also considered.

The typical requirements on the nu-
clear data for the absorber mater ials have
been given by J. ROWLANDS [27] :

. € t 57„ for the capture c r o s s - s e c t ions

. 1 0 % for the scattering cross-
sections.

. The recent results obtained on the
benchmark exercice[l] seem to indicate that
the complementary improvements are needed to
reach these target accuracies.

Resonance shielding effect are impor-
tant for Tantalum and Europium, and require
an improvement of the resonance structure,
as previously indicated [27]. Data are also
required in order to predict the Helium pro-
duction in the B4C absorber rod and the
gamma-heating effects which have to be taken
into account in the rod design.

Fission Product Nuclear Data Needs

The fission product build-up resul-
ting from the fuel irradiation contributes
directly to the reactivity loss per cycle
(75% for a 1200 MWe power plant), influes
on the Plutonium build-up during the cycle
and contributes highly" to the residual
power after a stop of the power plant ope-
ration.

The fission product nuclear data
needs have been reviewed at the HARWELL
Conference [27, 32] and only the main con-
clusions will be summarized here.

The target accuracy on the bulk reac-
tivity effects is : ± 5% to ± 10%.

This leads to the following typical
requirements on the Fission Products, which
contribute mostly to the global capture ef-
fect (a partial list of these isotopes is

given in the table hereunder :

. capture c r o s s - s e c t i on s : ±5% to ±10%
(± 25% is sufficient for the isoto-
pes which rl o not contribute signi-
ficantly to the total capture) ;

. scattering c r o s s- s ec t i ons : ±15% to
±30% ;

. fission yields : ±3% to ±5% ;

. decay periods : ±2% ;

The fulfiment of the two last items
do not seem to give rise to major problems
[17, 33] .

For achieving the target accuracy on
the capture c r o s s- s ec t ions of the main Fis-
sion Products, the integral measurements on
critical facilities or in power reactors
-when rhey are possible- play a major role.

This appears clearly in the following
table, where one compares the target accura-
cies and the values obtained for data adjus-
ted with integral experiments performed ei-
ther on critical facilities or in power reac-
tors (PHENIX) :

ISOTOPE
TARGET

ACCURACY %

PRESENT ACHIE-
VED ACCURACY %

105 Pd + 5 + 4 . 6

1 0 1 Ru + 5 + 4 . 5

103 Rh + 5 /

99 Tc + 5 + 5

107 Pd + 5 + 7

149 Sm + 5 + 4 . 5

1 5 1 Sm + 5 +
1 0

147 Pm + 5 + 6

97 Mo + 5 + 5

145 Na + 5 + 5 . 5

133 Cs + 5 + 5

I 35 Cs + 5 /

109 Ag + 5 /

103 Ru + 5 /

143 Nd + 5 + 6

104 Ru + 5 + 6

The fission product nuclear data requi-
red for decay heat problems will be examined
in another paper at this conference [34].

Higher Plutonium Isotopes and Major Actinides
(241 Am - 238 Pu)

There are important amounts of higher
Plutonium isotopes and of major actinides
(24] Am, 238 Pu) in the fast breeder fuels.
The following table gives typical composi-
tions fT)r gaz-graphite and PWR Plutonium [5]:

ISOTOPE GAZ-GRAPHITE P.W.R.

238 Pu 0 1 . 7

239 Pu 76.7 56 . 6

240 Pu 20 . 1 23.6

24 ! Pu 2.4 10.9

242 Pu 0 . 4 5 . 6

24 1 Am 0 . 4 1 . 6

The higher Plutonium isotopes and
241 Am have significant effects on the core
neutronic characteristics : fresh core reac-
tivity, reactivity loss per cycle and inter-
nal breeding gain.

Moreover the 241 Am build up during the
fuel storage has a quite important effect on
the reactivity of this fuel :
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STORAGE
TIME YEARS

REACTIVITY LOSS
OF A P.W.R. Pu

AK/K

1 0.62 %

3 -1.8 %

The target accuracies which are given
hereunder are typically determined by the
following criteria :

. the uncertainty on the core cri-
tical mass due to these isotopes
must no exceed ± 0.2% AK/K ;

. the maximum uncertainty on the in-
ternal breeding gain due to these
isotopes should not exceed ± 0.01
(absolute value) :

240Pu 241Pu 242Pu 241Am 238Pu

±3% ±2% ±5 to 10% + 3% ±4

0
c

±3% ±5% / ±5% +

For these isotopes as for the Fission
Products the internal measurement performed
either on critical facilities or in power
reactor permit to meet these requirements
[28].

Cone lus ion

1. In spite of the various data li-
braries, evaluated or adjusted which are
available for the fast breeder designs, there
are still strong motivations for nuclear da-
ta requirements.

These requiremetns are related to :

. the necessity of understanding and
reducing the discrepancies between the va-
rious data files. In this respect, the dis-
crepancies which can be observed between eva-
luated and adjusted data files require a bet-
ter understanding of the discrepancies bet-
ween the microscopic and integral measure-
ments ;

. the need of reaching the target ac-
curacies for the design parameters by limi-
tating the contribution of the uncertainties
on the nuclear data. This particular aspect,
related to the fact that fast breeders reach
the industrial level, is a strong incentive
for improving the nuclear data ;

. the introduction of new concepts
for commercial size breeders which aim at
improving the characteristics of the future
commercial power plants. The associated op-
timization neutronic studies require reduced
uncertainties on the design parameters and
consequently reduced uncertainties on nu-
clear data .

. structural materials ;

. fission products ;

. t r ans ac t in ium isotopes.

The corresponding requests are asso-
ciated to the necessity of predicting with
acceptable accuracy the design parameters
related to the power plant operation, the
fuel handling, storage, transportation, re-
processing and ref abr ication

.

3. The nuclear data need have been re-
cently precised by sensitivity studies per-
formed in various countries, which can pro-
vide a more refined description of the needs
VS energy

.

A better definition of the required
accuracies implies to take into account

the correlations which exist either between dif-
ferent cr o s s - s e c t i ons or for a given cross-
section between the various energy ranges.
Up to now, in most cases quite qimple assump-
tions have been made to take into account
these correlations. If this problem was not
a first priority one for the main fissile
isotopes due to the number of available ex-
perimental data, it becomes quite important
for the isotopes such as structural materials
or Fission Products for which only few ex-
perimental data exist.

4. The differential measurements and
evaluations are necessary for providing
the basic nuclear data for all isotopes and
for providing detailed informations on par-
ticular energy ranges (such for threshold
reactions or for resonance regions) : as far
as they are the only mean to get the nuclear
data of particular isotopes (e.g. Fission
Products or Actinides) an improvement of
these data requires an improvement of the microscopic
data or of the evaluation tecliniques.

Specific integral
sential to achieve the r

on some major nuclear da
the target accuracies on
ters. Moreover the integ
provide mean values V.S.
case may be sufficient (

sections) . In this respe
have been obtained from
such as PHENIX represent
larly valuable informati

experiments are es-
equested accuracies
ta in order to get
the design parame-

ral measurements can
energy which in some

e.g. activation cross-
ct, the results which
the power reactors
clearly a particu-

on .
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2. Since the design and the start-up
of the prototype fast power reactor such as
P.F.R. (U.K.), PHENIX (FRANCE), or BN 350
(U.S.S.R.), the need for carefully improved
nuclear data has extended from the main fis-
sile isotopes to other isotopes, mainly :
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NUCLEAR DATA NEEDS FOR THE ANALYSIS OF GENERATION AND

BURN-UP OF ACTINIDE ISOTOPES IN NUCLEAR REACTORS

H. Kiisters

Nuclear Research Center Karlsruhe, Institute of Neutron Physics and Reactor Technology

Postfach 3640, D-7500 Karlsruhe 1, Federal Republic of Germany

[Actinide generation chain, actinides cross sections, L.W. reactors, fast reactors, fast critical experiments]

Introduction

A reliable prediction of the in-pile and out-of-
pile characteristics of nuclear fuel is one of the

objectives of presentday reactor physics investiga-
tions. From the nuclear data point of view, the cross-
sections of the dominating actinide isotopes as 235u,
238u^ and 239pu^ have been investigated over the energy
range of interest for more than two decades. Especially
the fast reactor development was accompanied by cross-
section measurements in many laboratories. Even today
the nuclear data do not match the accuracy requirements
of fast reactor designers, so that many laboratories
still adjust their data files to a large variety of
integral experiments. In 1975 a first international
specialists' meeting' showed large discrepancies in

nuclear data and corresponding group constants for
nearly all of the secondary actinide isotopes (all

other actinide nuclides except the main isotopes of D

and Pu). Though the accuracy requirements for these
secondary isotopes are not as stringent as those for
the main nuclides, improvements were clearly necessary.
The usual tests of nuclear data in critical or sub-
critical zero power facilities is concentrated on the

start-up conditions of a power reactor. The change in

isotopic concentration of the fuel during burn-up,
especially the build-up of secondary actinides usually
is checked by post irradiation examination of spent
fuel. Unfortunately, the information from these
experiments is often regarded as commercial. A large
effort has been spent on nuclear data measurements and
evaluations especially for the cross-sections of the

secondary actinide isotopes in the seventies. At many
conferences the status and the needs for further im-

provement have been described. In May 1978, on a

symposium on nuclear data problems in thermal reactor
application^, an already satisfactory accuracy of most
of the cross-sections, important for in-pile and out-
of-pile investigations in thermal reactors, has been
reported. At Harwell in September 1978, a broad review
of the nuclear data status for reactor applications
has been given. For instance, in Ref. 3 the nuclear
data needs for the analysis of the out-of-pile stages
of various nuclear fuel cycles have been discussed.
From that discussion it transpired that further im-
provement of nuclear data with respect to their status
in 1978 was very unlikely to reduce any of the

technical difficulties in fuel handling. Proper up-
dating of the data, used in the various laboratories,
has been required. At Brookhaven in November 1978^, at

Cadarache in May 1979^ the status of the cross-sections
of the secondary actinides has been summarized. Addi-
tional information can be obtained from the Interna-
tional Conference on fast reactor physics in Aix-en-
Provence in September 1979^. Admittedly, only little
new information can be reported in this paper. It will
concentrate on the check of actinide nuclear data with
special emphasis on the secondary actinide isotopes in

LWRs and FBRs. Further needs for nuclear data improve-
ments will be deduced from these tests.

Main production paths of important
secondary actinides in LWRs and LMFBRs

In the generation chain of the actinides the paths
of the main nuclides are well known. In order to deter-
mine the importance of nuclear data improvements of

secondary actinides, the main production paths of

^^^Np, ^^®Pu, ^^'^Am and ^*^Cm in PWRs and LMFBRs are
listed in Table V.

Table I. Main Production Paths for Important
Secondary Actinides. [%}

ISOTOPE Formation
PWR

"12000 MWd/t

LMFBR
85000 MWd/t

LWR-Pu 1 EQUIL.

Np

(n,Y) from

236„
80 14 10

(n,2n) from

238jj
20 86 ' 90

(n,Y) from
237

Np
91 15 '29

Pu

(a) from

um

-v 9

-—T

73 1 56

(n,2n) from
239_

Pu

< 0.1 12 1 15

243.
Am

(n,Y) from
24 3_

Pu
(including
241„ 241.

Pu -»• Am

-* ^Am

242„* Pu

99.4 95.4 1 97.3

(n,Y) from
242m,

Am
0.6 4.6 1 2.7

244^
Cm

(n,Y) from

243,
Am

99.6 99.6 1 99.8

(n,Y) from
0.4 0.4 . 0.2

Np is important because via neutron absorption

238Np is generated which decays in about 2 days to

238pu with its strong a-decay. This isotope causes

special difficulties in reprocessing of spent fuel by

radiolysis, and also in refabrication of reprocessed

fuel. 243Am is the main nuclide generating 244^01 by

neutron capture, which decays in about 10 hours to

244Cm. 244cni is, like 242cm a very strong o- and
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neutron emitter*

As can be seen from Table I, the main difference
between thermal and fast system is that (n,2n) pro-
cesses, especially on 238u^ play a more important role
in fast than in thermal systems. As a result the pro-
duction path of 237Np and therefore the production
path of 238pu are changed. Also it has to be recog-
nized that there are great differences between a fast
reactor fuelled by LWR-plutonium and one operating in
its equilibrium cycle.

As can be deduced from Table I, neutron capture
in ^^^Am and in ^^^Cm are relatively unimportant.
Besides the neutron reaction data of the higher pluto-
nium isotopes also those of 24

1 Am are important,
because this isotope contributes to the reactivity
balance in a fdst reactor. Clearly, the branching
ratio leading to the ground and isomeric states of
242Ain have to be known sufficiently well (the accuracy
requirements can be looked up e.g. in Ref. 1). Further-
more, neutron capture in 236u, 237Np and 243Am are
rather essential in leading to nuclides which are of
great concern in out-of-pile fuel cycle analyses.
Along with this statement goes the importance of the

fission cross-sections of these isotopes. Additionally,
(n,2n) processes on 238u and 239pu are of concern. The
requirement for accurate data for these processes is

well covered by the requirements of fast reactor
physics.

In the following sections we examine the accuracy
of present data and methods against results obtained
from post-irradiation experiments in power reactors
and partly with results obtained in zero-power
facilities.

Test of actinide nuclear data
for LWR fuel cycle analysis

A thorough comparison of theoretical predictions
with experimental results for the isotopic composition
of spent fuel is very complex. The complete power-
history of an operating plant has to be known. In
particular the local variations of reaction rates in
time around the irradiation position have to be con-
sidered very carefully. This is especially important
if the isotopic compositions of higher actinides,
which are rather sensitive to the neutron flux level

and its variation, have to be determined. This is due
to the competition between neutron reactions and

decay. In order to have some conclusive results with
respect to nuclear data uncertainties, some of the
calculational complexities are removed by prescribing
the experimental power density or flux density at the
irradiation position as a function of time. If at
least the dominating effective fission cross-section
(i.e. of 235u) is correct, from the local power
density the local flux can be deduced sufficiently
accurate. Often either ratios of nuclide concentra-
tions or other relative figures (e.g. isotopic abun-
dances), which are usually given by chemical experi-
ments, are investigated, by which calculational un-
certainties are somewhat decreased. In Table II some
results from post-irradiation analyses of BWR- and
PWR-fuel ate given. 8»9 The figures give the deviations
between theory and experiment in percent. Some of the
nuclide concentrations are measured against bum-up
(B) , others are measured against depletion of 235u
(d5) , the last line gives the isotopic ratios against
uranium (U). GARIGLIANO and GUNDREMMINGEN are BWRs of
150 MWe and 237 MWe, respectively. TRINO and
OBRIGHEIM are PWRs of 250 MWe and 283 MWe, respective-
ly. This comparison shows differences between theory
and experiment of several percent, if empirical
information is used. In the last line only the burn-up
has been modified arbitrarily by 1 %, no adjustment of

group constants was done. Even if empirical informa-
tion is used in theory, the agreement between "theory"
and experiment is sometimes not satisfactory. This
can be seen in the figures for the German BWR plant
GUNDREMMINGEN. The bum-up "adjustment" for TRINO
gives large differences for the higher Pu and trans-
plutonium isotopes.

Deviations sometimes are reduced by adjusting
the group constants to the experiments. Darrouzet et
al^ 1978 compared theoretical results with unadjusted
and adjusted nuclear data for isotopic ratios in the
Ardennes PWR power plant with chemical mass determina-
tions, shown in Table III. In adjusting the group
constant data to experiments, the differences can be
reduced to a few percent.

Often irradiation experiments are interpreted by
use of the Oak Ridge code ORIGEN'O, which is a funda-
mental mode burn-up and irradiation program and in its
original version it uses time independent one group

Table II. Burn-up Analysis of LWR - Spent Fuel

Reactor
238_

Pu
240_

Pu
24 1„Pu

24 2„
Pu Am

242,
Am

243,Am 2^2c, 2^^Cm

GARIGLIANO*^ D^:0.5 D^:0.8 D^:l.6

GUNDREMMINGEN*^ B:3.0 B:4.6 D^:9.4 B:3.0 B:6.9

OBRIGHEIM*^ B:2.3 D^:I.O D^:I.O D^:7.0 0^:1.3 D^:2.8

TRINO*^ B:3.1 B: 1.2 B:2.2 B:6.2

TRINO*^ U:l.8 U: 1.0 U:7.0 U:21.0 U:24.0 U:28.0 U:8.0 U: 1 .0

8
Theoretical prediction by using empirical information from measurements on many samples.)••.. 9Theoretical prediction with adjustment due to changing the bum-up by 1 %.
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Table III. Comparison of Theoretical and
Experimental Isotope Ratios for
Ardennes-PWR Power Plant

Isotope Ratio
Pre—Adj ustmen

t

^ [z]

Post-Adjustment

C

232y
/

238„ * 6 + 7

236^
/
238„ + 7 +0.4

"^Np / -10 - 4

"«P« / "5p« + 16 - 3

242„ , 239„
Pu / Pu -10 - 5

242- , 239_
Cm / Pu + 12 + 4

244^ , 23 9„
Cm / Pu +53 - 3

cross-sections. Part of these data were adjusted.
Because this code is widely used all over the world,
it is of interest to check its ability with more re-
fined methods and with experiment. Part of the infor-
mation on the revised version of ORIGEN, called
ORIGEN-2 has been reported in 1978". ORIGEN-2 uses
time dependent group constants and has been checked
with a special option of the CITATION diffusion code.
Parallel to ORIGEN-2 at Karlsruhe we have developed a
similar code, named KORIGEN' 2. Many of the nuclear
data have been adopted from the ORIGEN-2 version,
while some are based on the KEDAK nuclear data file.

In order to improve the calculational basis for
out-of-pile investigations (i.e. considering more than
1000 nuclides consistently also during reactor life) a

code-system, named HAMKOR, has been established .

With this system the neutronics of LWR-cells can be
determined for any bum-up state and for any light-
water lattice. HAMKOR is based on an improved version
of HAMMER for the static calculations, and coupled to
the burn-up and irradiation program KORIGEN. Nuclear
data for the important isotopes are taken from the
latest available data on the KEDAK-file, status 1979.

Further sophistication and generalization of this
system are underway at Karlsruhe; this includes also
coupling of the burn-up routine to other cell codes
and to global whole-core neutronic codes as well as
the adoption of any more accurate nuclear data. Table
IV gives a comparison of various methods with experi-
ments. The experimental results, on which the figures
of Table IV are based, were taken from post-irradia-
tion analysis of the US-ROBINSON reactor'^.

The last column of Table IV shows the trend of
deviations of ORIGEN-2 results in comparison to more
refined calculations, which are not described in
detail ("literature values" in Ref. 11).

As can be seen, the ORIGEN and KORIGEN versions
show surprisingly good results up to ^^'Am, both in
comparison with each other and with experiment. The
original ORIGEN version gives such relatively good
agreement because of data adjustment. The good agree-
ment of ORIGEN-2, which is mainly based on ENDFB/IV,
may be fortuitious, as may be concluded from the last
column. The large deviations in nuclide concentrations
above ^^'Am can easily be traced back to insufficient
data in ENDFB/IV.

HAMKOR-results show large deviations from experi-

ment for 2^®Pu, ^^^Am, and ^^^Cm, Work is underway to

reduce the about 5 Z deviation of the 235u concentra-
tion from experiment by careful investigation of all
thermal power contributors, but the agreement princi-
pally is limited by the uncertainty in the burn-up
determination. All other relative concentrations (they

are given as ratio of the specific nuclide concentra-
tion to the concentration of the corresponding
element) are sufficiently well predicted (remember
that the power history has been prescribed). First of
all, the nuclides with larger deviations have very low
isotopic concentrations ("®Pu '>< 1.6 a/o, 242^0

0.3 a/o, 242cm a. 3.3 a/o). The statistical errors of

the relative mass determinations are about 1 Z for
238pu^ larger about 10 Z for 242Am and larger about
5 Z for 242oa (these figures were coimnunicated to the

author by L. Koch, Transuranium Institute Karlsruhe).
Now, various groups have undertaken an interlaboratory
comparison to check the experimental accuracy of post-
irradiation analysis. Preliminary results show an un-
satisfactory discrepancy (e.g. for the same sample a

factor of two in the 242cm content). Therefore, more
effort has to be spent to assess reliable uncertainty
margins. If possible, measurements, based on differ-
ent methods, have to be applied to reduce systematic
errors. The situation seems to be comparable to that

of differential cross-section measurements some years
ago, when the statistical error of a certain measure-

Table IV. Deviations (in percent) of Isotopic
Compositions [a/q] between Theory and
Experiment for the US-ROBINSON PWR at
discharge. (E_^

Trend of

NUCLIDE
HAMKOR
(1979)

KORIGEN
(1978)

ORIGEN-2
(1978)

ORIGEN
(1973)

deviations
for

ORIGEN-2
(PWR, BWR)

234„

235y +4.9

-7.

1

8.4

0.

10.4

7.

1

5.8

up to 30 Z

overpred.

236„ -2.9 -2.0 0. -1.4

238
u -0.03 -0.

1

-0.06 -0.03

238„
Pu

239„
Pu

20.0

0.05

5.

1

1.3

-3.8

-1.3

15.4

-1.7

up to 40 Z

underpred.

240„
Pu

Pu

-3.8 -1 .3 8.0 4.2
up to 15 Z

overpred.

5.5 -4.4 -8.7 -3.6 + 15 Z

242„
Pu -1.3 -11.6 -2.8 1.7 + 15 Z

Am

242m,
Am

-3.4 13.6 10.6 -5.7
up to 40 Z

underpred.

22.8 46.5 -31.4 factors

243,
Am 5.4 -23.1 -17.5 8.8 + 5 - 10 Z

242„
Cm -30.5 17.4 26.2 70.0

2^3cm -4.

1

27.3 74.4 88.4

2*^Cm -3.1 -5.3 -2.0 -7.6
up to 30 Z

underpred.
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ment was much smaller than the discrepancy to the re-
sults of another experimentalist. In case of ^^^Cm,
comparison of HAMKOR with other post-irradiation ex-
periments shows satisfactory agreement.

From Table IV we conclude that for most of the

isotopes of interest in LWR fuel cycle analysis the
nuclear data presently are accurate enough. The impor-
tant exceptions are for 238p,, 2A2cn, (vith respect
to HAMKOR analysis). Further investigation of these
discrepancies is required. The assessment of more
reliable uncertainty margins in post-irradiation ex-
periments is necessary. Additional comparisons of
theory with spent fuel experiments have to be per-
formed to get a more transparent view of the data
status. These are underway at Karlsruhe, especially
for German PWRs and for PWRs with recycled plutonium
fuel elements. Presently no further needs for nuclear
data measurements can be made.

It should be mentioned that the spent fuel analy-
sis is of great concern in nuclear safeguards investi-
gations. There it is a key issue to detect reliably
and early any diversion of fissile material in spent
fuel. The essential plutonitun content can e.g. be
determined by means of the so-called isotopic correla-
tion technique.'^ At the present time, more theoreti-
cal exploration of this method has to be undertaken.
For the experimental results, better and more reliable
accuracies have to be achieved, as already mentioned
earlier. Up to now the technique of isotopic correla-
tion can only be used as a supporting measure in safe-
guards analysis. In addition, there is no unique con-
cept of safeguarding nuclear material , so that a re-
quest for more accurate nuclear data in this field is

unlikely to be made now, see also Ref. 16.

Test of actinide nuclear data for
fast reactor fuel cycle analysis

It is well known that the nuclear data for fast
reactors are not of the same sufficiently good quality

Table V. Comparison of ORIGEN (DS) and FISPIN (UK)

One Group Cross-Sections for Fast Reactors

Isotope
ORIGEN
(1973)

Capture 1 Fission

FISPIN
(1973)

Capture ' Fission
1

Np 0.76

1

1
0.36 1.87 ' 0. 34

238_
Pu 0.22 ' 1.38 0.44

1

'* 15

Pu 0.5
1

0.51 1 1. 82

Pu 0.41
1

0.35 0.59 0. 38

Pu 0.43 1 2.49 0.59
1

^' 64

242„
Pu 0.34 ' 0.28 0.38 1 0. 30

24J.
Am 0.99

1

1

0.46 1.91 0. 40

242.
Am 0.4

1
1.83 0.

1

1
3- 33

243^
Am 0.55

1
0.27 1.7 ' 0. 19

0.38 1 0.42 0.5
1 '

- 26

^^^Cm 0.4 ' 0.32

1

0.

1

' 3. 14

2^^m 0.37
1

0.41

1

0.48
1

0. 55

as for thermal r«actors. This is reflected in Table V,
where one group cross-sections for fast reactors are
compared. These data have been provided in 1976 to the

author by US and UK members of the NEACRP. A very wide
spread in capture and fission data is observed. The
data status is that of about J 973 and older.

The discrepancies in nuclear data also show as

large differencies in isotopic compositions, radiation
and heat production in spent fast reactor fuel. A
comparison of ORIGEN-type calculations with experi-
mental results on the fast test reactor RAPSODIE is

given in Table VI '7. The used data are a mixture of
nuclear data from various origins, some of them taken
from the 1975 Karlsruhe meeting on data for actinides'
and some of more recent comminications up to 1977.

Table VI. Comparison of Calculations (ORIGEN type)
with Experimental Results for RAPSODIE

H)

BURN-UP a/o

IbUlUrb
1. 126 4.035 1.089

234jj -4 -4 -9

235
-0. 1 -0.6 -0.1

236
u -10 -12 -20

238p -0.6 +0.3 -0.2

238_
Pu -99 +2 -99

239„
Pu + 1.5 +3 + 1.6

240_
Pu 0.09 -0.01 -0.2

Pu +2 +5.6 +2

242_
Pu -9 +5 -11

An +39 + 15 -44

242,
Am -96

243.
Am -68

-47 -47 -47

Even larger discrepancies can be observed for
238pu^ and the americium and curium isotopes as in

similar comparisons for thermal system (see Table IV).

To improve the situation, some experiments have
been performed in fast critical facilities. Table VII
comprises C/E ratios for fission rate ratios and

Ca/^f ' obtained in the ZEBRA and SNEAK assem-
blies, which were already reported in 197718. At the

Aix-en-Provence conference in 1979 additional results

were reported by Sanders et al for 24lAm and 243Aml9,

The nuclear data for 241^0 were based on UK-evalua-
tions by Lynn et al, and for 243^01 solely on nuclear

model calculations. The agreement is satisfactory.

At the Aix-en-Provence conference in 1979 the

successful in-pile measurements in PHENIX on a large

variety of samples have been reported by Giacommetti20.

The results are not yet available. After adjustment,

good agreement was found with experiment. From this
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analysis it can be concluded that in France and in

institutions, associated with the CEA, a fairly good

Table VII. Comparison of Theoretical and Experimental
Results in Fast Critical Experiments (C/E)

ZEBRA 1979

Isotope
a for Cm
Production

C/E Remarks

Am

243.
Am

1 .28+0.

1

1 .32+0.2

0.88+0.07

1 .20±0. 18

PFR
Spectrum

Am

243.
Am

1 .48+0.2

1 .99+0.2

0.84+0.06

0.87±0.09

CDFR
Spectrum

ISOTOPE I
ZEBRA 1975 SNEAK 1975

1/ /239„ .

o^/a^( Pu) 0^/0^ ("^Pu)
1

1+0 /a,( •'^Pu)
c r

238
u 1.04 ± 4 % 0.95 + 2.2 Z

1

0.98

Pu 1.003± 5 Z 0.94 + 1.5 Z 1 1.27

2A1„
Pu 1.05 + 3 1 1.05 ± 1.5 % 1.03

242_
Pu 1.23 + 5 Z

241
Am 1.26 ± 4 % 1.40 ± 2 Z 1 1.95

243.
Am 0.88 ± 4 %

244^
Cm 1.35 + 8 %

knowledge of the present accuracies of differential
nuclear data for actinides, applied to fast power
reactor experiments, exists.

In 1979, the author acted as focus within an
activity of the NEACRP to compare one group data for
actinides (fission and capture), as used in the

various laboratories. This type of benchmark compari-
son was based on the spectrum (for collapsing) of the
NEACRP-benchmark for a 1000 MWe fast reactor.^' The

results of the benchmark were reported many times,
e.g. by Lesage at the Gatlinburg Conference 1978.22

Tables VIII, IX and X show the one group con-
stants provided by France (FRA) , Germany (GER) , Japan,
UK and USA (ENDFB/IV and ENDFB/V). For completeness,
values from the USSR are included, which are not
strictly comparable, because they are not based on the
NEACRP benchmark, but rather on a more simple bench-
mark (often quoted as BAKER-benchmark) of a large fast
reactor; therefore due to spectrum differences the

one group constants may differ to those of the NEACRP
benchmark. In the tables A means: adjusted in

CARNAVAL IV, the French fast reactor group constant
set, M means a modification of data with respect to

the UK set FGL5.

At first sight and compared with Table V, con-
siderable improvements have been obtained in recent
years. There are no longer large discrepancies as

before for actinide nuclei important in in-pile and
out-of-pile fuel cycle investigations. However, the

differences in capture data for 232Th, 233pa,

233,234,, 237„ 238,240,241 ,242„ 242,243.
U, Np, * ' Pu, Am and

242,243,244

neglected.
Cm are not so small that they can be

First, one has to repeat the checks already
made in fast reactors, with the more recent data
available now. However, it is not justified to apply

the group constants, taken e.g. from Table VIII to

Table X, for smaller test facilities as RAPSODIE with
different neutron spectra, because most of the cross-

232 237
Table VIII. Comparison of One Group Constants for the NEACRP-LMFBR Benchmark: Th to Np

CAPTURE [b] FISSION [b]

COUNTRY FRA GER JAPAN UK USA
*;

USSR FRA GER JAPAN UK USA USSR*^

BASIS
CARN

IV

KEDAK JAERI FGL5 ENDF/B

IV ' V

CARN

IV

KEDAK JAERI FGL5 ENDF/B

IV ' V

232
0.59 0.43 0.43 0.41 0.0097 0.0094 0.0091

1
0.0096

233„
Pa 1.33 1.13 1.18 ' 1.18 0.22 0.64 0.062 ' 0.062

233
0.33 0.27 0.28 1 0.29 2.81 2.85 2.90 1 2.84

234y 0.35 0,61 0.63
1
0.66 0.68 0.3 0.29 0.29 ' 0.32 0.34

235jj
A

0.59 0.6 0.64 0.53 0.62 ' 0.62
A

1 .94 2.0 2. 10 1.98 2.02 1 2.0

236
u 0.51 0.59 0.60

1
0.61 0.62 0.092 0.088 0.089 1 0.099 0. 1

1

A
0.29 0.31 0.31 0.29 0.31 ' 0.31

A
0.040 0.041 0.045 0.043 0.040

1
0.040 0.041

1 .44 1.64 1.95 1.68 1 1.86 1.8 0.33 0.32 0.31 0.31 ' 0.32

1

0.32

not strictly comparable, see text.
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Table IX. Comparison of One Group Constants for the NEACRP-LMFBR Benchmark: Pu to Pu

CAPTURE [b] FISSION [b]

COUNTRY FRA GER JAPAN UK USA USSR*) FRA GER JAPAN UK USA USSR*)

BASIS
CARN

IV

KEDAK JAERI FGL5 ENDF/B

TV VXV V

CARN

x V

KEDAK JAERI FGL5 ENDF/B

IV V

238_
Pu

A
0.54 0.68 0.91 0.45 0.48

1
0.80 0.90

A
0.84 1 .03 1.12 1. 13 1.15

1
1.14 1.16

Pu
A

0.57 0.57 0.61 0.55 0.56 ' 0.57
A

1.81 1.87 1.88 1.83 1.84 1.86

260 A
0.55 0.57 0.62 0.63 0.58 1 0.61

A
0.33 0.36 0.37 0.35 0.36 ' 0.36

Pu
A

0.5 0.5 0.55 0.62 0.51
1

0.50
A

2.53 2.54 2.61 2,69 2.61 1 2.63

242„
Pu 0.63 0.5 0.41

M
0.39 0.39 ' 0.48 0.22 0.24 0.28 0.22 0.27

1
0.25

not strictly comparable, see text.

Table X. Comparison of One Group Constants for the NEACRP-LMFBR Benchmarks Am to Cm

CAPTURE [b] FISSION [b]

COUNTRY FRA GER JAPAN UK USA USSR*) FRA GER JAPAN UK USA USSR*)

BASIS
CARN.

IV

KEDAK JAERI FGL5 ENDF/B

IV
j

V

CARN

IV

KEDAK JAERI FGL5 ENDF/B

IV ' V

Am
A

2.02 1.93 1.69
M

2.01
1

1.37
[
1.89 1 .90 0.29 0.26 0.30 0.31 0.41 0.28 0.31

242.
Am 0.7 0.46 0. 11 - 1 0.097 0.42 3.7 3.86 3.33 - 1 3.61 3.2

243.
Am 1.6 1.53 1.63

M
1.73

1

0.86
J

1.20 1.8 0.2 0.2 0.23 0. 19 0. 17 . 0.22 0.20

0.59 0.51 - 1
- 0.46 2.05 1 .23 0. 16

2"cm 0.5 0. 18 0. 10 - jo. 27 0.39 3.39 2.46 2.89 -
. 2.77 2.5

244^
Cm 0.85 0.65 0.66

M
0.49 0.53 1 0.91

1

0.98 0.45 0.43 0.43 0.38 0.52 1 0.40 0.42

not strictly comparable, see text.

tracing back the observed differences between theo-
retical and experimental results to the basic nuclear
data is required first. Additional comparisons with
results from integral experiments in power reactors
will show the quality of the data.

Only after this exercise for thermal and fast
systems requests for new differential data measure-
ments may be formulated.
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For fast reactors, a careful evaluation by

2 3

sections are strongly energy dependent, as can be seen
from Table VII: the differences in group constants,
obtained with a PFR- and a CDFR spectrum, respectively,
are relatively large. Therefore, again coupling of
modem data libraries to whole-core diffusion and
bum-up codes (including the long-term decay phase for
out-of-pile investigations), is necessary. This has
been done already in Karlsmhe23, the application of
this system is underway now.

Conclusion

For thermal reactors, the present accuracy of
nuclear data for the analysis of fuel cycle aspects,
probably is sufficient. Further checks to integral
experiments, especially on commercial power plants,
have to be performed to support this statement. Up-
dating of all data libraries including group constant
libraries to the 1979 or later status is required.
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FISSION PRODUCT DECAY HEAT FOR THERMAL REACTORS

J. K. Dickens
Oak Ridge National Laboratory
Oak Ridge, Tennessee 37830, USA

In the past five years there have been new experimental programs to measure decay heat (i.e., time dependent
beta- plus gamma-ray energy release rates from the decay of fission products) following thermal-neutron fission
of 2^^U, 2^^Pu, and ^'*-'Pu for times after fission between 1 and'^'10^ sec. Experimental results from the ORNL
program stress the very short times following fission, particularly in the first few hundred sec. Complementing
the experimental effort, computer codes have been developed for the computation of decay heat by summation of
calculated individual energies released by each one of the fission products. By suitably combining the results
of the summation calculations with the recent experimental results , a new Decay Heat Standard has been developed

for application to safety analysis of operations of light water reactors. The new standard indicates somewhat
smaller energy release rates than those being used at present, and the overall uncertainties assigned to the
new standard are much smaller than those being used at present.

(Decay heat, fission beta energy, fission gamma energy, 235n^ ^^"^Pu, ^'tlpu)

Impetus for Definitive Measurements of Decay Heat

Between 1971 and 1973 the U. S. Atomic Energy
Commission conducted a series of hearings on the
effectiveness of Emergency Core Cooling Systems (ECCS)

pertaining to the safety of light water nuclear power
reactors. The resxilts of these hearings were regula-
tions^ specifying acceptance criteria for the perform-
ance of the design ECCS of existing and proposed light
water power reactors. Included in these regulations
are specifications for several technical aspects of

the determinations of the effectiveness of a design
ECCS, including (Ref. 1, Appendix K) the specification
of the heat generation rates from radioactive decay
of fission products ("Decay Heat").

The purpose of these regulations is to ensure that
the ECCS of a nuclear power plant will be able to cool
the reactor in the event of one of the most serious
possible accidents considered credible by the Commis-
sion, namely the Loss of Coolant Accident (LOCA).
The regulations contain detailed specifications of
the necessary features of the models used to analyze
the LOCA and establish the adequacy of the design
ECCS. Conservative assumptions must be made in the
analysis of a LOCA, which specify the worst (i.e.

most damaging) circumstance for each of the separate
phenomena that can occur during a LOCA. A represen-
tation of part of an analysis of a typical "worst-case"
LOCA is given in Fig. 1, showing the expected
temperature of the cladding due to the indicated
heat source.^'

^

In this figure, the major phases of the LOCA are
schematically illustrated. An \inexpected pipe
rupture occurs in one of the cold legs at t = 0

,

and the blowdown phase is initiated, lasting about
10 sec. The cladding temperature rises, due partly
to the decay heat, and partly to the equalizing of
the temperature gradient within the fuel. The ECCS
then begins to refill the reactor and after a minute
or so the core is completely covered and the cladding
temperature reaches a peak. Some time later, four
to six minutes in the example in Fig. 1, the
cladding temperature decreases to a stable, low
value , and presumably the emergency has been brought
under control.

Of course, the actual scenario will depend very
much on the particular reactor design and character
of the LOCA that occurs. Indeed, the example in
Fig. 1 is very simplified, and the results of research
efforts to understand the various phenomena that
occur during the refill-reflood stages are not
considered in this report. The main point here is

ORNL- OWG 7

PRESSURIZED WATER REACTOR HYPOTHETICAL LOCA ANALYSIS

DECAY HEAT—— CLADDING TEMPERATURE

CLADDING RUPTURE

REFILL

BLOWDOWN REFLOOD

_L_L
10 30 60 100 200

TIME AFTER SHUTDOWN (sec)

0
1000

Fig. 1. Fuel element cladding temperature as a

function of shutdown time for a typical "worst-
case" LOCA. The time scale (abscissa) is

intended only to be schematic; maximum cladding
temperatures may occur earlier or later than
shown depending upon assumptions made.

to suggest that the critical time period is of the
order of minutes when the cladding temperature reaches
the maximum allowed by the regulations, and that one
should expect to bring the emergency under control
within 15 min or so. Consequently, most of the
research into the individual parts of a LOCA have
concentrated on this time interval.

The existing regulations (Ref. 1, Appendix K)

specify that decay-heat generations rates used in the

design of the ECCS shall be assumed to be 1.2 times

the value for infinite operating time, as given in

the 1971 (revised in 1973) American Nuclear Draft
Standard"* "Decay Energy Release Rates Following
Shutdown of Uranium Fueled Thermal Reactors." The

factor 1.2 was selected to encompass uncertainties in

the values of decay heat given in that standard. The

decay-heat values and uncertainties given in that
standard are shown in Fig. 2. The upper limit of the

assigned uncertainty, popularly known as "A.N.S. + 20^,"

is used at present as the design decay-heat generation
rate for a given time after shutdown.

One concern with this choice for the specification
in the regulation was that the \incertainty bands shown
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Fig. 2. The A. U.S. standard for fission-product
decay heat due to thermal-neutron fission of

(Ref. k). The dashed curve labelled235r

"A.N.S. + 20%" indicates the decay-heat
generation rates specified in the regulations
(Ref. l) to he used in a LOCA analysis. The
data points have been derived from the ORKL
experimental data as described in the test.

in Fig. 2 were apparently chosen by inspection on the
basis that they encompassed all of the then available
data rather than a detailed evaluation and error
analysis of these data. This criticism prompted two

detailed evaluations of the available experimental
data using more rigorous mathematical techniques. In

the review by Scatena and Upham of General Electric
Corporation,^ all input data were equally weighted,
and the "best fit" curve for ^^^U was obtained by
means of a polynomial regression method. These
authors determined a set of recommended values for
decay-heat generation that were close to the solid
curve shown in Fig. 2, being larger for shutdown
times less than k sec and for times around a day.

The analysis yielded one-standard deviation (la)
uncertainties of 2-3% in the important time
interval (shutdown time < 2000 sec), and the authors
recommended that using their decay heat generation
rates plus twice their la uncertainties should be
preferred to the use of "A.N.S. + 20%." Had their
suggestion been adopted the specified decay-heat
generation rate would have been smaller than "A.N.S.
+ 20%" for shutdown times between 1 and 1000 sec,
and therefore the normal operating power of the
reactor woxald be greater than that allowed under
existing regulations.

At about the same time as the release of the Scatena,
Upham report, at ORNL Perry, Maienschein, and Vondy
completed their analysis^ of decay-heat data. These

authors evaluated the existing data, assigned weighting
factors, and obtained decay heat generation rates and
uncertainties by normal statistical procedures. The

decay-heat values they obtained were quite close to
the values given in the A.N.S. standard; however,
their la deviation for most of the shutdown period
of interest was 15%. Hence, using twice the la
uncertainties added to the nominal values for decay
heat would result in values larger than "A.N.S. + 20%."

The major concern about the results of both of
these studies was the fact that most of the experi-
mental data being analyzed had not been obtained
optimally for decay heat generation determination,
and so had to be manipulated into common bases. In
addition, all of the data and analyses were for
thermal-neutron fission of ^^^U; fissions from Pu in
the fuel were to be treated using the same decay-heat
generation rates given for ^^^U. Clearly, these were
questions that could be resolved experimentally, and
so four experimental programs were initiated in the
United States. All four of these programs have
completed their experimental goals , and the present
fstatus of the experimental programs is given in Table I

.

The ORNL Decay-Heat Experiments

At the beginning of the present research program it

was felt that the really important shutdown interval
for decay-heat measurements was between 1 and 2000
sec for the reasons given in the discussion of Fig. 1.

The upper time limit, 2000 sec, was deemed reasonable
for a second reason. By this time after shutdown the
decay heat is dominated by contributions from the
longer-lived fission products which have been exten-
sively studied and for which nuclear decay properties
are presumably well known. Contributions to the
decay heat for the first few minutes, however, come
from hundreds of short-lived fission products, which
are much more difficult to study radiochemically , and
so their nuclear decay properties are not as well
known. Therefore, we proposed-^ ^ an experiment
designed to emphasize the study of the contributions
to the decay heat by the short-lived fission products.

«.

The second aspect of the ORNL experimental plan
that was different from the other experiments was the

decision to measure differential yield spectra,
gamma rays and beta rays separately, rather than an

integrated total energy-release rate. The reason
for this choice was the anticipated need to challenge
the emerging new ability to calculate decay heat by
the summation method. In the United States at least
five new computer programs were in various stages
of development at the time of the beginning of this
program. A data base is required for these calcu-
lations which includes rates-of-production and
energies and branching ratios of the decay products
for all fission products created during the fission
process. Compilations of such data exist;^^ however,
especially for short-lived nuclides, the data are

incomplete and the compilations contain substantial
contributions from theoretical estimations. Even

with the modest energy resolution of the Nal
spectrometer that was used for the ORNL gamma ray
energy-release measurements it is anticipated that
the gamma-ray spectral data will provide substantial
assistance to evaluators of nuclear data files in

improving the data bases.

As indicated in Table I, the ORNL measurements

were made with the shortest irradiation times of
any of the measurements. These short irradiation

times enhance the contributions to the decay heat
by the short-lived nuclides by reducing build up
of the longer-lived nuclides during the irradiation.

In addition, the short irradiations effectively elim-

inate uncertainties associated with sample depletion.
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Table I. Decay Heat Measurements in the United States 19Ti+-19T9.

Laboratory Type of Experiment
Fuel Elements

Studied
Irradiation Times Reference

Los Alamos Cryogenic Calorimeter 235u, 239pu, 233u 20000 sec 7

Intelcom
Rad Tech

Nuclear"Calorimeter" 235u, 239pu 1000 sec, 20000 sec , 2k hr 8

University of

California
Standard Calorimeter 235u 1 hr, k hr, 22.35 hr 9

ORNL Separate Beta- and
Gamma-Ray Spectroscopy

235u, 1, 10, 100 sec 10

neutron capture by fission products, and the sensi-

tivity to variations in fission rate that might occur
over a long irradiation period.

In the course of developing a new standard to

replace that shown in Fig. 2, it was necessary to

obtain the decay-heat function f(t) defined as the

rate of energy release t seconds following an instan-
taneous pulse of fissions ,^ ' having units of

(MeV/sec)/fission. This function is easy to estimate
from the ORNL data. The differential energy spectra

are obtained from the experimental differential yield
spectra by multiplying N(E) by E, where E is either

Eg or Ey Then integrating these energy spectra gives

the total beta-ray or gamma-ray energy release data to

provide values of the total integral energy release
for experimental parameters of T^rrad' Twait ' and

Tgount' pulse function, f(t), can be determined
from the total integral data if the total integral
energy release is divided by the counting time, and
the time t is taken to be

wait
+ 0.5 (T. +

irrad count
(1)

The difference between this estimate and an "exact"
value is very small if Tvait is > (Tj^-^^g^^ + T^^q^j-^^)

The pulse function, f(t), may be used to obtain a

function F(T-wait5 '^irrad^ defining the energy release
per fission Tyait seconds following an operating
period of Tj^j,pa,d sec, as follows:

F(T .. , T. ,)wait irrad

rT + T
wait irrad

f(t) dt . (2)

wait

Thus, once the function f(t) has been determined, one

may compute the decay-heat curves for any Tj^pj,g^^, and
in particular for T-j_j,pa.d = °° • (In actual practice,
10^3 gee is taken to be an "infinite" period of
operation.

)

As mentioned above, the original experimental
program anticipated that an upper limit of T-^Q,±t

of 2000 sec would be sufficiently long so that the
experimental data would mesh with calculations using
compilations of radiochemical data. Preliminary gamma-
ray measurements provided a surprise; the measured
data agreed with calculations for T-^j-^it between 50
and 800 sec, but diverged from calculations for Twait
between 800 and 10000 sec. So, the upper time limit
was extended to lUOOO sec (about i+ hr). This
extension of the total time of experimental measure-

ments has an important additional advantage, in that
the ORNL data can now be compared with the standard
shown in Fig. 2 with very little adjustment. The
normalization, which is additive, is obtained from a
summation calculation for T-^fa,it

~ 12000 sec , which as

can be observed in Fig. 2, is ' 0.85^ of total
operating power. At 2.2 sec following shutdown of

'^irrad ~ °°> "experimental" datum shown as 5-5^ of
the total operating power includes 0.85% from calcu-
lation and h.63% experimental. In this manner one
may determine that the experimental contributions to
the data points shown in Fig. 2 are 85^ at 2.2 sec,

51^ at 1200 sec, and 10^ at lo"* sec.

It is more instructive to compare the ORNL results

with summation calculations in the pulse represen-

tation. This function, f(t), decreases with t roughly
as t"'-. Hence for presentation purposes it has become

common practice to illustrate the "pulse" function

as t X f(t). This representation has the advantage

of expressing the t x f(t) axis on linear graphics,

but the disadvantage of magnifying an error in t.

Acknowledging this defect, the beta-ray data for 2 3 5^

are presented in Fig. 3 in this format for comparison

with summation calculation'-^ and with other similar

experimental data sets.-*^^ The present data agree

very well with the earlier data for t between 15 and

500 sec, but not so well with the calculation in

this time interval. For longer t the agreement with

calculation is better, although there is a divergence
among the experimental data sets.

The ORNL gamma-ray data for 2 3 5^ ^j,g presented in

similar format in Fig. h. The present data are
smaller than the other experimental data,^^ although
within assigned uncertainties of previous ORNL measure-
ments. The comparison of calculation^^ with the

present data is good for t between 20 and 1000 sec

and for t > 5000 sec. There is a disagreement for

t < 10 sec which may be indicative of incomplete
information in the basic data files. The disagreement
for t between 1000 sec and 5000 sec is unexpected,
and suggests that further study is needed in this

time interval.

As indicated in Table 1, data were obtained for

239pu in the same format as for 235^^ ipj^g "pu.ise"

results, t x f(t), are compared with previous experi-
mental data-"-^ and with calculations ^9 for beta rays

in Fig. 5 and with summation calculations ^9 gamma
rays in Fig. 6. One may observe that the character
of the comparison for beta-ray decay heat in Fig. 5

for 2 39p^ ig similar to that in Fig. 3 for 2 35u.

For the gamma-ray data (compare Figs, h and 6)
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Fig. 3- Beta energy emission rate following an
instantaneous pulse of thermal-neutron fissions
of 235u. The abscissa, t, is the time after a

pulse of fissions. The ordinate is a quantity
derived by multiplying the pulse function, f(t),

by t as described in the text. The calculation
was carried out by R. Schenter (see Ref. 15).
The solid circles represent the ORNL data. The
open triangles are data of McNair, et_ al . , the
open squares are data of MacMahon, et_ al. , and
the open circles are data of Tsoulfanidis

,

et al. (see Ref. l6)

.

Fig. h. Photon energy emission rate forthermal-
neutron fission of ^^^U. The solid circles
represent the present ORNL data. The calcu-
lation was carried out by R. Schenter (see

Ref. 15). The open squares are the data of
Peelle, et a2

.
, the open circles are the

data of Fisher and Engle , and the open
triangles are the data of Bunney and Saun (see
Ref. IT).

ORNL-OWG 77-19338 OHNL-DWG 77-19339

TIME AFTER FISSION PULSE (sec) TIME AFTER FISSION PULSE (sec)

Fig. 5. Beta energy emission rate following an

instantaneous pulse of thermal-neutron fissions

of 2^^Pu. The axes are the same as Fig. 3. The

solid circles represent the present data, and

the open circles represent the data of McNair

and Keith (Ref. l8). The calculation is from

Ref. 19.

there is a definite difference; the experimental data

for 2^^Pu are > the calculated data for all times

after shutdown.

Data for ^^^'Pu were also obtained, and the ORNL

experimental program is the only one to do so. The

importance of ^^^Pu may be estimated from calcu-

lations^" indicating that for an average burnup of

32,900 Mwd/metric ton in a water reactor, the fissile

Pu in the discharge is 0.7^+ times as great as the

235u discharge, and the ^''^Pu content is 1/6 of the

fissile Pu. Thus, because of the larger fission

2

Fig. 6. Photon energy emission rate following

an instantaneous pulse of thermal-neutron
fissions of ^^^Pu. The solid circle represent

the present data. The calculation is from

Ref. 19.

cross sections, the fission rate at discharge due to

Pu will be approximately equal to that due to ^^^U,

and 25^ of the Pu fission rate will be due to

fission of 2'tlpu.

The major difficulty encountered for the ^'^'Pu

experiment was in the fabrication of samples. The
sample material tended to "creep" out of the sample

containers. Because of the extreme biological

hazard of this material, and because of the difficulty

in detecting ^'tlpu contamination, each sample after

fabrication was checked twice using a special



low-energy beta-ray detection system. More than 50^

of the samples had to be rejected. Because of

limitations of material, fewer 2'*^Pu samples were run

than were run for either ^^Sy qj, 239py_ Consequently,

there was a loss in precision for the final data for

^'''•Pu which was not completely compensated for by
improved efficiencies in data taking that had been

learned from experience. The precision obtained,

however, is commens\irate with that needed for decay-

heat application.

The data obtained for beta-ray energy-release rates

are shown in Fig. 7 compared with results for ^^^U

and 2 3^Pu shown in Figs. 3 and 5. The beta-ray data

are definitely larger than the beta-ray data for ^^^U

for the time interval of interest in a LOCA, becoming
smaller for t > 2000 sec. For the gamma-ray data,

shown in Fig. 8, the ^^^Pu data have the same energy-

release rates for t < hOO sec as those for 2 35u. Thus,

the pulse function, f(t), for 2'*^Pu is larger than that

for ^^^U in the important time period t < 500 sec.
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Fig. 7- Beta energy emission rate following
an instantaneous pulse of thermal-neutron
fissions of ^'*^Pu compared with data for

235u (see Fig. 3) and for 239py (ggg pj_g_ 5)^

The "pulse" data obtained for 2 39p^^ a,nd ^'tlpu

were integrated using, in effect, Eq.. (2), to obtain

the "infinite" irradiation representation, similar to

that shown for the 2 35u data in Fig. 2. Then the

ratios of the 239pu/235u data and 2'tlpu/235u data
were obtained, and these are shown in Fig. 9- The
large and consistent error bars shown in this figure

indicate that there is a high degree of correlation
among the data sets, since the error bars were
obtained assuming independence of each of the sets of

data for the three nuclides studied. It is likely,

therefore, that the true uncertainties associated
with the ratios plotted in Fig. 9 are much less than
shown in this figure. However, until a detailed
error analysis is completed indicating which
uncertainties among the three isotopes studied are
correlated, the correct la- uncertainties cannot be
obtained; one may assume that the error bars shown
are very conservative estimates of the uncertainties
associated with the plotted ratios.

Fig. 8. Photon energy emmision rate following

an instantaneous pulse of thermal-neutron
fissions of ^'^'Pu compared with data for 2 35u

(see Fig. h) and for ^^^Pu (see Fig. 6).
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Fig. 9. Ratio of energy-released rates due

to thermal-neutron fission of ^'*^Pu to that

due to 2 35u (solid points) and of 2 39p^

that due to ^^^U (open points) for an

infinite" irradiation.

Concerning the New A.K.S. Decay-Heat Standard

Concurrent with the new experimental programs and
new calculational abilities, a new decay-heat standard-

was initiated to replace the draft standard shown in

Fig. 2. Data from the four programs given in Table 1

were used, as were data obtained from the French
program in decay heat.^^ Data for ^35^ from the

four American experiments is shown in Fig. 10; all of
the data, including one set from summation calcu-
lations , and the draft standard'* data set , are shown
on an infinite irradiation basis. Three of the
experimental data sets and that from the summation
calculation agree quite well. The University of
California (UCB) experiment^ reports data somewhat
larger than data from the other experiments for

Twait '^OO sec. The reported uncertainties
associated with the UCB data are quite large in this

time region, and reflect the difficulties encountered
in the experiment

.

The new standard contains tabulated decay-heat
energy-release rates for three nuclides, ^3 5^ g^jd

29



ORNL-DWG 76-(7610R5

235U+ "thermal DECAY POWER

ENDF/B-IY CALCULATION ^„ad
" '^'^

--A.N.S. STANDARD (1971) ^„ad'°°

I M I I I [

10"

UNCERTAINTY ASSIGNED
TO CALCULATION

LOS ALAMOS (1977) T^„a<i" 20,000 sec

U.C. BERKELEY (1977) 1^,,^^= I, 4, AND 22 3 hr

I I I I II I II I I III

2.8

2.4

2.0

1.6

1.2

0.8

0.4

10>^ 10' 102 10'

TIME AFTER SHUTDOWN (sec

10^

Fig. 10. Fission-product energy release following a long period of thermal-
neutron fissioning of ^^^U. The summation calculation was obtained using
ORIGEN (Ref. 12) and the ENDF/B-IV data file (Ref. 13). The 1973 A.N.S.
standard was obtained from Ref. h. The data sets are from Intelcom Rad
Tech (Ref. 8), Los Alamos (Ref. 7), University of California (Ref. 9), and
the present results (Ref. 10); all data sets were adjusted to agree with
summation calculations for data obtained at the longest time after shutdown
for the particular experiment.

^^^Pu thermal fission and ^SSjj fast fission, in both
the "pulse" respresentation f(t) and the "infinite"
representation F(Twait3 10^^ sec). For ease in use in
computer codes, the three f(t) sets have been fitted
using the functional representation,

f(t) = I a. e"^i^
, (3)

i=l
^

with tabular values of the parameters and Aj_ for
each of the three nuclides.

The tabular values for 2 35u ^.^^ 2 39py were obtained
from least-squares fitting l'*»23

-(^j^g experimental
data sets combined with a data set obtained from
summation calculations. The experimental data were
weighted according to the uncertainties assigned by
the experimentalists. The weighting of the summation
calculation was somewhat arbitrary, since analysis of
the uncertainties associated with the separate com-
ponents entering into the summation calculations
yielded overall uncertainties for the calculated decay

heat^'* which would have overwhelmed the experimentally
obtained data with the weighting method used. For

Twait ^ 10 sec the standard relies solely on summation
calculation results. For fast fission of ^^^U the
standard is determined only from summation calculations

.

The standard is likely the most precise for thermal
fission of ^SSy^ since there are more experimental
data, and since the separate components of summation
calculations (e.g. fission yields, energy releases,
half lives, etc., of the fission products) are better
known for 2 35u than for the other nuclides. In
Fig. 11 the results for 2 3 5u ^he new standard
are compared with the 1971 draft standard** in the
same format as shown in Fig. 2. The uncertainties
shown for the new standard are two standard deviations

,

and are obtained rigorously from the least-squares
analyses. That is, the uncertainties assigned to the
new standard are obtained from a mathematical analysis
and not a best educated guess.

For ^^^Pu there are fewer data, and in addition
there is an unexplained (an unresolved) overall
normalization discrepancy between the ORNL and LASL
data of 10^, greater than the sum of the individual
experimental uncertainties of the two experiments by
almost a factor of two, the LASL data being larger
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Fig. 11. Comparison of the 1973 A.N.S. standard
for fission product decay heat due to thermal-
neutron fission of ^^^U given in Ref. k with
the 1978 A.N.S. standard given in Ref. 21. Note

that the uncertainties associated with the new
A.N.S. standard are two standard deviations.

than the ORNL data. Absolute normalization of the IRT

^^^Pu data were not available at the time of the
analysis for the ^^^Pu decay-heat curve; the most
recent report indicates that the IRT data lie between
the ORNL and LASL data. The major consequence of

the ORNL-LASL disagreement was that the least-squares
analysis gave larger la uncertainties assigned
to the ^^^Pu decay-heat data set in the standard.
However, since the decay heat from ^^^Pu is rather
less than that from ^^^U, as indicated in Fig. 9,
even with the increased uncertainties given in the
standard, the overall contribution from ^^^Pu is less

than from ^^^U, and so the old standard's prescription
of using the one set of energy-release data (for

^^^U) for all fissioning nuclides in the fuel has

resulted in additional conservatism in the determi-

nation of the consequences of a LOCA.

Although decay heat from fast fission of 2 38^

determined solely from summation calculations, it was

important to include this source explicitly, because
for Tvait 100 sec, fast fission of results in

more decay-heat energy release than does thermal

fission of ^^^U. In addition, calculations^^ indicate

that 1-9% of the fissions in a light water reactor
are due to fast-neutron fission of ''-^^U.

Further details of the experimental programs listed
in Table 1, the development and complete discussion
of the new standard, and several examples of its use

are given in a recent review paper. 26

What Remains to be Done

For light water reactor technology there is a

definite need for experimental measurements of decay
heat for fast-neutron fission of ^^^U. As mentioned
above, calculations suggest that 7-9^ of the fissions
in a light water reactor are from fast-neutron fission
of 2 2^U, and the actual value may be larger. In
addition, as shown in Figs. 3-6 there is the tendency
of the summation calculations to underpredict the

decay-heat pulse function, f(t), for t < 100 sec.

This concern accounts for the rather large uncer-
tainties assigned to the decay heat from fast-
neutron fission of ^^^U in the standard. For alter-
nate fuel cycles , there is a need to experimentally
determine decay heat from fast fission of ^^^Pu and
2'*''Pu and possibly of ^''^Cm, and further experi-
mental work on thermal fission of ^^^U will be
valuable

.

For summation calculations much experimental
research needs to be done on the fission yields of

the several Pu nuclides and perhaps 2'*^Cm, and much
needs to be done on the decay modes and half lives

of the many fission products that are created. Even
many of the long-lived nuclides need to be studied,

not only to provide better accuracy but in some

instances to correct information thought to be valid.

Nuclides having short half lives need to be studied,
and results of all of these studies need to be
entered more rapidly into the evaluated files. In

this regard, a communication from G. Rudstam^^
reports improved calculational results for beta-ray
energy release in the period t < 15 sec when including
specifically beta-ray experimental data for short-
lived fission products recently obtained at Studsvik.

For the new A.N.S. standard, the major improvement
that can be easily put into effect would be to include
explicitly the decay heat from thermal fission of
^'^'•Pu. Secondly, the analysis leading to the standard
for thermal fission of ^^^U might be redone in light
of the final uncertainty analysis for the ORNL data.

As mentioned above, in the least-squares analysis-^'*

the separate data sets were weighted according to the
uncertainties assigned to the data by the measurers.
At that time the uncertainties assigned to the ORNL
data'''' had been determined most conservatively by
our group assuming full correlations among the various
contributions to the total uncertainties assigned
to the data. The ORNL uncertainties were larger
than uncertainties from either the LASL or IRT
experiments when the new standard was developed, and
so the latter dominated the overall normalization of

the new standard for ^^^U. Since then, a complete
uncertainty analysis has been done for the ORNL data,

determining all of the correlations in the various
parts of this experiment, and providing a complete
covariance matrix of uncertainties . The conse-
quence of the use of the more accurate set of
uncertainties for the ORNL data would be that the
ORNL data would have somewhat more influence in the

absolute normalization of the least-squares result,
and so the values of the decay heat from thermal
fission of ^^^U would be somewhat smaller in magnitude
than given in the present standard. How much smaller

is difficult to estimate, possibly several percent,
but likely not as much as 5?.

As might be ascertained from the above discussion,
I am of the opinion that the new (1978) standard for

decay heat from thermal-neutron fission of ^^^U is

still somewhat too large, even if smaller than has
been used in the past (see Fig. 11). Applying the new
standard to the analysis of a LOCA to establish the

adequacy of a design ECCS should yield a conservative

result, and so therefore the new standard can be used
for this purpose with confidence. (in this regard,

had the ORNL data been 5-1% larger than the standard,
rather than the other way around, I would urge much
more caution in the intended use of the standard.

)

According to a recent evaluation,^" the total
amount of fission product beta- plus gamma-ray energy
available 1 msec after thermal fission of ^SSy -j^g
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'V 12.7 MeV/fission. From the "experimental" resiilts
shown in Fig. 2, 10 sec following shutdown of an
"infinite" operation, about k.5% of the total
operating power, or about 9-0 MeV/fission, is still
available. That is, about 29% of the energy available
following shutdown of an "infinite" operation is

released during the first 10 sec of the shutdown.
Clearly, this substantial amount of energy must be
due to the decay of short-lived fission products for
which there is little hard experimental information
about their nuclear properties. If one assumed that
this amount of energy were released by a single radio-
nuclide, one would compute the half life of this
nuclide to be about 20 sec. About half of this
pseudo radionuclide would be created during the last
20 sec of an "infinite" operationi It must be evident
that a (possibly unnoticed) power excursion in the
last minute of operation can have an important effect
on the consequences of a LOCA. It is also apparent
that the rather large contribution to the total
available decay heat at shutdown due to the last few
hundred sec of operation has not been fully appre-
ciated; nearly all of the recent experimental research
has been for Tij-j-^d very long compared to the shutdown
times of interest in a LOCA analysis.

The ORKL experimental program has provided data
suited for just this time interval, namely the decay
heat during the first hundred sec after shutdown
due to fission products created during the last few
hundred sec prior to shutdown. The decay heat in
this time interval is dominated by the short-lived
fission products lacking well-measured nuclear
properties, i.e. those nuclides for which "estimates"
must be made of the needed nuclear properties to
be included in the data files. The present experi-
ment has provided completely separate beta- and
gamma-ray spectral distributions which should provide
even more information for improving the data bases
used in the calculations. In fact, the optimal
result of study of our experimental results will be
a calculational system capable of computing the
decay heat correctly and reliably not only for bench-
mark experiments such as the recent measurements

,

but also for conditions found in operating reactors.
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NEUTRON TOTAL CROSS SECTIONS OF HYDROGEN, CARBON, OXYGEN AND IRON FROM 500 keV TO 60 MeV

D. C. Larson, J. A. Harvey, and N. W. Hill

Oak Ridge National Laboratory
Oak Ridge, Tennessee 37830, USA

The neutron total cross sections for hydrogen, carbon, oxygen, and iron have been
measured from 0.5 to 60 MeV using the Oak Ridge Electron Linear Accelerator (ORELA) as
the source of neutrons. The flight path was 80 m, and the repetition rate was 1000
sec"i, with a burst width of 10 ns. The resulting cross sections are graphically com-
pared with ENDF/B-V evaluations up to 20 MeV, and with selected data from 20-60 MeV.

[Neutrons, total cross sections, hydrogen, carbon, oxygen, iron, 0.5-60 MeV]

Introduction

One of the outstanding problems in fusion reactor
development is radiation damage of the first wall
induced by 14-MeV neutrons. In order to study these
problems experimentally, the Fusion Material Irradia-
tion Test (EMIT) facility is currently under design at
Hanford Engineering Development Laboratory (HEDL),
where it will be built. The facility will utilize a

linac to accelerate deuterons to 35 MeV, which will
then bombard a lithium target, thereby producing an

intense source of neutrons. The resulting neutron
spectrum will be peaked around 15 MeV, with a tail

extending to '^50 MeV. As a result of this high energy
tail, shielding design studies require knowledge of

neutron reaction cross sections up to '^-50 MeV. Exist-
ing neutron data at these high energies are rather
sparse, and a number of new measurements are needed to

reduce uncertainties of cross sections for shielding
materials. The Evaluated Nuclear Data File^ (ENDF/B),
the source of neutron data for most fission reactor
studies, currently has an upper limit of 20 MeV. From
20 to 60 MeV, shielding design studies have had to rely
upon the few existing measurements, or predictions from
optical model parameters, for their required total
cross sections. In many cases, this has lead to

unacceptably large uncertainties in the required cross

sections, and thus to costly conservative machine
designs.

As part of a program to help supply needed data
for fusion device studies, we have initiated a program
of measuring neutron transmission through samples of

priority materials used in shielding design for FMIT

and obtaining the resulting neutron total cross sec-

tions. In this paper we present results from the first
of these measurements, in which we measured trans-
mission of neutrons through carbon, oxygen, and iron.

In addition, we have measured the hydrogen total cross
section as a check on our technique.

Experimental Details

The Oak Ridge Electron Linear Accelerator (ORELA)

was used to provide the neutrons for these measurements.
Electrons from ORELA struck a dome-shaped tantalum con-
verter 1.3 radiation lengths thick, producing brems-
strahlung. The bremsstrahlung radiation impinged on a

solid block of beryllium, 61 cm long x 15 cm high x 10

cm thick, and via photonuclear processes produced a

"white" spectrum of neutrons. The intensity of the
gamma flash associated with the Be block is much lower
than from the usual tantalum target, and thus requires
less filtering material in the beam. The result is a

larger flux of usable neutrons at the energies of

interest in these measurements. However, due to the

thickness of the target, the energy resolution is

poorer than from the tantalum target. This does not
affect the measurements reported in this paper, since
the main interest is in the energy region above 15 MeV,
where the cross sections are expected to be slowly
varying with energy.

These measurements were done at a repetition rate
of 1000 sec"i, with a burst width of 10 ns and 3 kW of

power on the target. The neutrons were detected at the
end of a 79.460-m flight path by a 2-cm-thick NEllO
proton recoil detector. A 12. 7-cm-diameter tapered
brass collimator was located at 8 m to define the beam.

Since we are interested in detecting neutrons shortly
(M50 ns) after the gamma flash, we must minimize the

effects of the gamma flash on the detector. This was
done by using a 1 .25-cm-thick uranium filter in the
beam to reduce the intensity of the flash, and a gated
tube base, which simultaneously defocused two dynodes
of the photomultiplier tube prior to arrival of the
gamma flash. The tube was turned back on '^^300 ns after
the flash, awaiting arrival of the fastest neutrons.
Utilizing the filter and gated tube base, effects of
the gamma flash were negligible.

A neutron monitor was used to normalize the sample
in and sample-out data to the same neutron source inten
sity. The monitor is a 235|j fission chamber which
views the neutron target, thus its output is propor-
tional to the total neutron output of the ORELA target.

In order to provide a check on our results, in

particular any unknown backgrounds, we measured the

hydrogen cross section utilizing compensating samples
of polyethylene and carbon, matched to 0.11% in the

number of atoms/barn of carbon. The polyethylene sam-
ple was 10.2 cm thick with n=0.4111 atoms/barn, while
the matching carbon sample was 4.8 cm thick, with
n=0.4115 atoms/barn. The oxygen results were obtained
from compensating samples of BeO and Be, matched to

0.18% in the number of atoms/barn of Be. The BeO

sample was 7.6 cm thick, with n=0.5486 atoms/barn,
while the matching Be sample was 4.4 cm thick, with
n=0.5496 atoms/barn. The iron sample was 5.1 cm thick,

with n=0.4296 atoms/barn. All the samples were 16.5 cm
in diameter.

Alternation of the samples in and out of the beam
was under control of the data-taking program. The iron

carbon and polyethylene samples were cycled in and out
of the beam, together with the "open" beam, with a

cycle time for all four "samples" of about 50 minutes.

A total of 130 hours of beam time was used. Transmis-
sion through the BeO-Be matching set was done as a

separate measurement, under identical experimental
conditions, with a cycle time of about 20 minutes. A

total of 95 hours of beam time was used for the BeO-Be
measurement.

Neutron energies are determined by the time-of-
flight method. The start signal for the time digitizer
is taken from a bare phototube near the linac target,

which views the gamma flash resulting from the electron

burst. Stop pulses for the time digitizer are neutron

or gamma-ray events in the detector at the end of the

flight path. The gamma flash is observed at the remote

detector in a separate measurement (with extra filters

to reduce its intensity) to provide a fiducial time for

determining neutron energies. One nanosecond channels
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were used from 0 to 6000 ns (1 MeV neutron energy),

four nanosecond channels from 6000 ns to 14000 ns (178

keV neutron energy), sixteen nanosecond channels from

14 psec to 30 usee, and 2000 nsec channels out to 840

ysec, the end of the looking time for a burst.

Dead Time and Background Corrections

Following a detected event, the system is dead for

1104 ns while the signal is processed, and then is

alive again, waiting for another event or the end of

the looking time for that burst. Multiple stops from

each burst are accepted, with the average number of

neutrons detected per burst ranging from 1.5 for the

open beam to 1.0 for the polyethylene samples. For

each channel the probability of loss of counts is cal-

culated by summing the counts stored in the previous

1104 ns and dividing by the total number of bursts for

the measurement. This gives the probability that the

system accepted a count during this interval and there-

fore was dead at the time of the channel under consider-

ation. This procedure implies a constant counting rate

for the duration of the run, which experience has shown

is a good approximation (usually 10-20%). The maximum

dead-time corrections in the cross sections were 7.5%

for iron at 5 MeV, 12.5% for carbon at 5 MeV, 2.4% for

oxygen at 4.4 MeV, and 4.2% for hydrogen at 6.4 MeV.

Background effects in these measurements are small,

except at higher energies where the count rate is low.

The largest effect is from the time-independent room

background. The magnitude of this background is ob-

tained from the residual count rate at long flight

times, just prior to arrival of the next neutron burst.

During the measurement, this background was 0.019

cts/burst independent of sample. Following the measure-

ment, when ORELA was turned off, the count rate was

0.017 cts/burst, or 9% lower.

The detector bias was adjusted such that neutrons

above ^^^500 keV would produce a signal large enough to

trigger a stop. This serves to reduce effects of low

energy spurious events.

To aid in background determination, four spectra

are recorded for each sample. ^ Each spectrum is char-

acterized by a different lower and upper cutoff on the

recoil proton pulse height. The lower level of gate 1

was set at about 500 keV proton recoil energy, and

extends to 850 keV, gate two covers from 850 keV to 1.5

MeV, gate three from 1.5 to 4.8 MeV, and gate four

covers from 4.8 up to about 60 MeV. The corresponding

neutron energy regions are not well defined since the

recoiling protons from monoenergetic neutrons have a

broad energy distribution and the pulse-height resolu-

tion of the detector is rather poor. However, this

technique serves to approximately isolate some known

gamma-ray backgrounds, as well as helping to identify

any unknown sources of background. For the measure-

ments reported here, only one other background was

identified in addition to the time independent back-

ground. It is due to the 478-keV gamma ray, resulting

from the ^''B(n,a) reaction in the glass of the photo-

multiplier tube caused by fast neutrons moderated in

the NEllO scintillator, and occurs mainly in gate two.

The relative magnitudes of this background in the other

three gates are measured in a separate experiment,
using a ^Be source, which emits the same 478-keV gamma

ray. The distribution of counts among the four gates

is then used to remove counts produced by this back-

ground from the measured spectrum.

Results and Discussion

Selected portions of the corrected data from each
of the four bias windows were summed to form a single
spectrum for each of the four samples. These spectra

were normalized to the monitor counts, and converted to

spectra of cross section versus energy. We now examine
the individual total cross sections.

The experimental total cross section for hydrogen
from 0.5 to 5.0 MeV is shown in Fig. 1, together with
the ENDF/B-V evaluation. ^ Figure 2 shows the same
comparison for neutron energies from 5 to 20 MeV. On

the average, the experimental data are 0.7% higher than

the evaluation from 0.5 to 20 MeV. Figure 3 shows our
data from 20 to 60 MeV, compared to the November 1979

phase-shift analyses of nucleon-nucleon scattering data

by Arndt^ and the total cross section data of Brady et

al.^ at Davis. The lack of counts at energies near 60

MeV is reflected by the scatter of data points, even

when averaged by five. From 20 to 60 MeV, the average
deviation of the data from the evaluation is 0.6%, the

data being high. The average deviation of our data and

the Davis data is also 0.6%, reflecting the incorpora-
tion of the Davis data in the phase shift analysis.

Results for the carbon total cross section from

0.5 to 5 MeV are shown in Fig. 4, compared to the

ENDF/B-V evaluation.^ The data have been averaged by

five in this figure. A similar comparison is shown in

Fig. 5 for the energy region from 5 to 20 MeV. Aver-

aged from 0.5 to 20 MeV, the data are 0.3% higher than

the evaluation. Figure 6 shows the energy region from

20 to 60 MeV, compared to the experimental results of

Auman et al.'^ The average discrepancy between the two

measurements over the range of the Auman et al. data

is 0.3%, with our measurement being high.

The measured results (averaged by ten) for the

oxygen total cross section from 0.5 to 5 MeV are shown

in Fig. 7, compared with the ENDF/B-V evaluation. ^ A

similar comparison is made in Fig. 8 for energies

between 5 and 20 MeV, with the data averaged by five.

Averaged from 0.5 to 20 MeV, the present data are 0.2%
lower than the evaluation. Figure 9 shows data in the

energy range from 20 to 60 MeV, compared with the

results of Auman et al.'' Our data have been averaged

by five, and averaged over the energy range of the

Auman et al. results, are higher by 0.1%.

Our measured results (averaged by ten) for the

iron neutron total cross section are shown in Fig. 10

from 5 to 20 MeV, compared with the ENDF/B-V evaluation^
for iron. Comparisons below 5 MeV are not very inform-

ative, due to the large number of narrow resonances,

which are mostly unresolved in our measurements. Aver-

aging from 5 to 20 MeV, our data are 0.1% higher than

the evaluated cross section. Figure 11 shows our data

from 20 to 60 MeV, compared with recent preliminary

data of Auman et al.'^^ Their cross sections at 35.3

and 40.3 MeV are about 2% lower than our averaged data

while their 50-MeV point is lower than our results by

"y&lo. Thus the Davis data imply a different shape of

the iron total cross section. Our polyethylene, carbon

and iron samples were sequentially alternated in and

out of the beam, which implies that a problem with the

iron data should be present for hydrogen and carbon as

well. However, this is not the case, as our carbon

results agree well with the Davis work, and the hydro-

gen data agree well in this region with the known

hydrogen cross section. Dead-time corrections for iron

are less than 1% above 35 MeV. Careful examination of

our data and backgrounds provides no insight as to the

source of this discrepancy. A remeasurement of this

cross section is planned.

Finally, we note that the agreement of our hydro-

gen cross section above 20 MeV to within 0.6% of the

phase-shift analysis results and the Davis data imply

that our other measured cross sections should have no

significant systematic error, since they were taken

under experimental conditions identical to those for
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hydrogen. Indeed, we find agreement for carbon and

oxygen above 20 MeV to better than 0.3% with the data
of Autnan et al. from Davis. This, together with analy-
sis of data from each individual bias, gives us confi-
dence that no significant corrections to the data have
been overlooked, and our measurement techniques can be

extended to similar measurements on other materials.

Summary and Conclusions

We have measured the neutron total cross sections
for hydrogen, carbon, oxygen and iron from 500 keV to

60 MeV. Our results agree to better than YL with
ENDF/B-V evaluations up to 20 MeV, the upper energy
limit of the evaluations. Above 20 MeV, the cross
sections also agree to better than 1% with recent high

accuracy measurements, with the exception of the iron
results above 35 MeV. For iron, our results are 8%
higher at 50 MeV, and imply a different shape of the
cross section than obtained from the results of Auman
et al. at Davis. This discrepancy is not understood at

present. The data have been transmitted to the

National Nuclear Data Center at Brookhaven National

Laboratory.
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Fig. 1. Total cross section of hydrogen from 0.5
to 5 MeV, compared with ENDF/B-V.
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Fig. 2. Total cross section of hydrogen from 5 to

20 MeV, compared with ENDF/B-V.
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Fig. 3. Total cross section of hydrogen from 20

to 60 MeV, compared with data from ref. 5 and a recent
nucleon-nucleon phase shift analysis (ref. 4).
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ELASTIC SCATTERING OE lU.S MeV NEUTRONS FROM DEUTERONS

1

K. Gul, A. Waheed, M. Ahmad, M. Saleem Sheikh,

M. Anwar and Naeem A. Khan

Pakistan Institute of Nuclear Science & Technology (PINSTECH)
Nilore, Rawalpindi - Pakistan

The differential elastic scattering cross-sections of lh,8 MeV neutrons from deuterons
have been measured between 29 ^nd ik'y in the centre-of-mass system using NE230 scintillator
as a scatterer. The energies of neutrons have been measured by the time-of-flight technique.

The present measurements support the deeper minimum reported by Berick et_ al_ and the measure-
ments of Brullmann et_ al and Berick et_ al in the forward region. A value of 620 9 mb has

been obtained for the total n-d elastic scattering cross-section at li|.8 MeV.

2 2
(n(^H, ^H)n reaction, E^ = 1I+.8 MeV, differential gross sections, total elastic scattering cross sections.)

Introduction

The measurements on fast neutron scattering
from deuterons are useful for understanding strong

interaction among nucleons. Measurements on elastic

scattering of neutrons have been reported by several
authors^" . Several calculations of n-d elastic
scattering have also been reported^ . Two aspects
of n-d elastic scattering at about Ih MeV are interes-

ting. Firstly the measured differential scattering
cross-sections in the forward region differ from
exact calculations. Secondly the measurements of
Berick et_ al ^ manifest a deeper minimum than other

reported measurements. In the present measurements
we have investigated these two aspects of the

differential scattering cross-sections. Our measure-
ments support the deeper minimum reported by Berick

et al^ and the measurements of Brullmann et_ al^ and
Berick et al^ in the forward region.

Experimental Method and Data Analysis

The experiment was carried out using the neutron
generator facility at PINSTECH. 1^.8 MeV neutrons
were generated through the reaction ^H(d,n)2He using
deuterons of 120 keV energy. A deuterated benzene
scintillator, NE230, of size 2.5I+ cm dia x 2.5h cm long
was used as a scatterer and it was placed 12 cm from
the neutron target. The neutrons were detected by a

detector using a NE230 scintillator of 5.1 cm diameter
and 5.6 cm length and it was placed at about 15O cm
from the scatterer. The bias on the neutron
detector was set at about 2.0 MeV proton equivalent
energy. The neutron flux was determined by counting
associated alpha particles with the help of a silicon
detector. The neutron detector efficiency was measured
in a separate experiment. Other relevant details of
the experiment are given in our previously published
work-^^"-^^. The efficiency measurements are compared
with Monte-Carlo calculations obtained through RAWAL
Monte Carlo Code-^^ in Figure 1. It is now possible
to calculate the neutron detection efficiencies of

scintillation detectors within 5% uncertainty through
Monte-Carlo calculations^'^. In the present results
we have utilized the computed curve for the neutron
detection efficiency. The typical time-of-flight
spectra of neutrons scattered from deuterons are

shown in figures 2 and 3. The spectrum shown in fig-
ure 2 was taken with a time resolution of 0.2 ns/
channel. The continuum on the lower energy side of
the elastic peak in figure 2 arises from deuteron and
carbon break-up through charged particle emission.
The spectrum shown in figure 3 was taken with a time
resolution of 0.8 ns/channel. The second peak on the
lower energy side arises from the neutron group leaving
l^c in 9.63 MeV excited state whose subsequent decay

3

by charged particle emission results in giving a time
reference signal to the time-to-pulse amplitude
converter. At laboratory angles 100 the two peaks
could not be resolved and necessary correction was
applied for these angles. The values of required
differential scattering cross-sections were taken from
reference 15 . In order to check that we were not

losing deuterons for neutrons scattered in the forward
direction, the measurements in the forward direction
were also taken by taking one time reference signal
from the associated alpha particle produced in
the reaction ,n)2H-e . In these measurements
the elastic neutron groups from carbon and deuterons
could not be resolved. These measurements were
normalized with respect to measurements taken at

where the two elastic neutron groups were resolved.
However the neutron group from deuteron contained
contribution from neutrons inelastically scattered
from k.kS MeV state. The data on the scattering
cross-sections of carbon for the analysis of the
data was taken from references I6 and IT. The

normalization constants derived at U5 from the

deuteron group and carbon group agreed with each

other within ifc The differential cross-sections
obtained by the two methods agreed with each other
within the quoted errors. The error break-up on

data is as follows

:

Uncertainty in the number of deuterons 1%

Uncertainty in the neutron detection effi-

ciency 5%

Multiple scattering error 1%

Errors on the back ground and statistics 3%

Over all error 6%

Angular resolution 1°.

Results and Discussion

The present measurements on the differential
scattering cross-section are listed in table 1 and

compared with previously reported measurements and

calculations in figure k. Our measurements support

the deeper minim\xm reported by Berick et_ al ^ in the

forward region. By combining present measurements

with values at 20. k and 13.5 from the work of

Berick et_ al_^ and the values at 160.8 , l63.^ and
172.2° from the work of Shirato-Koori a least square

fit of tenth-order Legendre Polynomial was obtained.

The following values of Legendre Polynomial coeffi-

cients were obtained:

^^-^5 - ^1 52.35 + a^ = 59.61++1.5it

a^ = -15.97 + 1.67,a^ = 20.27 +2.10, a^ = -17. 06

+ 2.60, a^ = 8.61+ + 3.02, a-j = -8.95 + 3.23,

a„ = - 1.32 + 2.78, = - 9.35 + 2.38



Fig. 2. A neutron time-of-flight spectrum taken at 35 with time resolution of 0.2 ns/channel.

The value of total elastic scattering cross-
section derived from this fit is 620+9 mb. The pre-
sent results on the total n-d elastic scattering
cross-section are compared with previously reported
values in table II.

Q
The theoretical curve of Aaron-Amado predicts

lower differential cross-sections for small scattering
angles which has been attributed by them to the neg-

lect of high momentum parts of nuclear force and high-
er partial waves. However it agrees with our measure-
ments and those of Berick et al3 in the region of

minimum cross-sections. The theoretical curve of

Doleschall is on the other hand in better agreement
in the forward region, but its minimum is comparative-
ly shallow. By adding our previously reporte_d inelas-

tic scattering cross-section value of lU5 mb 'to oi;ir

measured total elastic scattering cross-section, we

obtain a value of 765+17 mb for lh.8 MeV neutron
scattering cross-section for deuterons. This is in

good agreement with recently reported value of 769+I8

mb for 14.995 MeV neutrons by Davis and BarschalllS

and the measurements of Clement et al"*"^
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Ta'fale I The n-d elastic differential scattering
cross-sections for ik.Q MeV neutrons.

9
cm

d a (e)
cm cm cm

d a d n

28.9 132.6±7.9 92 0 21.7±1.30
37.2 12l+.5+7.^ 98 1 20.0±1.2
Ui4.5 102.5+6.2 103 9 15.6±0.9

51.T 79.9±^.8 109 5 11,1+10.7

58.8 71.0+U,3 llU 9 8.7±0.5
65.7 61.9+3.7 120 0 7.1+0.1+

72.6 U8.0±2.9 121+ 9 6.110.6
79.2 36,7±2.2 129 7 11.511.0

85.7 27.9±1.7 ll+2 0 17.812.0

A summary of theoretical and experimental
total n-d elastic scattering cross-sections.

Table II.

Experiment

:

Present work ^

Brullmann et^al""

Berick et al
^

Shirato-Koori^
Shirato-Koori^
Allred etj^al

Seagrave

Theory

:

Aaron-Amado
Christian-Gammel

10

lli.8 MeV 62019 mb
ll+.l MeV 65O1I+O mb
1I+.3 MeV 65016 mb
ll+.l MeV 598121 mb
ll+.l MeV 62315 mb
11+ MeV 6701100 mb
11+ MeV 610+30 mb

ll+.l MeV 520 mb
ll+.l MeV 600 mb
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NEUTRON SCATTERING FROM "^LI AT INCIDENT ENERGIES OF 5.1, 6.6 AND 15.4 MeV

M.Baba, N.Hayashi, T.Sakase, T.Iwasaki, S.Kamata and T.Momota
Department of Nuclear Engineering

Tohoku University
Sendai , Japan

Li double-differential neutron cross sections were measured with time-of-flight method
for En=5.1, 6.6 and 15.4 MeV at six laboratory angles between 27.5° and 140°. The results
were compared with the evaluated data, and the emission spectra were analysed.

[ ^Li, a (En, En', n ), 5.1-, 6.6- and 15.4-MeV, a a , ^, a ,, spectrum analysis]
el 4.6 n,xn'

Introduction

Detailed knowledge for neutron emission cross
sections of ''Li is important in various branchs of

fusion reactor neutronics such as evaluation of tritium
production, neutron shielding and radiation heating.

In the case of ^Li, in addition to elastic and
inelastic scattering to the first excited state, (n,nt)

and (n,2n) reaction begin to contribute to continuum
neutron emission above 4.5 and 10 MeV, respectively.
For elastic scattering and y-ray production cross sec-
tions, considerable effort of measurement have been
taken. 1-"+

However, the data for neutron emission cross
sections are very sparse, and the question about
neutron spectra pointed out by Batchelor^ and Hopkins^
looks to be still an open question.

In this study, we have measured ^Li double-diffe-
rential neutron cross sections at three incident
energies above (n,nt) reaction threshold. And we try
to interpret the energy and angular distributions of

emitted continuum neutrons applying a model for two
stage sequential break-up process.

Experiment

Experimental method

The experiments were performed with a standard
time-of-f light method in the same manner as it was
described previously? The Tohoku University Dynamitron
accelerator equipped with a nano-second pulsing system
was used for neutron production. 5.1- and 6.6-MeV
neutrons were produced via d-D reaction with a gas
target . • 15 . 4-MeV neutrons were obtained via d-T reac-
tion using a Tritiiam-Titanium solid target. Energy
spreads.of source neutrons v;ere about 150keV and 300keV,
respectively.

The ^Li sample was 99.8%-pure natural Li with a

^Li isotopic content of 92.5%, which was encupsulated
in a thin wall stainless steel can. Two samples with
differnt sizes were used, one was 2cm in diameter
and 2cm long, and the other was 2cm in diameter
and 7cm long. Identical empty cans to those containing
Li samples were used for sample out runs. These samples
were positioned at 10cm from the neutron producing
target and were suspended by a sample changer.

The neutrons emmited from the scattering sample
were detected at 3.2m from the sample with a neutron
detector in a massive shield. The neutron detector
consisted of a 5" in diameter and 2" thick NE213 scinti-
llator coupled to a Phillips XP2041 photomultiplier
tube. The pulse-height bias was set about 0.25MeV
(proton equivalent) . And a zero-crossover n-y dicrimi-
nator was employed. This circuit had a pulse-height
dynamic range over 300 to cover the entire secondary
neutron energy range from 0.3MeV to 15MeV with one
bias setting. The relative detector efficiency was
determined experimentally by counting source neutrons
from d-T and p-T reaction, n-p scattered neutrons and

? s ?emitted neutrons from Cf .These results agreed well
with those by calculations? except for the energy
region near the bias energy . The uncertainty of rela-
tive efficiency was estimated to be 5%.

The cross section values were normalised to

scattering cross sections of hydrogen.
A smaller NE213 scintillator of 2" in diameter

and 2" thick was placed about 5m from the target at

laboratory angle of 25° or 40° and served as source

neutron monitor.
For the lower energy runs at 5.1- and 5.5-MeV,

gas out run were also performed to check the effect
of contaminant in the source neutrons. At 6.6-MeV,
this effect could not be neglected completely and was

taken into account in the data reduction procedure.

The measurements were made at laboratory angles
of 30°,45°,60°,75°,90°and 120° for 5.1- and 6.6-MeV,

and at 27. 5° , 40° , 55° , 80° , 110° and 140° for 15.4-MeV,

respectively.

Experimental results

A typical time-of-flight spectrum of secondary
neutrons for 6.5-MeV at laboratory angle of 30° is

shown in Fig.l. Back ground is already subtracted.

Neutron continuum attributable to (n,nt) reaction
is seen as well as discrete peaks due to elastic and
inelastic scattering to the 4.5-MeV second excited

state.
These time spectra were converted into energy

spectra, and were corrected for detection efficiency

3000

z 2000 -

1000

Fig.l Back ground subtracted TOF spectrum at 30°

(laboratory angle) for scattering of 6 . 6-MeV

neutrons from ^Li sample. Inelastic scattering

via the 0. 48-MeV first excited state was not

resolved from the elastic scattering peak.

The inelastic scattering group is due to the

4.6-MeV second excited state and neutron

continuum.
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and multiple scattering effect. The multiple scattering

effect was estimated utilizing of Monte-Carlo simu-

lation of double-differential cross sections. Then,

the double-differential cross sections were obtained
for neutrons with energy above 0.4MeV.

In Fig. 2, double-differential cross sections at

two laboratory angles are presented. For 15.4-MeV
neutrons, excitation of the third level around 6.5MeV

is also observed, which is consistent with the result
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Fig. 2.

1.0 10.0

NEUTRON ENERGY (MeV)

Double-differential cross sections at two
laboratory angles for 5.1-,5.6- and 15.4-MeV
incident neutrons on ^Li. The cross sections are
given in the laboratory system. The solid lines

are for eye-guides.

by Morgan.

^

From these data, we obtained
1) elastic + inelastic scattering cross sections

to the 0.48-MeV first excited state.

2) inelastic scattering cross sections to the 4.6-MeV
second excited state { for 6.6- and 15.4-MeV only)

3) neutron emission cross sections.
As the qouted uncertajties of data, those due to

statistics, detector efficiency .normalization and
Monte-Carlo statistics are considered. For the 15.4-MeV
data, the uncertainty is rather large compared with
that for lower energy data. This is primarily due to
unfavorable signal to background ratio.

In Fig. 3, the angular distribution data are shown

with the results of Legendre polynomials fittings.

b)

a)
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Fig.3

,

Angular distribution data for the scattering of

5.1-,6.6- and 15.4-MeV neutrons from ^Li. Dotted

lines are the results of Legendre polynomials

fits to the experimental points, a) is for the

sum of elastic and 0.48-MeV state inelastic

scattering cross sections in the CM system,

b) is for 4.6-MeV state inelastic scattering

cross sections in the CM system, c) is for

emitted neutrons from ^Li(n,xn) reaction other

than elastic and 0.48-MeV inelastic scattering,

and is given in the laboratory system. For 5.1-

and 6.6-MeV neutrons, only (n,nt) reaction is

concerned.
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Table 1. Data Comparison of Li Neutron Cross Sections

Incident
Neutron
Energy

a(n,no+ni) (mb) a (n,n2 ) (mb) 0 (n • xn

)

(mbl a (Total) (mb)

Present ENDF/B-IV Present Ref

.

Present ENDr /B— IV Present ENDF/B-IV

5.1 2300±230 2104 219+ 28 223 25191258 2327

6.6 1620+159 1589 157±65 130±65^ 342± 44 400 19601203 2020

15.4 961±101 999 74±11 69± 4^ 540±135 440 14211230* 1399

*) 66i[ib (ENDF/B-IV value) was assumed for (n,2n) reaction

Discussion

Data comparison

In Table 1, the angle-integrated neutron cross
sections for ^Li by present work are compared with
those given by ENDF/B-IV. For a(n,n2)r which is the
inelastic scattering cross section to the 4.6-MeV
second excited state, no data are given in ENDF/B-IV
and comparison is made with other experimental data.

On the whole, present results are consistent with
data given by ENDF/B-IV or other experiments] within
experimental uncertainty. However, for the a(n,xn)
at 15.4-MeV, if we assume o(n,2n) to be 66mb (ENDF/B-
IV value), present result gives a(n,nt) to be 408mb.
This is about 30% higher than ENDF/B-IV data. The
larger a(n,2n) and/or significant contribution of

(n,3n) leads to better agreement between the present
results and ENDF/B-IV data for a(n,nt).

Present result for a(n,no+nj) at 5.1-MeV is

nearer to the data of recent measurement by Knox
than that by ENDF/B-IV.

The experimental data of emission spectrum
available for comparison were very sparse. Although
the data by Morgan^ are very extensive and are useful
for comparison, these data are compiled as average
value around 1 MeV interval for incident energies.
Hence direct comparison dose not seem to be so meaningfull

especially for data at 5.1- and 6.6-MeV, where (n,nt)

cross section might vary steeply with incident energy.
Nevertheless, allowing these differences, present data

at 60° or 55° and 120° or 110° are in reasonable agree-
ment with Morgan's data at 50° and 126°, in shape
and in magnitude, except those for 15. 4-MeV, where
present data are slightly higher.

In Fig. 4, present results of energy spectra of

secondary neutrons for 6.6-MeV neutrons are compared
with ENDF/B-IV evaluation. In ENDF/B-IV, the energy
spectra of secondary neutrons from (n,nt) and (n,2n)

reaction are expressed by an angle-independent
temperature model. This causes the difficulty in repro-
ducing the structure found in experimental spectra
and the energy-angle correlation.

In Fig. 5, the comparison of experimental spectra
for other incident energies and angles with ENDF/B-IV
evaluation are shown.

Analysis of the neutron spectra

In this section, we discuss the energy spectra
f rom^Li(n,nt) reaction, which plays a leading role for
emission of neutron continuum in the energy region of

present study.
According to Batchelor ^and Hopkins^ the neutron

continuum resulting from ^Li(n,nt) and ^Li(n,nd) reac-
tion present softer spectra compared with phase space
distribution. As well, present results show similar
tendency. The phase space distribution '

P(E)dE = C-E^^2(Emax-E)

10

>

(/> J,

n
E

u
111

(/)

o
o 10

-I—I
1—I—r I

I

En = 6.6 MeV

r I I

9,.= 30

0.5 1.0

NEUTRON ENERGY (MeV)

5.0

Fig. 4, Comparison of experimental spectra for 6.6-MeV
neutrons with the evaluation by ENDF/B-IV.

Solid line are for experimental, and dash lines

are for ENDF/B-IV.

dE (1)
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is compared with experimental spectra after being

transformed into laboratory system. The comparison is

made in Fig. 5.

Scince, the phase space distribution seems to over-
simplify the mechanism, we try an improved fit taking
into account the final state interactions between t and
a particles. According to the data in Ref.lO, for t-a
interaction, we should consider up to f-wave inter-
action. For this purpose, we use the formulae in Ref.ll
and Ref.l2

0j (E) = G' • Kb/Ka • ( |H'

I

p^(E) = C". p-1- sin2(<t>^ +6^ )

where ())^;hard sphere phase shift

6^,-nuclear phase shift
P ^

.-penetrability

The phase shift data for t- a interaction were taken
from Ref.lO. The Pi(E) and P2(E) in eq. (2) show
similar energy dependence with po(E), and for simplifi-
cation, we replace the terms for s-,p- and d-wave
collectively with the phase-space modified by s-wave
Coulomb interaction. Then eq. (2) for s-, p- and d-waves
reduces simply to

P'{E)dE = C" -Cq^ (E) •P(E) dE (3)

where Cq (E) =27rn/ [exp (2iTri) -1]

n =Z .Z / h-v
a t'

It has been shown that eq. (3) is useful expression for
neutron continuum resulting from ^Li{d,n^He) reactions
for low energy deutrons} ^For inclusion of f-wave final
state interaction, the evaluation of trasition matrix
in eq. (2) was necessary. This was made by use of DWBA.

The result of eq. (2) for f-wave was added in appropri-
ate scale to that by eq. (3)

.

The comparison between experimental spectra and
calculated ones are shown in Fig. 5. The experimental
spectra for 5.1- and 6.6-MeV neutrons are fairly well
reproduced by present calculation. For 15.4-MeV data,

the low energy neutrons cannot be reproduced by this
calculation alone. Detailed treatment of p- and d-wave
terms in eq. (2) will lead to better agreement. On the
other hand, as it is seen from Fig. 5, the final state
interaction between a and n also contribute to produce
lower energy neutrons. This spectrum was calculated
based upon the formula given in Ref .14, taking the

level width of ^He into account. By considering a-n
interaction, we can reproduce almost completely the
spectrum by this calculation.

Finally, in Fig. 6, the labolatory angular distri-
butions expected for neutrons which have energy distri-
bution given by eq.(3) in the center of mass system is

compared with experimental data. Isotropic distribution
in the center' of mass system is assumed. For the 5.1-

and 6.5-MeV data, such a simple model reproduces the
data fairly well. However, for 15.4-MeV neutron,
experimental result shows stronger angle dependence,
which will mean the necessity for inclusion of low

energy neutrons.
Refinement of present analysis is interesting

to identify the mechanism of neutron emission, as well

as to know the energy distribution systematics.
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TOTAL CROSS SECTION MEASUREMENTS OF ^Li, '^Li, AND C FROM 3 TO 40 MeV

J. D. Kellie
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This paper describes the measurement of the total neutron cross sections of carbon,
^Li and ''Li from 3 to 40 MeV, using the pulsed beam of the National Bureau of Standards electron
linear accelerator as a source of neutrons. The measured pulse width was approximately 5 ns •

FWHM and the neutron flight path was '^^200 m which gives an intrinsic resolution of '^-150 keV
at the higher energies.

[^Li(n,n), 'Li(n,n), C(n,n), total- cross section, 3-40 MeV, time-of-fl ight]

Introduction

Neutron cross sections covering the energy range up
to 15 or 20 MeV have, until recently, sufficed to cover
the practical energy range of interest for neutronics
calculations. Under development at present, however, is

a high-flux, high energy, neutron source for materials
testing: the Fusion Materials Irradiation Test (EMIT)
Facility^. This machine will produce a significant flux
of neutrons with energies up to '^^40 MeV via the thick
target Li(d,n) reaction. There is thus a need for
higher energy cross section data. These data would be
used directly in transport calculations, as well as to
verify cross section calculations which could then be
used in regions where direct measurements were not
available.

The present paper describes the measurement of the
total neutron cross sections of carbon, ^Li, and ''Li up
to 40 MeV, using the pulsed beam of the National Bureau
of Standards electron linear accelerator as a source of
neutrons. The hydrogen cross section was also measured
since it is known to within '^^7c over most of the energy
range of interest. A comparison between our measured
hydrogen total cross section and the accepted values
provides a convenient way of assessing the accuracy of
the experiment. Since the carbon cross section is well
known below 15 MeV^, it acts as another check on our
measurements, and new values of the carbon cross
section were then obtained at higher energies.

Experimental Procedure

White source neutrons were produced at the NBS
linac time-of-fl ight facility. A pulsed electron beam
of '\^90 MeV energy and 6 pA average current (720 pps
repetition rate) was incident on a composite target of
4.8 mm tungsten and 100 mm beryllium. The measured pulse
width was approximately 5 ns FWHM. The samples were
placed approximately 8 m from the target on a 200 m
flight path. The neutron detector was a 33 cm diameter
x 12.7 cm long NE211* liquid scintillator, viewed by
3 RCA 8854 photomultipl iers. The photomultipl iers were
pulsed off during the y-fash^ to prevent overload and
after-pulsing problems. The time-of-fl ight was measured

* This particular material, and certain other commercial
equipment, instruments, and materials are identified in

this paper in order to adequately specify the experi-
mental procedure. In no case does such identification
imply recommendation or endorsement by the National
Bureau of Standards, nor does it imply that the material
or equipment identified is necessarily the best available
for the purpose.

digitally, using an EG&G Model TDC 100 Time Digitizer,
set up to count no more than one count per machine pulse.

The start pulse for the time digitizer is derived from a

phototube placed near the neutron producing target.
The stop signal is taken from the output of an OR gate,
whose inputs are the photomultipl ier anode discriminators
These discriminators were biased at a proton recoil

energy of '^^1.5 MeV, which is above the tube noise and
much of the gamma background. The background counting
rate was measured during the experiment using a shadow
bar, and amounted to '^0.3% of the open beam counting
rate. The experiment was controlled using a Datacraft
6024 Model 5 computer interfaced to the electronics
via CAMAC.

Since we only counted one count per pulse, the

dead-time correction could be made exactly'*, provided
that the neutron flux remained constant (luring each

"run." Consequently, samples were changed every five

minutes: during any five-minute "run" the neutron flux
was constant to within a few percent. At the end of

each run, the number of start and stop pulses, the

number of analyzed events and the monitor counts from

the run were typed out and stored on magnetic tape.

The time-of-fl ight spectrum accumulated during the run

was corrected for dead-time losses and stored on magnetic
tape. The next sample was then moved into position

using a CAMAC controlled stepping motor.

In the experiment, the region of interest gate

covered the time interval starting 1 usee and ending

9 ysec after the y-fl^sh and spanned a range of neutron
energies from approximately 70 MeV to 2.5 MeV. The

average counting rate in the open spectra was '^'90% of

the start rate, which resulted in a dead-time correction
of a factor of '^2.5 at the lowest energies measured.

Consequently, if the experiment measured the cross

sections accurately at energies down to '^3.0 MeV, it is

reasonable to assume that the dead-time corrections were

being properly applied.

Two monitors were used. First, the electron beam

current on the target was integrated and the total

charge per run recorded. In addition, a BF3 counter

(shielded against the gamma-flash) monitored the neutron
production. The run-to-run ratios of the two monitors
agreed to better than 1% and the electron beam current
was selected to normalize the data. Run lengths were
chosen to obtain comparable statistical precision for
both sample in and sample out.
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Experimental Results Conclusions

A. Hydrogen

The hydrogen sample was polyethelene [(CH2)], cut

from the same material as used for our earlier hydrogen

measurement.^ Analysis at the time indicated that the

ratio of hydrogen to carbon was stoichiometric to within

0.04%. The "n" value (areal density) was 1.9132 atoms/

barn. A sample of high purity carbon, with the same "n"

value as the carbon in the polyethelene, was used in the

"open" beam.

Fig. 1 shows the percent difference between our

measured data and the accepted value for the hydrogen

cross section. For 20 MeV and below our data are

compared to the work by Hopkins and Breit.^ For ease in

computation, above 20 MeV we compare our data to the

parametrization by Binstock.'^ (Although the Binstock
parametrization is only intended to apply at energies

above 25 MeV, sample calculations in the range 22-30 MeV

show that in this region the parameterization differs

from the Hopkins-Breit results by <0.5%)

As can be seen from Fig. 1, our results differ
from the accepted values by <1.5% over the range 3 MeV

to 35 MeV, and are 3% high at 42 MeV. In view of this

good agreement, we consider that our measurements are

probably accurate to within <3% over the range 3 MeV

to 40 MeV.

B. Carbon

The carbon samples were the same as used in our

previous measurement, which went up to 15 MeV. The
samples were pressed graphite, with <0.01% of either

volatile or nonvolatile impurities, and no evidence of

absorption of impurities on exposure to air. X-ray
measurements of the sample showed density fluctuations
were less than 1 percent. The "n" value .9569 atoms/
barn, was carefully chosen to match the n value of the
carbon in the polyethelene sample. Hence, by running

the polyethelene, carbon, and an "open", we obtain the

cross sections for hydrogen and carbon.

Our carbon results are shown in Fig. 2. Detailed

comparison with the ENDF/B-V evaluation shows agreement
within 2%-3% over the range 2.5 MeV-20 MeV. The statis-

tical precision of the data is 1%, or better, between

3 and 20 MeV, and '^.3% at 40 MeV.

C. "=11 and ^Li

The ^Li sample was obtained from Dr. C.A. Uttley of

AERE, Harwell. The sample was lithium metal enriched

to 95% in ^Li, in a container 5.4 cm in diameter by

15.7 cm long and had a '^Li "n" value of .664 atoms/barn.

The '^Li samples were obtained from Los Alamos Scientific

Laboratory. These samples were also in metallic form
and enriched to ^100% ^Li. The containers were 5.3 cm

in diameter with a total length of 21 cm and a total "n"

value of .7862 atoms/barn. Blank containers were
supplied for both samples for the "out" runs. The
lithium results are shown in Figures 3 and 4. The
^Li data have been corrected for the 5% '^Li content of
the samples.

The hydrogen cross section was found to agree to
within 3% of the accepted value over the entire range
of interest, giving confidence in the measurement and
analysis techniques. The carbon results also repro-
duced previous high accuracy measurements below 15 MeV
to better than 3%. We therefore have confidence in our
^Li, '^Li and C measurements up to 40 MeV. This accuracy
of 3% should be sufficient for transport and cross
section calculations for the FMIT facility. All data
presented here are available from the National Nuclear
Data Center at Brookhaven.
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Fig. 1. Percent difference between present results and accepted values of hydrogen cross section. The accepted

values are taken from Hopkins and Breit^ below 20 MeV and from Binstock' above 20 MeV. The experimental
curve was obtained by averaging the data over appropriate energy intervals to reduce statistical fluctua-
tions.
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Fig. 2. The carbon total cross section obtained in this experiment. From 3 to 20 MeV, the statistical precision
is better than 1%, rising to 3% at 40 MeV.
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Fig. 3. The ^Li total cross section obtained in this experiment. The statistical precision is ^^-0.5% at 3 MeV

M% at 20 MeV, and ^3% at 40 MeV.
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Fig. 4. The '^Li total cross section obtained in this experiment. The statistical precision is '^^0.5% at 3 MeV

M% at 20 MeV, and ^3% at 40 MeV.
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A COUPLED CHANNELS MODEL FOR RADIATIVE

CAPTURE OF NUCLEONS BY ^^C.

D. L. Johnsont

IMiversity of Washington
Seattle, Washington 98195 USA

A simple model based upon coupled channels scattering calculations for nucleons on C has
been applied to the corresponding radiative capture reactions. It includes only electric dipole
transitions via direct capture olus capture occurring via intermediate states consisting of only
the 2+ first excited state of ^^C coupled to a nucleon in the s,d shell. It is shovm that the
shape and magnitude of measured excitation functions of the ^^C(p,y^) and CCY.n^) reactions
are largely reproduced for excitation energies up to about 10 MeV. Furthermore, it is shown
that the excitation functions are strongly affected by competition and interference between
direct capture and the indirect modes. Angular distribution data is also fairly well reproduced
by the model. Inplications of the success of the model will be discussed.

[Nuclear reactions, '^C(p,Yq)-'-^, <3a(E ,Q)/dn E <9 MeV, -'•^C(Y,n )^^C, da(E ,e)/dn, E <10 MeV,

coupled channels model calculation, comparison to experimental §ata] ^ ^

Introduction

There is a continuing need for development of
simple nuclear models that can be applied to the under-
standing, prediction, and evaluation of nuclear reac-
tion data. Here the interest was primarily in explain-
ing data on the capture of low energy nucleons by 12c.

For applied purposes, data on neutron capture by
12c can be useful because, for example, (1) carbon is

used in fission and fusion reactors, (2) carbon is a

standard for neutron cross section measurements, (3)

carbon is used in organic neutron detectors , and (4)

the l^CfY.n) reaction provides a neutron source that
must be considered under certain circumstances. Proton
capture data may be useful for example in astrophysics.

A simple model was applied to describe the radia-

tive capture of either neutrons or protons that was
based upon coupled channels calculations which had
previously been used to describe their scattering by
12c. The model was very successful as will be shown
and explained several conplex features of experimental
data.

It was somewhat surprising to see such good agree-

ment however. Despite the successful application of
the coupled channels approach to scattering, it was

by no means clear that it should work as well for rad-
iative capture. For example, weak configurations
in the continuum wave functions that are neglected in

the sinple model might have a profound effect upon
capture. The most important of these neglected con-

figurations was expected to be that involving the giant
dipole resonance of the target nucleus coupled to a

single nucleon, such as is included in the so-called
direct- semi -direct (DSD) capture model (Ref. 1).

12
The relevant structure of C and mass 13 nuclei

will be discussed. Then the data relating to capture
will be described and following that, the model and
its results. Finally, implications of the model will
be discussed.

Relevant levels of C and A=13 Nuclei

12
Radiative capture of a nucleon by C leads to

either of the mirror nuclei l^c or 13^. The low energy
levels of these nuclei are shown in Figure 1. Shoivn

on either side are the energy levels of 12c to which
each of the compound systems can decay by emission of

a nucleon. Also shown are the laboratory energy scales
for incident neutrons or protons which correspond to
a given excitation energy in the compound system or
to the threshold for inelastic scattering to a level
in 12c.
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Fig. 1. Low energy level structure of A = 13 nuclei.

The proton capture reaction can be described
entirely by radiative transitions to the ground state

since all other states are unbound to proton decay

and therefore cascade transitions cannot contribute
significantly. Neutron capture can involve transitions

to the three bound excited states shown, however, most
of the applicable data is actually for the inverse

"'"^CfY,n) reaction which involves only the ground state

of 1-^C. The cross section for the 13c(Y,n )12c reac-
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tion is easily,related by detailed balance to that of
the 12c(n,Y )•'• C reaction. One expects a great deal

of similari?y in the two capture reactions because of

the high degree of symmetry between the mirror nuclei.

The primary interest will be in neutron capture
for incident energies less than ~ 5 MeV(E < 9.4MeV)

and proton capture for energies less than^~8 MeV
because only elastic scattering and inelastic scatter-

ing to the 2+ first excited state of l^C, and radia-

tive capture reactions are possible. Furthermore,
below about lOMeV in excitation, in mass 13, the

structure of the positive parity states is very simple
and well understood.

Detailed shell model calculations (ref . 2) have
confirmed that below ~ 10 MeV the positive parity
states are composed almost entirely of the 0+ and
2+ states weakly coupled to single s,d shell nucleons,
however, some mixing of configurations occurs and the

l/2+,3/2+, 5/2+, and 9/2+ states from the (2+ 0
'^^Jt)

configuration that would normally occur at ~ 8 MeV
are pushed to energies greater than 10 MeV.

Capture and Photonuclear Data

There have been several measurements of the cap-
ture reaction for protons less than ~3 MeV, but only
one measurement is known for the range of ~3 to 9 MeV.

(Ref. 3) . Figure 2 shows measured excitation functions
at 90° for both the (p,Y ) and the (p,p'Y) (4.44^'feV)

reactions

.

3.0

^ 2.(

o
O
2i

bicj
o|T3

ppo
ojI>j
yiO> CD

4 5 6

Ep(MeV)

Fig. 2. Nfeasured excitation functions of the differ-
ential cross-section at 90°. Lines are to
guide the eye and are not based on theory.

a) The -'-^C(pp'Y)-'-^C*(4.44 MeV) reaction.

b) The '^C(p,Yq)"'"^ reaction,
references 3, 4, and 5.

Data from

ance effects are in fact seen that correspond to the
1/2+ state at 2.366 MeV and the 3/2+ state at 6.898
MeV in 13;^_ Surorisin^ly, a minimum is seen near the
only other possible El candidate, the broad 3/2+ state
at -7.9 MeV. A strong resonance is seen in the in-

elastic scattering at the lower 3/2+ state indicating
that the capture reaction might also have effects
associated with excitation of the 2+ state. The only
other capture resonances correspond to the first 3/2-

state at 3.509 MeV and the first 1/2- state at 8.52
MeV. Both of these resonances involve predominantly
Ml transitions. The other compound states are not
expected to be significant in capture because they
would correspond to Ml multipolarity or higher and
are in general rather narrow.

Since a significant capture cross -section was
observed between resonances

,
(in particular in the

wide space between ~ 3.5 to ~ 6.4 MeV in excitation),
an important direct capture contribution was suggest-
ed. For direct capture. El radiation should predomi-
nate over higher multipoles. Thus it appears that
aside from the two Ml resonances, the excitation
function for capture of protons less than ~ 9 MeV
is associated with El radiation via direct and reson-
ant mechanisms.

There have been several measurements of the
l^C(Y,n) reaction at low energies. The most detailed
data available at the time of this work was that of
Bertozzi et al,(Ref. 6) whiqh is shown in Figure 3.

Note that the excitation function at 77° is quite
similar in shape to the (p,Y ) excitation function
at 90°. °
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Fig. 3. I^asured excitation functions of the
13 12

C(Y,n^) C reaction. Data are taken

from Bertozzi etal . (Ref. 6)

.

For the capture reaction data, one would expect
El transitions to be very prominent. These would
involve only 1/2+ or 3/2+ states in the compound sys-
tem decaying to the 1/2 -ground state. Strong reson-
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The data of Bertozzi et al, were quite useful for

the theoretical comparisons to be discussed. It was

known that El capture or photoemission involving the

ground state has an angular distribution that can be

described with only two terms in a Legendre expansion.

da (6) = (1 + a^P.Ccose) )m °
(1)

Therefore it was possible to solve for the total

cross section (4ttA ) and the coefficient at each

energy in the exci?ation function where measurements

at the two angles were made. Near the Ml resonance

at ~9 MeV, there can be an additional a,P.j_(cose) term

in the angular distribution due to El/Ml interference.

Hence, this procedure was not used for energies near

the 9 MeV resonance.

The Capture Model

The capture model is briefly outlined here,

details may be found in Ref. 3. The cross section

for radiative capture from a continuum state to a

bound state is proportional to the square of the

electromagnetic matrix element between the initial

continuum wave function and the final bound state

wave function.

Here the electric dipole operator was used and

wave functions for only the 1/2+ and 3/2+ incident

channels were needed.

The initial continuum wave functions were pro-

vided by solution of a coupled channels optical

model calculation of the scattering of nucleons by

12c.

The incident wave function corresponding to the

J'^=3/2+ channel can be written in the following short

hand notation which represents the presence of excit-

ed core states.

^^(3/2^) = (O'^dy^)^/^* + (2+®Si/2)2/2^ +

(2^®d5/2)^/2+ , (2-^d3/2)2/2^

For each configuration in the expansion, the coupled
nucleon has a different radial wave function which
varies with the incident energy. The expansion for
the 1/2"^ incident channel is analogous.

The coupled- channels scattering calculations of
Mikoshiba, Tanifuji, and Terasawa (Ref. 7) have been
reproduced in this work in order to generate the con-
tinuum wave functions. Their view was that the O"*"

and 2'^ states were the lowest states in the ground
state rotational band of an oblate deformed ^^C
nucleus. (3 = -0.5). Excitation of the 2* state was
treated phenomenologically via an interaction of the
incident nucleon with the non- spherical part of a

deformed oblate optical potential. A great deal of
effort was made by Mikoshiba, et al., to reproduce
the excitation functions of proton elastic and inelas-
tic scattering cross sections and to give the correct
locations for positive parity resonances below about
10 MeV in l-^N. In order to fit the resonant states,
the real optical potential describing the interaction
of a nucleon with ^^C was allowed to depend slightly
upon the nucleon energy. In addition, a spin orbit
potential and very weak spin-spin and (£2) orbital
angular momentum dependent interactions were incor-
porated. " No imaginar)' potential was used because all
scattering channels were explicitly included. The
scattering of neutrons by l^C was then described us-
ing the same potential , after removing the coulomb
+em.

The — ^ function of the ground state of either
l^N or 13c must be expanded in the same weak coupling
form as the incident wave function for use in capture
calculations. It has been shown (Ref. 8) that the
ground state expansion includes many l^C core states
coupled to p-shell nucleons. The largest configura-
tions involve the 0* ground state, 2+ states at 4.44
and 16.1 MeV, and 1+ states at 12.7 and 15.1 MeV.
However, only configurations involving the 0'*' and 2

first excited states coupled to p-shell nucleons can
couple via El radiation to the simple continuum wave
functions that have been considered. The important
parts of the ground state wave function can be written
as

^fil/2') = 6^(0+0 ^2^^"® ^3/2^'^^^ *

(3)

Here G, and 62 are expansion coefficients which are
related to the spectroscopic factor for each configiconfigur-
ation.

The radial wave functions for each of the bound
configurations were calculated using a Woods-Saxon
form and a spin orbit term. The same radius , diffuse-
ness,spin orbit, and coulomb potential parameters were
used as for the coupled channels scattering calcula-
tions, however, the depth of the potential was adjus-
ted to reproduce the binding energy of a single
nucleon for each configuration. The binding energy
of a nucleon coupled to the 2''" state was taken to be
4.44 MeV more than the normal ground state binding
energy

.

The expansion parameters of the ground state wave
function were taken from spectroscopic factors calcu-
lated by Cohen and Kurath (Ref. 8) , whose results

have been shown to be in good agreement with a wide
variety of experimental data for p-shell nuclei.

The values were 0, = 0.783 and = 1.059, hence the
probabilities for each configuration were comparable.

An example of the radiative capture mechanism is

shown schematically in Figure 4. Here one sees a

"^3/2 P'"'-'^™ incident upon the 0'*' target. After
collision, a compound system is formed with a wave
function as in equation 2. Each of the configurations
in the compound system can radiate via El single par-
ticle transitions to a configuration in the 1/2
ground state with the core states of 1 C acting only
as spectators. Direct capture takes place via radia-
tive decay of the d^ nucleon to a bound p^ /o orbi-
tal. A similar process occurs for capture
1/2''' incident channel.

Ua the

INCIDENT STATE

BEFORE COLLISION

GROUND STATE

AFTER COLLISION

0*»,d3/ 2+»Si, 2+«d5/ 2*«d3/

"n ground state V7,) -t>

El

Single-particle
gamma- ray

transitions

12 13
Fig. 4. Schematic diagram of the C(P»Yq) N

reaction involving coupled-channels capture
via excitation of the 2* first excited state
of 12c. Incident channel is J^r = 3/2"*".
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It can be shown that the cross section for El

capture to the ground state can be written as

3fT

+ 2M
3/2

''1

(4)

where ^/2* ^3/2* reduced matrix elements

for El transitions via either the 1/2"'' or 3/2'*' inci-

dent channels, Ky is the photon wave number, and Vj
is the relative velocity of the incident nucleon
and the target. Furthermore, because of the wave
functions, each matrix element is expressed as the sum
of several coherent contributions as in Figure 4. For

the 3/2 channel, the matrix element can be written
as

3/2
= ^3/2+|ElI 1/2"^= 0iAi+ 02A2+ 02A3+02A^ (5)

(6)

where 0i and 02 are the ground state expansion para-
meters and the A's are partial amplitudes for each of
the El single particle transitions in Figure 4. For

example, Ai* = ^2"*® s^^2 |E1
| 2'^§)P2y'2"^

Interference effects may be expected between the tran-

sitions contributing to each of the reduced matrix
elements

.

The angular dependence was also calculated for
both capture and photonuclear reactions. For pure
El capture, the angular distribution has the form
shown in equation 1. The a2 coefficient can be ex-

pressed as a2=2ReCMy2 *^3/2^ ' "^3/2^

This coefficient is sensitive to the ratio of capture
proceeding via either the 1/2'*' or 3/2''" incident
channels. The first term in the numerator is related
to El/El interference between transitions via the
two incident channels. If one ignores this term then
the a2 coefficient is bounded between a2= 0.0 (isoto-
pic) for capture solely via 1/2"*' 1/2 " transitions
and a2 ="0.5 for capture solely via 3/2''' ^ 1/2" tran-
sitions. The effect of the interference term could
give an a2 coefficient outside these limits.

Results

Calculations of the radiative capture cross
section were made for protons up to 9 MeV and for
neutrons up to 6 MeV using the model described above.
The results for proton capture evaluated at 90° are
compared to the experimental data between 2 . 7 and
9 MeV in Figure 5. The agreement is excellent except
for the two Ml resonances shown in Figure 2, which
are not included in the model resonance. The para-
meters used in the model appear to be near optimal.
Some studies of the sensitivity to these parameters
have been done but will not be presented here.

Results of calculations of the neutron capture
cross section are shown in Figure 6. The shape is

quite similar to that for proton capture, as expected,
except for the low energy (p.y) resonances that can-
not occur in neutron capture.

The results of calculations of the (Y»n ) cross
section are compared to a sampling of experimental
data in Figure 7. Agreement is not quite as good as
for the p,Y reaction, however, it is believed that
small changes in the model would give excellent agree-
ment.

To examine what determines the shape of the cal-
culated cross section, the contributions from each of
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Fig. 5.

Fig. 6.
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12 13
C(p,Yq) N reaction. Comparison of calcu-

lated and measured excitation function at 90^

Data from 2.7 to 9 MeV only (Ref. 3).

+ 50r

.0
i.

12 13
C(n,Y ) C reaction. Calculated cross

section? for 1/2"*" and 3/2"*" incident channels.

13 12
Fig. 7. C(Y,n ) C reaction. Comparison of calcu-

lated and measured cross-sections.

the transitions involved in the 3/2"*" incident channel
are shown separately in Figure 8 along with interfer-
ence effects. The total contribution from capture via
the 1/2'*' incident channel is also shown but is small
except for the low energy resonance which is predom-
inantly direct capture via an s, ,2 ^ ^1/2 transition.
Cross sections for capture via tne transitions shown
in Figure 4 are labeled 1 to 4. Curves labeled by
two numbers correspond to the effects of interference
between two transition channels.

The direct capture contribution (channel 1) is

seen as a broad resonance centered near a proton energy
where one expects a potential scattering resonance in

the elastic d2,2channel. However, a strong dip is

seen in this contribution due to competition effects
~ con-

note that
associated with a resonance in the (2"*"

?3 s

figuration of the incident wave function.
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.

the direct capture contribution is not at all like ex-
perimental observations.

Capture that proceeds via the inelastic configura-
tions has a profound effect upon the shape and magni-
tude of the excitation function. For example, the
strong interference minimum seen for protons of -5.3
MeV is caused by interference between direct capture
and capture via the (2+ 0 ^1/2^ ® "^3/2^
transition (channel 4). Also, the broad minimum for
protons of ~ 7 MeV is due mainly to interferei^ce
between direct capture and the (2'*"

(?) "^(2"^®

^3/2-'"'^ transition (channel 2). Furthermore, the

rise in cross section at higher energies is caused pre-
dominantly by capture via the (2"^0dp -^(2"'g|p^

transition (channel 2) plus constructive inter
between it and the other inelastic capture channels.
At the lowest energies, the direct mechanism dominates
as might be expected.

ferences

The a2 coefficient of the angular distribution
was calculated for both the (p,Y ) and (Y,n ) reactions.
The results are compared in Figure 9 to the°values
derived from the (Yj^o) data of Bertozzi, et al.(Ref.6)
described earlier. Note that the a^ coefficient varies
significantly with energy, indicating the changes in

the ratio of transitions via the 1/2+ continuum channel

compared to the 3/2+ channel. Since the coeffi-
cient exceeds the limits of 0 and -0.5 described ear-
lier, it reflects the interference between the two El

modes. The calculated a2 coefficient is considered
to be in fairly good agreement with the experimental
data which are of unknown quality.

- i.oLii

6 7

Ey(MeV)

13 12
Fig. 9. C(Y,n ) C reaction. Comparison of calcu-

lated a2 coefficient to experimental results.

Discussion

Considering the complexity of the competion and
interference effects , it is surprising that the shape
and magnitude of the experimental data are so well re-

produced. It is apparent that the coupled channels
calculations of Mikoshiba, et al. (Ref . 7) provide an
excellent description of the important continuum wave
functions.

The success of the model seems to imply that weak
configurations in the continuum wave functions that
were neglected are not important for capture at these
low energies. One might expect a small probability
for configurations such as (I'^'^s^.j) 3/2^ in the con-

tinuum wave function where the 1* state is either the
12.71 MeV (T=0) or the 15.1 MeV (T=l). Such config-

urations could radiate to the ground state via El
single particle transitions just like the ones con-

sidered. However, one would not expect such configur-
ations to become important until higher energies in

the weak coupling view. Furthermore, the transition
amplitudes would tend to be small because of the deep
binding of the nucleon coupled to the highly excited
core state in the ground state configuration.

A more important configuration for El capture
might be expected from a configuration in the compound
system having the giant dipole resonance of ^ C coup-

led to a p-shell nucleon (e.g. (I'Sp^/o) )• Such

a configuration could radiate strongly to the ground
state because of collective El enhancement even when
only a small admixture is present in the compound
system. It is explicitly included in the so-called
DSD model (Ref. 1) . It can be shown that at low ener-

gies, the effects of the coupled channels mechanism
are dominant over the DSD mechanism because of a large

overlap of radial wave functions external to the com-

pound system which does not occur for the DSD mechan-
ism.

Another way of viewing the simple mechanism des-

cribed is from the point of view of photonuclear re-

actions. It is well known that for light nuclei away
from closed shells, there is considerable El strength
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below the main dipole states at ~ 20 MeV. The broad
pygmy resonance in mass 13 nuclei at - 13 MeV is a

good example of this effect. Note that the model des-

cribed here predicts the lower part of the pygmy
resonance to be associated primarily with the

(Z* 0 ^S/t)^^^*
configuration in the continuum.

One would therefore expect that capture involv-
ing low lying excited target states might be applic-
able at low energies for other light targets that

do not lead to closed shells. For example, the

1^0(Y,n) reaction at low energy (Ref. 11) shows
effects very similar to those seen here including a

significant resonant dip that might be explained as

the effect of competition or interference between
modes involving various core states. Note that a

similar coupled channels model was developed by Buck
and Hill (Ref. 12) to treat photonuclear reactions
on closed shell nuclei. Some success was obtained
for A significant difference was that here a
conplex wave function was used for the ground state.

The model described here has similarities to the

valence model (Ref. 13) in that a significant portion
of the capture occurs via the direct transition and
is correlated with the nucleon width. It is also
similar to the DSD model (1) in that core excited
states are involved, however, here the coupled
single nucleons decay rather than the core state.

It is also similar to a compound nuclear mechanism
in which only the first stage of core excitation is

involved. Note that resonances such as the first

1/2 state in l-^N have been treated as compound nuc-
lear effects (Ref. 14) with an underlying direct
component, however, in the present model it is pre-
dominantly a direct capture resonance.
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EVALUATION OF ^^Ua FOR ENDF/B-V

D. C. Larson
Oak Ridge National Laboratory

Oak Ridge, Tennessee 37830, USA

Version V of the Evaluated Nuclear Data File (ENDF) for sodium is described. Major
changes have been made in the total, capture, inelastic scattering and (n,2n) cross
sections, as well as the elastic scattering angular distributions and gamma-ray-production
files. ENDF/B-IV and V and compared where major changes were incorporated. New measure-
ments needed to fill data gaps or resolve discrepancies among existing data sets are
discussed.

[Sodium, evaluation, cross sections, neutrons]

Introduction

Since sodium is the proposed coolant in most fast
breeder reactors, as well as in some conceptual fusion
device designs, a precise description of sodium cross
sections appropriate for technological applications is

necessary. The purpose of this paper is to provide a

brief summary of the cross sections included in the
latest version of the Evaluated Nuclear Data File,
ENDF/B-V, material number (MAT) 1311.1 qpqss sections
are provided there for all major neutron-induced reac-
tions from 10'^ eV to 20 MeV. The last major update
of this evaluation was done by T. A. Pitterle and
N. C. Paik2 for ENDF/B-III in 1971. The energy range
was extended to 20 MeV for ENDF/B-IV in 1974, with no
other changes. Since 1971, much new experimental data
for sodium has become available, and advances have been
made in nuclear model theory. Utilizing this new
information, nearly all of the cross sections were
changed for ENDF/B-V. In this paper we will outline
the major changes, and compare them graphically with
cross sections from ENDF/B-IV.

Total Cross Section

Three significant new measurements are available
for the neutron total cross section. The transmission
data and accompanying analysis of Seltzer and Firk^
provide a good description of the important resonance
at 2.805 keV. Their R-matrix analysis of this reso-
nance yielded values of J=l for the spin and a r^^ value
of 0.376 keV. These results have been used in Version
V; Version IV had values of E„=2.85 keV and r =0.410
keV. ^ "

The thick sample measurements of Brown et al.^ at
RPI provide useful results near deep minima. Since
sodium is present in large amounts in an LMFBR, it acts
as a shielding material as well as the coolant. This
requires accurate cross section values in the minima of

s-wave resonances, where the neutrons most readily leak
out. The third measurement which heavily impacts the

evaluation for ENDF/B-V is the measurement of Larson,
Harvey and Hill^ in which the total cross section from
32 keV to 32 MeV was measured. This measurement has
better energy resolution than any other available data,
and a multilevel analysis of these data was used to

extend the upper limit of the resolved resonance region
from 160 keV in Version IV to 500 keV for Version V.

Resonance energies and neutron widths obtained from
fitting these data with the code SIOB^ are presented in

Table 1. In addition, the cross sections from this
measurement are on the average 3-5% lower than ENDF/B-
IV, resulting in improved agreement with a shielding
benchmark measurement'' of neutron transmission through
thick slabs of sodium. Figure 1 compares the ORNL
data, the multilevel fit used in Version V, and the
ENDF/B-IV evaluation for the energy region from 190 to

270 keV. This energy range underwent the largest
change from Version IV to V. Figure 2 shows the region
around the 300-keV s-wave resonance. The RPI"* and ORNL^
data are in good agreement in the minimum, and show

that the minimum is both deeper and broader than given
in Version IV. We also note the p-wave resonance on

top of the s-wave resonance peak. This is the first
observation of this resonance, and shows that the 300-

keV s-wave resonance, which has been considered^ for
energy calibration purposes, is actually a doublet.

Capture Cross Section

Two new measurements are available for capture
cross sections. The measurement and analysis of cap-
ture in the 2.805-keV resonance by Wilson, Jackson, and
Thomas^ of ANL indicate that is in the range 0.24 eV

£ Ty <^ 0.40 eV. Preliminary analysis by Macklin^" of

the capture data of Musgrove, Allen and Macklin^i at
ORNL provide a value of = 0.385 ± 0.040 eV. These
measurements are consistent with Ty = 0.353 eV, which
gives the measured thermal capture value of Ryves^^ of
528 mb. Thus for Version V, for the 2.805-keV
resonance was changed from 0.4/ eV to 0.353 eV. Ty

values for the remainder nf the capture resonances up

to 500 keV were obtained from the capture areas of

Musgrove, Allen and Macklin,ii and the neutron widths
and values were obtained from the multilevel
analysis of the ORNL transmission data. The r,, reso-

nance parameters used in the Version V evaluation are
presented in Table 1

.

Inelastic Scattering Cross Sections

Up to an incident neutron energy of 4 MeV, there

is much experimental data available describing inelas-

tic scattering to the first excited level at 440
keV.i^"^^ Most of these are low energy-resolution
measurements, in which either the scattered neutron or
resulting gamma ray are detected. Two high resolution
measurements are available^^'^^ which show much reso-

nance structure in this cross section. This structure
explains why many of the low resolution measurements
are in apparent disagreement, since they have differing
energy resolution, and a small error in energy calibra-
tion can cause a significant change in cross section,

dependent on the nearby resonance structure. Evalua-

tion of this cross section from threshold to 2.4 MeV

waj done by binning the available data into energy bins

ranging from 100 keV to 500 keV, obtaining an energy
averaged cross section, vjeighted heavily by the recent
measurement of D. L. Smith^i at ANL, and renormal izing

the high resolution data sets to agree with the average

The energy averaged cross sections agree in shape, with

the exception of the data of Donati et al.^^ where the

data are shifted -^^125 keV too high in energy, and the

ENDF/B-IV evaluation, based on Ref. 23, which was too

large between 1.0 and 1.4 MeV. However, there was a

serious problem with normalization between the various

data sets, the largest difference being ^25% around

1.1 MeV. The problem was resolved by taking the high

resolution excitation function measured by Larson and

Morgan!^ (which agreed well in shape with other data

sets during the various averaging procedures) and
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renormal izing its measured values downward by 8% (with-

in the stated uncertainty of ±10%) to agree with the

nominal value obtained from averaging the other meas-

urements. This procedure provides the values for the

evaluation of this cross section from 0.440 MeV to 2.4

MeV. From 2.4 MeV to 4.5 MeV, data of Donati et al.,^^

Fasoli et al.,^^ and Day^^ were utilized, with the data

of Donati et al.^'^ shifted down in energy by 125 keV to

agree in shape with other measurements. From 4.5 to

20 MeV, the data of Refs. 24-28 were used, with the

neutron inelastic scattering cross sections extracted
from Dickens data by subtracting the feeding of the

440-keV level using his measured cross sections. At

17.5 MeV, the (p,p') data of Crawley et al.^^ were used

to estimate the cross section for the 440-keV level,

and DWBA calculations, assuming a deformation parameter

B=0.1 were used for extrapolation of the cross section

to 20 MeV. Figure 3 shows the available data, together

with Version IV and V evaluations, from threshold to

2 MeV.

Evaluation of inelastic scattering to the higher

excited levels was done in a manner similar to the

evaluation of the 440-keV level, but no high resolution

data were available. The majority of the available
data were provided by the measurements of Donati,

(again corrected for the energy shift observed in the

440-keV data), Kinney and Perey,^^ and Dickens.

Nuclear model calculations, utilizing the TNG^^ code

which included precompound effects, were also employed.

For excitation energies Ex ^ 5.1 MeV, no experimental

data were available, and the inelastic scattering was

lumped into the continuum. Values for the continuum
cross section were taken from the TNG model calculation,

which included competition with the (n,p), (n,a), and

(n,2n) reactions.

(n,2n) Cross Section

The (n,2n) cross section, with a threshold at

12.96 MeV, is more important for fusion than fission

devices. The resulting nucleus, ^2^3, is radioactive
with a half-life of 2.61 years, and could present

troublesome maintenance problems where sodium is pre-

sent. Evaluation of this cross section has been diffi-

cult because three of the four major data sets^°"^^
differ significantly as shown in Fig. 4. For ENDF/B-IV

the evaluation was taken from Version III (which had an

upper limit of 15 MeV) and extended to 20 MeV by

arbitrarily scaling the 15-MeV cross section by the

ratio of atotal(20 MeV)/o|;otal ^ MeV). This gives
rise to the strange shape for Version IV. For Version

V, we performed extensive model calculations utilizing
the advanced model code TNG to provide consistency
checks among cross sections for the various reactions.

Neutron optical model parameters were obtained from an

optical model analysis of nine sets^^'^'*'^^'^^ of elas-
tic scattering data from 4 to 14 MeV, and the neutron
total cross section.^ Proton^^ and alpha^^ particle
parameters were taken from the literature, with the

strengths slightly adjusted to reproduce the (n,p) and

(n,a) reactions at low neutron energies. Level density
parameters were taken from Gilbert and Cameron, and
adjusted to reproduce experimental level density infor-
mation. The compilation of Endt and Van der Leun^^ was
used to obtain spins, parities and branching ratio in-

formation. The code TNG includes effects of precom-
pound processes as well as angular momentum conserva-
tion, and allows competition between binary and ter-

tiary reactions. Experimental data reproduced by these
calculations include inelastic scattering to levels up

to 5.8 MeV excitation in ^^Ha, (n,p) and (n.py) activa-
tion data, (n,a) and (n.ay) activation data, a gamma-
ray-production measurement for neutron energies from
400 keV to 20 MeV,^^ and a neutron production measure-
ment at 14.6 MeV. 39 Results of these calculations,
compared with experimental data, will be found in

Ref. 40. The results of these calculations, fixed by

the requirement of reproducing the previously mentioned
reactions, are in agreement with the (n,2n) data set of

Liskien and Paulsen, ^^j^^ 95 shown in Fig. 4. With the

present nuclear model code used, it is not possible to

reduce the calculated (n,2n) cross section to agree
with the other measurements of this cross section, and
still retain acceptable cross sections for the other
reactions. In view of the discrepant experimental
information, the evaluation of the (n,2n) cross section
for Version V utilized the results of model calcula-
tions, and is shown in Fig. 4.

Elastic Scattering Angular Distributions

Based on new experimental information, the elastic
scattering angular distribution file was extensively
changed from 500 keV to 2 MeV. In a high resolution
experiment, Kinney and Perey^^ from ORNL measured the
elastic scattering in 1-keV steps from 500 keV to 2 MeV
at five angles, and observed much more structure in the

angular distribution than previously seen in lower
resolution work. Since a maximum of 500 energies is

allowed to represent angular distribution data, the
data were thinned, using a code from LASL.'*^ the

criteria chosen for thinning the data were that from
one energy to the next, the maximum RMS deviation
allowed was 15%, and the maximum angle-to-angle varia-
tion allowed was 25%. This reduced the 1500 measured
angular distributions from 500 keV to 2 MeV to 473,

while retaining the significant structure. Figure 5

shows the thinned Legendre coefficients for a-^, a2 and
a3, along with the Version IV coefficients. In Version
IV, an excessive number of coefficients were used to

describe the data (e.g., nine coefficients at 30 keV).

For Version V, we refit the Version IV evaluation from
10'5 eV to 500 keV, using the minimum number of coeffi-
cients needed to adequately describe the angular dis-
tributions. From 4 MeV to 14 MeV, the data of Refs. 22,

24, 27 and 28 were fit with Legendre coefficients and
put in the evaluation. From 14 to 20 MeV, results of
optical model calculations using parameters obtained
from fitting the measured data from 4 to 14 MeV were
used for the evaluation.

Gamma-Ray-Production Cross Sections

Gamma-ray-production cross sections resulting from
interaction of neutrons with sodium were revised for
Version V, based on new experimental data. For Version
IV the gamma-ray production was generated from the cross
sections for neutron inelastic scattering together with
the appropriate branching ratios. For incident neutron
energies greater than 8 MeV, the cross sections were
represented by continuum distributions taken from the
1967 evaluation of Garrison and Drake. The use
of branching ratios caused difficulties for some of the
processing codes. In particular, for the case of
sodium prior to December 1977, the LAPHNGAS code at
ORNL produced processed libraries containing zero
values for the gamma-ray production for incident neu-
trons between 8 and 9 MeV. For these reasons, and
because of discrepancies between ENDF/B-IV and a bench-
mark gamma-ray-production measurement, we felt a new
evaluation was needed. A number of new measurements of
gamma-ray-production cross sections for individual
gamma rays at discrete incident neutron energies up to

8 MeV were available. Also, a sodium (n,XY) measure-
ment^^ covering the neutron energy range from 400 keV to

20 MeV, and gamma energies from 350 keV to 10.6 MeV, was
available. The production cross sections for the dis-
crete gamma rays were compared with the results of the
(n,XY) measurement and generally found to be in agree-
ment within experimental uncertainties. Since the

(n,XY) measurement covered the complete energy range
required in ENDF, these data were used directly in the
Version V gamma-production file. There is good average
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agreement between Version IV and Version V for all

gamma rays produced by neutrons up to an incident neu-
tron energy of 8 MeV. For higher incident neutron
energies. Version V has significantly more structure in

the gamma spectra, and larger cross sections for pro-
duction of gamma rays. Figures 6 and 7 show a compari-
son of the data used for Version V with the Version IV

evaluation.

Cross Section Uncertainties

Version V of ENDF/B for sodium also contains esti-
mates of uncertainties for the cross sections. Uncer-
tainties are given for the resonance parameters, and
the total, elastic, nonelastic, inelastic, (n,2n),

(n,Y)> (n,d), (n,p) and (n,ct) cross sections. The
results given in these files are estimates of one
standard deviation based on the spread of the different
data sets for a given reaction, and a "best guess" in

cases where there are not enough measurements to obtain
an estimate in their spread.

Summary and Conclusions

In summary, significant changes have been made in

the total cross section for ENDF/B-V, including the
important 2.805-keV resonance, and the resolved reso-
nance region has been extended from 160 keV to 500 keV,

based on a multilevel analysis of new experimental
results. The capture rross section has also benefited
from new data and has been extensively revised up to

500 keV. Inelastic scattering has been lowered for the

440-keV level by 5-15% from threshold to 2.4 MeV, and

modified from 2.4 to 20 MeV. Changes have also been
made, based on new experimental data and model calcula-
tions, for other inelastic scattering cross sections up

to an excitation energy of 5.8 MeV. The (n,2n) cross
section has been increased (by a factor of ^^2 at 16 MeV
and '^4 at 20 MeV) based on results of extensive model
calculations. The elastic scattering angular distribu-
tion file has been extensively modified from 500 keV to

2 MeV, in particular there is much more structure in

the Legendre coefficients. Gamma-ray production has

been significantly changed for incident neutron ener-
gies above 8 MeV, and uncertainties are included for
all of the cross sections except the angular and energy
distributions and gamma-ray production.

Further measurements would be useful for both r^,

and of the 2.81-keV resonance, inelastic scattering
for incident neutron energies above 8 MeV to all levels,
and from threshold to 20 MeV for the 440-keV level.

New data are needed to resolve the (n,2n) cross section
discrepancy, and new (n,aY) activation measurements
from 8-20 MeV are needed. Finally, more detailed dis-

cussions of experimental uncertainties and correlations
in measurements are desperately needed in order to pro-

vide a basis for deriving meaningful uncertainty files

in future evaluations.
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143.13 16.5 7.10 0 1 448.82 7026 3.52 2 2

190.06 18.2 9.30 0 2 538.57* 62770 10.14 1 0

201.15 4925 2.94 1 1 598.0* 25800 1 1

214.30 14280 4.64 0 1 697.0* 60000 4 2

236.71 65.2 1.59 2 2 727.0* 45000 3 1

239.05 5349 1 .20 2 1 780.0* 44000 4 2

242.97 328 1 .50 1 0

m ORNL

— ENDF/B-IV

— ENDF/8-V

.1900 .2000 -ZIOO .2ZO0 -2300 .2400 .2500 .2800

En (MeVl

Fig. 1. A comparison among the data of Ref. 5, the
ENDF/B-IV evaluation, and version V. The difference
file in version V (data minus multilevel fit) is less
than 5% over this energy region.
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+ "rpu

X RPI2

— ENOF/B-IV
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O
CD

CO

CO

to

O
L
LJ

.2300 . 2320 .2940 . 2360 .2380 . 3000 .a020

En (neV)

Fig. 2. A comparison among the data of Refs. 4 and 5,

and versions IV and V of ENDF/B. RPIl and RPI2 refer
to two different sample thicknesses used in their meas-
urement. This is the first reported observation of the
narrow resonance at 299 keV in a transmission measure-
ment.

X)
e

u

CO

*0utside resolved resonance region, but included in evaluation for long-range effects.

En (MeV)

Fig. 3. A comparison of the data base for inelastic

scattering from the 440-keV level with ENDF/B-IV and -V.

Version IV was based on the data of Ref. 23.
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Fig. 4. A comparison of the data base for the (n,2n)
reaction with ENDF/B-IV and -V. The version V cross
section is based on results of extensive model calcu-
lations.
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Fig. 5. A comparison of the first three Legendre
coefficients, as measured by Ref. 41, with ENDF/B-IV
and -V.
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En = 3.50 to 4.00 MeV

— ENDF/B-IV
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)

Fig. 6. A comparison of the (n,XY) measurement of Ref
18 with ENDF/B-IV. These experimental results were
appropriately binned and used directly in version V.
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En = 8.00 to 9.00 MeV
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)

Fig. 7. A comparison of the (n,XY) measurement of

Ref. 18 with ENDF/B-IV. The large cross section

around E^ = 6 MeV in version IV results from
assumptions about branching ratios for levels from

E^ = 5.9 to 7.8 MeV in 23^3.
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SIMULTANEOUS EVALUATION OF 32s(n,p), 56pe(n^p)^ ^"^Cuiu ,2r\) CROSS SECTIONS

C. Y. Fu, D. M. Hetrick, and F. G. Perey
Oak Ridge National Laboratory

Oak Ridge, Tennessee 37830, USA

Previously available evaluations of cross sections and covariances were used as input
for incorporating additional correlated data sets, particularly cross-section ratios. A

generalized least-squares technique ms employed. The output evaluations have not only
updated cross sections and covariances, but also cross-reaction covariances, all of which
include the additional data incorporated.

[32s(n,p), ^^Fe(n,p), ^^Cu(n,2n), cross-reaction covariances, ratio data.]

Introduction

Simultaneous evaluation of cross sections is re-

quired where ratio data exist. Because ratio measure-
ments do not require absolute neutron flux determina-
tion, which is usually the largest source of uncertain-
ties, correct use of ratio data would establish the
relative magnitudes of various cross sections quite
well. High-precision absolute data for one reaction
would improve the absolute magnitudes of all other
cross sections connected by high-precision ratios. In

this paper, we consider three reactions: 32s(n,p),
5^Fe(n,p), and ^5Cu(n,2n). Previously available evalu-
ations of cross sections and covariances were used as

part of input. Several data sets, including new abso-
lute and relative data, were combined with the input
evaluations by the least-squares technique. The output
evaluations have not only updated cross sections and
covariances, but also cross-reaction covariances.

Generalized Least-Squares

The use of generalized least-squares technique in

nuclear data work has been widely discussed or applied
by, for example: Peelle^ in a call for better experi-
mental data reporting, Perey^ in the evaluation of neu-
tron resonance energy standards, Fu and Perey^ in the
evaluation of neutron-carbon scattering standards,
Dragt et al.^ in capture data adjustment on the basis
of integral data, Perey^ in using ratio data for cross
section evaluations, Petilli^ and Perey'''^ in dosimetry
unfolding, Schmittroth and Schenter^ in decay heat
evaluation, and Schmittroth^ ° in damage function
unfolding and adjustments with a logrithmic description
of a priori information for handling large uncertain-
ties. We summarize the solution to the minimization of

least squares for the present application following the

notations of Perey.

^

Let the vector T stand for a set of input evalua-
tions of the cross sections with the covariance matrix
M. T and M define a normal probability density func-
tion. Let the vector R be a set of new data, related
to some of these cross sections, with the covariance
matrix V. R and V also define a normal density func-
tion. R and T are assumed to be uncorrelated. After
combining R and T, the output evaluation T' and M' are
given by:

T' = T + A(N+V)"^(R-R.p)

M' = M - A(N+V)"^A^

(1)

(2)

where A = MG and N = GA; Rj is the vector containing
calculated values for R from T and G is the inatrix of
partial derivatives of elements of Rj with respect to
elements of T.

Input Evaluations

For 5^Fe(n,p) and ^^Cu(n,2n) cross sections, the
input evaluations are those we submitted for the

ENDF/B-V dosimetry file. For 32s(n,p), the ENDF/B-IV
was used together with a covariance matrix v/e generated
on the basis of the ENDF/B-IV documentation . ^

^ We
reproduce below a few energy points from these evalua-
tions to provide some idea about their uncertainties
and correlations.

E(MeV) XS(mb) STD(%) C matrix

56Fe(n,p) 10 69.3 4.0 100

13 112.0 2.5 33 100
16 81.8 2.0 19 47 100

S5Cu(n,2n) 12 475.4 5.0 100
14 853.0 5.3 69 100

16 1023.0 5.2 63 86 100

32S(n,p) 8 324.0 10.0 100

12 366.0 8.0 41 100

16 164.0 5.0 36 69 100

C matrix represents the lower half of the correlation
matrix multiplied by 100. The three cross section sets
were evaluated independently and therefore their uncer-
tainties are uncorrelated. Together they form the
vector T and the covariance matrix M of Eqs. (1) and

(2).

(New) Input Data Sets

We restrict ourselves to a small number of input
data sets so that their impact to the output evalua-
tions can be easily traced. Yet our selection of data
sets covers all possible data types and covariances.
The task of an evaluator is to transform the uncertain-
ty estimates given by the experimenters to covariance
matrices. The necessary relations for this transforma-
tion can be easily derived. Let us first consider an

absolute measurement of the ^^Fe(n,p) cross sections
and a ratio measurement of ^^Cu(n,2n)/5^Fe(n,p) . Let

Xf^ be the ^^Fe(n,p) cross sections at energy i and x^.^-

be the ^^Cu(n,2n) cross sections at energy i. We may
wri te

Xf. E X^.(Z^.)

\\ ~= \i(^ci)

where z^^- and z^,^-, for Fe and Cu respectively, are one
of the variables associated with the data reduction at

energy i. This variable may be neutron flux determina-
tion, 3 counting efficiencies, detector calibrations,
extrapolation to zero sample thickness, half lives, or

statistics, etc. The cross section ratios of

^^Cu(n,2n) to ^^Fe(n,p) may be written similarly:

'"i(^fi'^ci) ^ci^^ci^/'fi^^fi'

The functions may be linearized by retaining the first
two terms of a Taylor's series expansion about the mean

values X and z:
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fi

(3)

3x,
CI

X . 9z .

Cl CI
(^ci-^ci)

3x,
1 ""fi (

- ,

Xf. 9Z,. ^^fi-^fi^ (4)

where xl- and are introduced to simplify notations.
Averaging the various products of x^^ and r\, we have:

(5)C0v(xj:. ,x|j) = C(z^.,Z^j)

Cov(x'.,r") = C(z^.,z^j) - C(z^.,z^j)

Gov (r:,r^; C(z,.,z,j) ^ C(z^.,z^j)

- C(z^.,z^j) - C(z^.,z^.;

(6)

(7)

where the C's are components (for a given z) of the
"relative" covariance matrices, i.e.. Gov's. For
example

^^fi'^fi'

1

3x.

\3 ''cj
(8)

(9)

For two ratios with the same denominator, say
5^Fe(n,p)/32s(n,p) and 65c,j(n,2n)/32s(n,p) , the
required relation is

Gov(r-.,r'j) = C(z^.,Z3j) - C(z^.,z^j)

-C(z^.,z^j).G(z^.,z^j)

where the subscript s is for sulfur. Relative data
can be treated as a special type of ratios as described
below.

Terms of the right-hand side of Eqs. (3) and (4)

are generally what the experimenters report. To con-
struct the covariance matrices, one must use Eqs. (5)

to (9) to account for correlated uncertainties. At
present, it is frequently the task of an evaluator to

identify whether an uncertainty component contributes
to i=j only or to several i's and j's, to one reaction
or to more than one reaction. We hope that the experi-
menters will take up this task in their data reporting
in the future so that evaluators need only make minimal

assumptions.

Data of Ryves et al.

Recently Ryves et al. reported high-precision
cross sections of 5^Fe(n,p) and ratios of ^^Gu(n,2n) to

^^Fe(n,p) from 14 to 19 MeV. Perey^^ has worked out
the covariance matrix for these data. We discuss below
the three largest uncertainty c&mponents — neutron flux,

3 counting efficiencies, and energies.

The neutron flux determination has an uncertainty
that is systematic and is present in every term in Eqs.

(5) to (7) for all i and j. The terms in Eq. (6) can-

cel; so do those in Eq. (7). Thus the uncertainty in

neutron flux contributes only to Cov(x!.. ,xl:
.
) but not

to Cov(x^. ,rj) nor Gov(r;,rp.

A set of Fe foils of a fixed thickness was used

for the absolute cross-section measurements and a set

of Fe foils of the same fixed thickness was used for

the ratio measurements. The uncertainties in the 6

counting efficiencies are characteristic of the g ener-
gies and the sample thicknesses. The g energies are

the same for all foils of the same type, leading to a
correlated component in the uncertainties. The foil
thicknesses, though meant to be the same, may vary
slightly, leading to a random component. The two com-
ponents were assumed equal as suggested by Axton.^'^
Therefore, the uncertainties in 3 counting efficiencies
for the Fe foils used in both the absolute measurements
and the ratio measurements are 50% correlated, leading
to an important contribution to the term G(Zf.,z^r-) in
Cov(x]:.,x^j), Gov(xj:.,rj), and Gov(r:,rj).

Ryves et al. also listed uncertainties in the neu-
tron energies. Some of these uncertainties are corre-
lated, Thus an energy covariance matrix was con-
structed and, using linear regression, ^

^ transformed to
cross-section or ratio covariances.

The characteristics of the resulting covariance
matrices can be seen from a few representative energy
points listed below.

E(MeV) XS(mb) STD(%) C matrix

56Fe(n,p) 14.57 108.1 1.1 100

16.55 80.1 1.5 54 100

18. §5 53.2 1.6 50 76 100

65Cu(n,2n)/56Fe(n,p):

E(MeV) Ratio STD(%) G matrix

14.67 8.83 1.1 100

16.55 13.35 1.4 26 100

18.95 19.24 1.0 36 64 100

Gross-correlation between ^^Fe(n,p) and

65Cu(n,2n)/56Fe(n,p):

^i/^fj .67 16.55 18.95

14.67 19 2 2

16.55 2 -52 -42

18.95 3 -29 -27

This set of data (six absolute cross sections, ten
ratios, and their covariance matrices) represents input
data R and V in Eqs. (1) and (2). The resulting evalu-
ations T' and li' were then used as T and M for incor-
porating the next data set which is uncorrelated with
the present data set.

Data of Santry and Butler

In two separate papers, ^^'^^ Santry and Butler
reported cross section measurements for ^^Fe(n,p) and
^5Gu(n,2n) from threshold to 20 MeV using 32s(n,p) as

the neutron flux monitor.^'' Thus their data should be

considered as ratios of ^^Fe(n,p) to 32s(n,p) and

^5Gu(n,2n) to 32s(n^p)_ fjigpy earlier evaluations,
the large body of cross section data measured by Santry
and Butler with the same technique was considered as

absolute data. The uncertainties in the 32s(n,p) cross
sections (6% from 5 to 20 MeV as estimated by Santry
and Butler^^) propagated to many other evaluated cross

sections, including the input evaluations used here.

We will comment on this problem below.

We converted the cross section data of Santry and

Butler back into ratios and accordingly transformed

their uncertainty estimates^^'^^ into covariance
matrices. The only assumption we had to make was that

the uncertainties in the 3 counting efficiencies of the

same type of foils are 50% correlated.

In the energy range from 12.5 to 20.3 MeV, the

neutron flux was monitored by 32s(n,p) reaction only
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at 14.5 MeV. The neutron fluxes at other energies were

calculated from the angular distribution of neutrons

from the T(d,n)'*He reaction. Such relative cross sec-

tions should also be treated as ratios with the 14.5-

MeV cross section as the denominator. Thus we have

included the data point at 14.5 MeV as ratio to sulfur

but other points as ratios relative to the 14.5-MeV

point of the same reaction. Let y be such a relative
cross-section ratio and Ej be the fixed denominator
energy, then the relations for transforming the esti-
mated uncertainties into covariance matrices are:

Cov(y'.,y'j) = C(Zf.,z^.) - C(Zf.,Zfj)

- C(Zfj,Zfj) + C(Zfj,Zfj)

Cov(y-.,y'.) = C(z,.,z^j) - C(z,.,z^j)

- C(z^j,z^j) + C(z^j,z^j)

Cov(y'.,r'.) = C(Zf.,Zf.: C(z^j,Zf.)

- C(z^.,Z3j) + C(z^j,Z3j)

Cov(y;.,r'.) - C(z,.,z^j) - C(z,j,z^j)

- C(Zf^.,z^.) + C(z^j,z^j)

(10)

(11)

(12)

(13)

Because the uncertainties of counting efficiencies for

all three sample types were estimated^^'i^ to be the

same, the relative cross-section ratios are independent
of the B counting efficiencies. Uncertainties in the

angular distributions of the source neutrons were
included in the diagonal elements of the covariance
matrix. Since these uncertainties are relatively small

compared to other uncertainties, we have not attempted
an evaluation of their possible correlations.

The characteristics of the resulting data and

covariances are represented by a few energy points
below:

5eFe(n,p)/32s(n,p) 8.1 0 .142 3.0 100

10.4 0 .207 2.7 49 100

12.1 0 .283 2.9 46 51

65Cu(n,2n)/32s(n ,p)11.0 0 .421 4.2 100

12.0 1 .25 5.3 18 100

13.8 2 .54 6.5 15 12

Cross-correlation between ^^¥e(n,p)/^^S{n,p) and

65Cu(n,2n)/32s(n,p):

^ci/Efj

11.0

8.1

16

10.4

18

12.1

16

12.0 13 14 13

13.8 10 11 11

55Fe(n,p)/5&Fe(n
E(MeV)

,p,Ej = 14.5):
Ratio STD(%) C matrix

12.53 1.009 5.4 100

14.68 0.982 3.7 0 100

19.80 0.439 5.4 0 0

S5cu(n,2n)/55cu(n,2n,E, = 14.5):

E(MeV) Ratio S1D{%) C matrix

13.58 0.898 3.0 100

14.74 1.03 3.0 0 100

19.80 1.06. 5.8 0 0

Output Evaluations

The output evaluations as well as the input eval-
uations are shown in Fig. 1. The following changes
may be worth noting:

1. The high-precision 5^Fe(n,p) cross sections and
^^Cu(n,2n)/5^Fe(n,p) ratios of Ryves et al.^^ have
predominant influence in the energy range from about
12 f'leV to 20 MeV to both the output ^^fe{r\,p) and

^^Cu(n,2n) cross sections even though their lowest
energy data are at 14.67 MeV because of long-range cor-

relations in the input evaluations.

2. The 56Fe(n,p)/32s(n,p) and &5cu(n,2n)/32s(n,p)
ratios of Santry and Butler^^'^^ are consistent with
the data of Ryves et al. from 14 to 20 MeV, so the

32s(n,p) cross sections are little changed in this

energy range.

3. The 32s(n^p) cross sections are increased 6% near

12 MeV and decreased 7% near 6 MeV due mainly to the

56Fe(n,p)/32s(n,p) ratios.

4. A step-like structure is introduced to the ^^S(n,p)

cross sections near 6 MeV. In the original reporting

of the ^^Fe(n,p) cross sections by Santry and Butler,'^

using "S(n,p) as standards, the step structure was

seen in their reported ^^Fe(n,p) cross sections

instead. During the earlier evaluation for ^^Fi(n,p),

the step structure in the Santry and Butler data was

removed because it was not substantiated by other
available data.

5. The dip in the ''^Cu(n,2n) cross sections near 19

MeV is due to the ^5Cu(n,2n)/=^Fe(n,p) ratio at 18.95

MeV. Because this dip is above the (n,3n) threshold

(18.1 MeV), nuclear model analysis more advanced than

that used previously^ ^ is required to determine the

expected shape of the cross-section curve from 18 to

20 MeV.

6. Strictly speaking, the impacts of Santry and But-

ler's data as absolute cross sections on the input

evaluations should have been removed before we could

incorporate these data as ratios. Clearly we did not.

However, we have qualitatively estimated the possible
impacts. Except in the energy range from 10 to 12 MEV,

Santry and Butler's data had marginal influence to the

input evaluations. From 10 to 12 MeV, Santry and

Butler's data were the only ones available for both the

^^Fe(n,p) and ''^Cu(n,2n) cross sections. It is there-

fore difficult to figure out what would have happened

to the input evaluations if these data were not there.

Nevertheless, the output evaluations from 10 to 12 MeV

were predominantly influenced by the ratios. In other

words, the damage done by including Santry and Butler's

data as absolute cross sections in the input evaluations

is rather small in the present case.

The output covariances for the same representative

energy points as we tabulated above for the input eval-

uations are given below for comparison purposes.
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Fig. 1. Cross sections of input and output evaluations. Input evaluations and covariance matrices for
^^Fe(n,p) and ^^Cu(n,2n) are from ENDF/B-V. See text for input evaluation for ^^S(n,p). Output evaluations
represent least-squares results combining input evaluations with new correlated data input, including ratios
as well as absolute and relative cross sections. See text for a description of output covariances.
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z. \ l it: V
y

XS(mb) O I U \ /o J C matrix

^*Fe(n,p) 10 71 0 3.4 100

13 114 3 1.9 23 100

16 85 0 1.1 11 27 100

^='Cu(n,2n) 12 477 1 3.1 100

14 883 5 1.5 23 100

16 1022 0 1.2 19 26 100

3 2 C / „ _ \S(n,p) oo 322 0 4. 0 100

12 387 0 2.6 41 100

16 166 0 2.7 22 36 100

Cross-correlation

^ci/Efj

12

14

16

Cross-correlation

^si/Efj

12

16

Cross-correlation

^si/^cj
8

12

16

between ^^Fe(n,p) and ^^(Cu(n,2n):

10 13 16

23 20 14

11 23 38

11 25 47

between ^^Fe(n,p) and '^S(n,p):

10 13 16

41 10 5

27 30 15

6 16 13

between ^^Cu(n,2n) and '^S(n,p):

12 14 16

19 8 6

46 18 15

n 23 23

Concl usions

We have utilized absolute cross sections, ratio
data, and relative data in the most consistent manner
in our evaluation based on generalized least-squares
technique. Several other available data sets have been
withheld in order to simplify the illustrations. Even
so, our results form a strong basis for incorporating
more data sets and other reactions.

We have also compiled experimental data and covar-
iances for "Cu(n,2n)/5«^Fe(n,p), ^ =Cu(n,2n )/"Al (n,p)

,

and ^'Al (n,p)/ ^^S(n,p) ratios. Thus two more reactions
can be easily added and at the same time strengthen the
three evaluated cross sections considered herein. We
intend to look into measurements using fission chambers
as the neutron flux monitor, thereby initiating to

incorporate two important reactions, ^'^U(n,f) and
^^^Ll(n,f), into our evaluation.

As a result of this work, a computer code^^ has
been developed. The code is quite general - capable of
handling large numbers of correlated evaluations, all
possible data types that may be correlated, and all
commonly-used ENDF/B-V covariance formats^" and inter-
polation laws. (Note that evaluation and data energy
grids were not the same.) This code will soon be made
available for external distribution.
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EVALUATIONS OF THE Fe58(n,Y)Fe59 AND Fe54 (n,p)Mn54

REACTIONS FOR THE ENDF/B-V DOSIMETRY FILE

R. E. Schenter, F. Schmittroth,
and F. M. Mann

Hanford Engineering Development Laboratory
Richland, Washington 99352

A generalized least-squares adjustment procedure has been used to evaluate two important dosimetry
reactions for the ENDF/B-V files. Calculations for the cross section adjustments were made with the
computer code FERRET, where input data included both integral and differential experimental data
results. For the Fe54 reaction, important ratio measurements were renormalized to ENDF/B-V evalua-
tions of U235(n,f], U238(n,f) and Fe56(n,p). A priori curves which are required for the calculations
were obtained using Hauser-Feshbach calculations from the codes NCAP (Fe58) and HAUSER*5 (Fe54)

.

Covariance matrices were also calculated and are included in the evaluations.

(Fe58(n,Y)Fe59, Fe54 (n,p}Mn54, covariance matrices, cross section evaluation)

Introduction

The Fe58(n,Y)Fe59 and Fe54 (n,p)Mn54 reactions
have important lise as £lux-£luence gradient monitors
for dosimetry application in fission and fusion reac-

tors. The radioactive reaction products Fe59 and Mn54
are sufficiently long-lived (t5i=45d,lyr) so that they
are easily counted. Both of these reactions were pre-
viously evaluated by Schenter^ for the ENDF/B-III and
ENDF/B-IV dosimetry files. These evaluations relied
on using both integral and differential experimental
results

.

In this paper we present the results of a re-eval
uation of these reactions , where several new aspects

of the evaluation process has been incorporated. The
most important was use of a generalized least-squares
adjustment procedure ^ to obtain an evaluated nominal
cross section curve and uncertainty information in the
form of a covariance matrix which linked energy points
This procedure involves calculations which use the

finite element representation of the FERRET^ data
adjustment code. In addition, recent experimental
results were incorporated into the evaluations and
ratio data for two important experimental measurements
were renormalized to ENDF/B-V data. These new evalua-
tions have been released as part of the ENDF/B-V
Dosimetry File.
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Fig. 1. Fe58(n,Y) cross section evaluations and differential data for energy range .0253eV to 20 MeV.

The "a priori" curve is from ENDF/B-IV and Garg et al.
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Fe58(n,Y)Fe59

For ENDF/B-IV the file was mainly based on re-

normalizing a Hauser- Feshbach nuclear models calcula-
tion (NCAP computer code) 4 to integral results from
the Coupled Fast Reactivity Measurements Facility
(CFRMF)^. Thermal values were taken from FABRY et al6
and resonance parameters for energies up to 32 KeV
were obtained from Hockenbury et al.^

Figures 1-3 show the ENDF/B-V evaluation together
with the ENDF/B-IV curve and differential experimen-
tal data. Input from both differential and integral
data and their uncertainties were combined in the
FERRET code to produce an "adjusted" continuous cap-
ture cross section curve which was used as the basis
for the ENDF/B-V result. Also inputted to the cal-

culation was an "a priori" description which combined
multi-group average cross sections obtained from
resonance parameters from Garg et al.,^ for the
resolved resonance region (E<300KeV) and ENDF/B-IV
for the high energy (E>300KeV] region. The histogram
or multi-group cross section description in the reson-

ance region is required for the FERRET least squares
calculation because following the exact resonance
structure takes too many points for standard computer
calculations, especially for the covariance matrix
part.

10°

10

10^

IQ-'.

a-io""

ENDP/B-V

l^fiF/B-IV

10 10 10
Energy, eV

Fig. 2. Fe58(n,Y) cross section evaluations and
differential datum for resolved resonance
energy range. The "a priori" curve is

from ENDF/B- IV and Garg et al .
^

Results from six thermal experiments, 30 KeV
point by Hong et al.,^ and resonance parameter deter-
minations up to 300 KeV by Hockenbury et al. ,10 Beer
et al,,ll and Garg et al.,8 constitute the differen-
tial data input. Integral results included CFRMF^
and resonance integral experimental measurements. As
can be seen from the figures, significant differences
are shown between the ENDF/B-V and ENDF/B-IV results
for the energy range 220 eV to 50 KeV. The ENDF/B-V
resonance integral value of 1 . 27b compared to 1 . 5b

for ENDF/B-IV is in good agreement with the quoted
value of 1. 19+. 07b given in BNL- 32512.

Fe54(n,p)Mn54

Figures 4-8 show the ENDF/B-V and ENDF/B-IV evalua-
tions together with experimental data results and
their uncertainties. For ENDF/B-IV the evaluation
followed exactly the values of Smith and MeadowslS
below 6.0 MeV and smooth "eye-guide" curve was con-
tracted which fell between previous evaluations and

4*10' I'M, r-

10°

Energy, eV

Fig. 3. Fe58(n,Y) cross section evaluations and diff-
erential datum for the resolved resonance and
high energy range. The "a priori" curve is
from ENDF/B-IV and Garg et al.8

experimental results above 6.0 MeV.

For ENDF/B-V the direct output from the FERRET
code was used. Input to the calculation did not in-
clude integral data even though results of measurements
exist for CFRMF, EBR-2, U235 and Cf252 fission spectra.
All the differential cross section data and uncertain-
ties (statistical and normalization errors) inputted
to the calculation are shown in the figures. The two
recent experiments indicated by "Smith (75) ANL-V5"13
and "Paulsen (78) GEEL-V5"14 were ratio measurements
and were renormalized to ENDF/B-V U235 fission
(E<4MeV) , U238 fission (E>4MeV) for the first and
Fe56(n,p) for the second. These renormalizations were
substantial making changes as much as 1% for the Smith
and Meadowsl3 data and as much as 131 for the Paulsen
et al.l4 results.

As previously stated, the FERRET calculation re-
quires ana priori nominal curve and covariance matrix.
For this Fe54 case a nuclear models calculation using
the HAUSER*5l^ code generated the nominal values. It
is extremely significant, as can be seen from the
figures that the HAUSER*5 calculation predicts the
evaluation, since it falls within the experimental data
and is surprisingly close to the adjusted curve for
almost the entire energy range shown. This is further
strengthened since this Hauser Feshbach calculation
used no parameters adjusted to previous Fe54 cross
section results.

Covariance information for this evaluation is
summarized in Table I. The covariance matrix was de-
fined on a set of eight energy intervals that span the
range from .1 to 20. MeV. As indicated in Table I,
final fractional uncertainties vary from 3.71 near
7 MeV to a maximum of nearly 16% in the lowest energy
interval. This 16% is close to the a priori uncertain-
ty and hence reflects the lack of data in this region.

The correlation matrix p^- is also tabulated in
Table I. Note first that neighboring energy interv^als
are strongly correlated, a direct consequence of strong
short-range correlations that were assumed for the
nuclear model calculation. Experimental data extends
these correlations somewhat, particularly for the lower
energies 2-10 MeV. Finally, note that all correlations
are positive. Thus the uncertainties in calculated
integral quantities based on this evaluation will be
somewhat larger than they would be if the uncertainties
in each energy interval were assumed to be statisti-
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Fig. 4. Fe54(n,p) cross section evaluations and differential data, where the "a priori" curve was calcu-

lated using HAUSER*5.15

Fig. 5. Fe54(n,p) cross section evaluations and

differential data, where the "a priori" curve

was calculated using HAUSER*5.15

Fig. 6. Fe54(n,p) cross section evaluations and

differential data, where the "a priori" curve

was calculated using HAUSER*5.15

cally independent. If integral data had been included,
anticorrelations (negative values for some of the
matrix elements p^j] would be observed. In that case

the uncertainties in integral values could be reduced
by a cancellation of uncertainties in contrast to

this example.

It can be concluded that progress has been made
with this evaluation. The changes from ENDF/B-IV to
ENDF/B-V are significant, especially between 6 and 12
MeV in addition to adding the covariance information.
Integral testing of this data by Magumo-'-^ shows good
agreement with experimental results.

70



0.6

0.5

u

o
1^ 0.4 H
a
CD
CO

V)
tn

O
u
" 0.3

0.2

1—I—I—I—I—I—I—I—I—I—I—I—I—r—1—I—I—I—I—I—I—I—I

—

\—I

—

\—I—I—I—I—I

—

\

—
\—I—I—I—I—I—I—I—

r

— ENDF/B-V
— a priori
— ENDF/B-IV

Smith(75)ANL-V5
Paulsen(78)GEEL-V5
Paulsen(7l)GEL
Salisbury(65)LOK
Carroll(65)BET
Paulsen(71JGEL
Cross(63)CRC
Singh(72)LRC
Qaim(71)JUL

1—I—I—I—I—r—1—I—I—I—I—I—I—I—I—I—I—I—I—I—I—I—

r

6.0 7.0 8.0 9.0 10.0

—[—1—I—1—1—I—I—I—I—I—I—I—I—I—I—I—r—1—

r

11.0 12.0 13.0 14.0

Energy, eV
15.0

^10'

Fig. 7. Fe54(n,p) cross section evaluations and differential data, where the "a priori" curve was

calculated using HAUSER*5.1

54,
Table I. Miltigroiq) uncertainties and correlations obtained for the Fe(n,p) evaluation

Energy
Intervals (MeV) 0.1 1.0 2.0 4.0 6.0 8.0 12.0 16.0 20.0

Fractional

Uncertainty (%) 15.6 7.2 4.7 3.9 3.7 4.4 6.5 9.2

1^
•!->

<u
!-.

ou

1.00

0.58

0.05

0.13

0.10

0.09

0.09

0.07

1.00

0.31

0.29

0.23

0.17

0.13

0.08

1.00

0.56

0.38

0.28

0.16

0.10

1.00

0.69

0.36

0.21

0.12

1.00

0.57

0.14

0.09

1.00

0.46

0.12

1.00

0.50 1.00
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NEUTRON ENERGY SPECTRA AND ANGULAR DISTRIBUTIONS FOR Al AND Nb(n,xn') REACTIONS AT 15.4 MeV

S. Iwasaki , M. Sugimoto, T. Tamura, T. Suzuki, H. Takahashi and K. Sugiyama
Department of Nuclear Engineering, Tohoku University

Aramaki -Aoba , Sendai , 980, Japan

Neutron energy and angular distributions from (n,xn') reactions on aluminum and niobium
have been measured at an incident energy of 15.4 MeV at twelve scattering angles from 25° to

155°. From these data, angle integrated spectra have been obtained. In general, present
results are consistent with those of the previous experiments in the secondary neutron energy
range from 2 to 10 MeV, but some discrepancy also existed between them. Data of the ENDF/B
file could not reproduce present results, particularly for niobium. Total spectra were ana-
lized by a precompound reaction model.

[(n,xn') reactions. Al and Nb, E„=15A MeV, Measured a(E„;E^', 0),0= 25°- 155°, Total

neutron spectra. Comparison]

Introduction

The secondary neutron energy and angular distribu-
tions from (n,xn') reaction on structural materials,
are important nuclear data in the analysis of fusion
reactor system. T There have been, however, few system-

atic study on these cross sections except the compre-

hensive measurements for the range of nuclei from beryl-

lium to bismuth performed by Hermsdorf et al.2, and
significant disagreement have been found between the
results of experiments and the ENDF/B-V values.

3

In the present work, these cross sections for alu-

minum and niobium at 15.4 MeV have been measured utiliz-

ing the 4.5 MV pulsed Dynamitron accelerator at Fast

Neutron Laboratory of Tohoku University and a time-of-
flight spectrometer. These elements are important ma-
terials for the fusion applications. Each metal is typ-
ical isotope of lighter and medium weight nuclei, re-

spectively, and has only one stable isotope. Such a

single isotopic nucleus is of advantage in the com-
parison its cross section with theoretical estimation.

Obtained results are compared with those of pre-
vious experiments performed by Hermsdorf et al . ,

Kammerdiener ^, and Morgan 5, and also with the

ENDF evaluations. Angle integrated spectra are ana-

lyzed by a simplp eqilibrium plus pre-equil ibrium model

.

Experimental Procedure

Cylindrical samples (2 cm ({) x 3 cm height) of
aluminum and niobium metal of high purity were used.
The source neutrons were provided by the T + d reaction,

by bombarding the titanium-tritium target on copper
backing with the 1 .95 MeV pulsed deuteron beam from the

Dynamitron accelerator. Nickel foil of 15 mg/cm^ was
placed in front of the target in order to obtain so

called 14-MeV neutrons. Actual source neutron energy
was measured as 1 5 .4 i 0.3 MeV. The pulse width was

2 ns at hal f maximum.

fl conventional time-of-f 1 ight spectrometer was used
in the measurement of the secondary neutrons. The
main detector of the spectrometer was a 5"

<}> x 2" height
NE-213 scintillator which was coupled to a photomulti-
plier tube XP-1040. A 2"

(j) x 2" height NE-213 scintil-
lator was placed at the angle of 30° with respect to

the incident beam, and used as monitor to normalize the
scattering experiments at each angle to the constant
source flux. The main and monitor detector were posi-
tioned in the shielding assembly made with the mixture
of LiaCOa and paraffin, and water and iron, respective-
ly. Iron shadow bar and concrete pre-coll imater were
used to reduce the directly incident neutrons from the
source to the main detector. The main detector and
shielding system were mounted on a truck which could

be rotated around the sample. Schematically the pre-

sent experimental set up is shown in Fig. 1

A block diagram of the electronics of the spectro-

meter is shown in Fig. 2. Zero crossing pulse shape
analysing circuits were employed to reject gamma rays

from the sample and shield assembly. Besides the con-
ventional fixed pulse height biasing, a dynamically ,

changing biasing technique mentioned by Brandenberger
was tried to improve signal to backgound ratio IS/N)
of the time-of -flight spectrum. The small computer
receives both flight time and pulse height signals
simultaneously through the DMA bus, and selects the

pulse height signals which satisfiy the predetermined
bias levels (lower and upper level )depend on the flight

time, and makes the time-of-flight spectrum corresponds

to that pulse height signals. In the present case,

lower and upper bias levels were set at 20 % and 125 %

of each reference pulse height which corresponds to

the maximum energy of recoil protons in the scintil-
lator. This biasing technique provided an improve-
ment of the S/N by about 30 %.

Fig. 1. Schematic diagram of the experimental
arrangement

.
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Results and Comparison with other data
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Fig. 2. Block diagram of the experimental electronics.

Detection efficiency of the spectrometer was cal-
culated by the Monte-Carlo code OSS J The calculated
values of the efficiency were checked by the measure-
ment of the hydrogen scattering cross sections at

several scattering angles using a polyethylene sample
and carbon sample for subtraction of the effect of the

carbon in the former sample, under the identical ex-
perimental condition as the measurements for aluminum
and niobium. The calculated and experimental results
for efficiency agreed within 11 The neutron mul-
tiple scattering and attenuation in the sample were
corrected by Monte-Carlo calculation.

The secondary emission neutrons were measured at

twelve angles from 25° to 155° with 4m flight path at
forward (25°and 30°) and backward (155°) angles, and
with 3.5 m at other angles. Background level for each
measurement was estimated from the result of the cor-
responding sample-out measurement. Since the rather
small sample and long flight path were used, high
background level and lower statistics of the true
events were obtained. For this reason the time-of-
flight spectrum data were bunched to 0.5 MeV interval
to obtain the energy spectra in the energy range from
2 to 13 MeV. Angular distributions for every interval
were fitted by 4-th order Legendre polinomials and
integrated over the solid angle. The angle integrated
spectra (total differential cross sections) for 1-MeV
interval were obtained from the fitted data. The un-
certainty of the double differential cross sections
was estimated as 7 to 17 % which included statistical,
normal ization .detection efficiency and other errors.
Uncertainty of the total differential cross sections
was also assumed as 17 to 30 %. The uncertainty value

of individual data point are indicated at typical
points in the Fig. 3 to 6 for the energy and angular
spectra and angle integrated spectra for both, a.lunTinum

and niobium.

Energy and Angular Distributions

A bird's eye viewof the secondary neutron energy
distributions versus scattering angles for aluminun and
niobium are plotted in Fig. 3 and 4, respectively. At
typical angles, other experimental results by Hermsdorf
et al.2 at 14.6 MeV, Kammerdiener^ and Morgan ^

at 14 MeV are also presented for comparison.

In the Fig. 3 aluminum spectra show some definite
structure particularly in the results of Kammerdiener

.

There is also an appearance of weakly excited structure
for niobium spectra as shown in Fig. 4. This semi-dis-
crete structure for the light nuclei such as aluminum
have been observed in the previous experiment by
Thomson 8 at 5 to 7 MeV. The light nuclei have lower
density of the excited states than medium or heavy
nuclei, and probably some of the states are strongly
excited by inelastic scattering. The appearance of
the more marked structure in the spectrum by
Kammerdiener than others may be due to the difference
of the energy resolution of each experiment. The ex-
periment by Kammerdiener was a sort of high resolution
one usi ng very long flight path and ring scatterer.
Hermsdorf et al . carried out their experiment using
relatively a large sample and short flight path.
Morgan et al . used the NE-213 scintillation spectrometer
to observe the scattered neutron and analysed the data
by an unfolding method. Latter two were low resolution
experiments

.

General trend of the present aluminum and niobium
data are consistent with Hermsdorf et al . in the energy
range from 2 to 10 MeV, but some deficiencies are

seen in the niobium spectra in the same energy region.
For both nuclei the cross sections for higher energy
than 10 MeV in the present results, as well as
Kammerdiener's results, are much larger than those of
Hermsdorf et al

.

In our results on angular distributions as shown
in the Fig. 3 and 4, the secondary neutron group at

higher energy exhibit pronouncedly forward peaking .

Lately, these neutrons have been interpreted as a pre-
compound component. Ar.gular distributions of the neu-
tron group below 4 MeV of the same figures show weak
forward peaking or nearly isotropic. These feature
can be interpreted as that large fraction of these
neutrons are contribution of equilibrium component.
On the other hand, the evaluation (ENDF/3-IV)assumes

^

the angular distribution of secondary neutrons for both
nuclei as isotropic, except for only high energy neu-
tron group of aluminum which correspond to the excita-
tion energy of less than 3 MeV of aluminum.

Angle Integrated Spectra

Angle integrated spectra for each element are
shown in Fig. 5 and 6, together with previous experi-
mental and evaluated results. The integrated spectra
by Hermsdorf et al . plotted in the figures are taken
from the graphs in the ref. 3 by Hetrick et al . who
had calculated the spectra in the energy range from 2

to 11 MeV from the double differential cross section
data by Hermsdorf et al . in the same manner as mention-
ed previously. The plotted data by Kammerdiener in

the Fig. 7 were taken from the figure of the ref. 10.

In the experimental results in the two figures,
previously discussed structure of the spectra is dis-

appeared by the integration and averaging process.
In the energy region from 2 to 10 MeV , two experimental
results for aluminum and three results for niobium are
consistent with each other. Above 10 MeV, each result
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is in corttrast; present results for both nuclei, as

well as Kammerdiener's result for niobium show increase

of the cross section with neutron energy increase, but

in contrast Hermsdorf et al.'s data show decrease.

The ENDF evaluations^ show markedly disagreement
with the experimental results. The evaluated values
can not reproduce the magnitude of the cross sections
nor shape of the spactra, especially for niobium.
The cross section for niobium in the evaluation are

much smaller than the experimental values, by a factor
of 2 or more in the vicinity of 5 MeV.

The present angle integrated spectra have been
analyzed by a simple precompound model. In this

model, it is assumed that the total spectrum shape is

expressed as incoherent sum of the contribution from
equilibrium and preequil ibrium process. As the equi-
librium spectrum, the well known simple statistical
model of nuclear reaction (Fermi gas model) was adopted
and for the preequil ibrium component, simple exciton
model was used. The inverse cross sections needed
were calculated by an empirical formula given by

Dostrovsky et al.i^ The level density parameter of the

Fermi gas model and normalization factors of the two
components were treated as free parameters. Least
squares fitting procedures were performed to the total

spectra for each element in the energy region from 2

to 10 MeV. Data above 10 MeV were omitted from the

present analysis, because their increasing feature
with increasing neutron energy have never been repro-
duced by any precompound model analysis. The present
analysis curves are shown in the Fig. 5 and 6.

Hermsdorf et al.lO and Pearlsteinl3 have performed
analysis of the total spectrum for niobium, for aluminum
obtained by Hermsdorf et al.^, respectively, by means
of the Blann's hybrid model (code GRUNE), the geometry
dependent hybrid model (code ALICE). These results
are also presented in the Fig. 5 and 6.

From these figures, it is found that present ana-
lysis as well as analysis by other authors reproduced
rather well each experimental spectrum. Continuum
component of the ENDF/B-IV in the niobium spectra
shown in Fig. 6 is much smaller than the preequilibrium
component of the analysis.

Conclusion

Double differential cross sections(energy and
angular distributions) and total differential cross

sections (angle integrated spectra) for (n,xn') reac-

tion on aluminum and niobium obtained in the present
work were in general consistent with the previous ex-

perimental data except with the data by Hermsdorf et

al . in the secondary neutron energy range higher than

10 MeV. In this energy range, the former cross

section increased, on the other hand, the latter
decreased. This discrepancy is important, but
the reason of this disagreement is not clear in the

present stage. The ENDF evaluations for these data
are found to be unsatisfactory in the interpretation
of the present as well as other experimental data,
particularly for niobium cross sections. From suc-
cessful results of the precompound model analysis, the
contribution of the precompound component were under-
estimated in the course of the evaluation of the cross
sections for niobium.
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SCATTERING OF 10 MeV NEUTRONS ON SILICON

W. Pilz, D. Schmidt, D. Seeliger and T. Streil

Technische Universitat Dresden, GDR

[Si(n,n), 0(9) at 10 MeV, optical model, coupled channels and Hauser-Feshbach analysis.]

The elastic and inelastic differential cross sections for 10 MeV neutrons on silicon are measured. Neutrons
were produced by the D(d,n) reaction in a gas target. ^ The cross sections of the neutrons emitted from higher
excited states are corrected with respect to neutrons from the deuteron break-up using special computer program.
Figure 1 shows the experimental arrangement.

The measurements were carried out with a multi-angle TOF-detector system consisting of 8 detectors, located
between angles of 15 and 160 degrees. ^ The flight paths were about 3 meters, the energy spread about 120 keV
and time resolution 3 ns.

ZENTRAL
RECHNER

SM

RECHNER

12K 12BIT

SPE

2Z,BIH

ZEILE LOCH
SM LES

LES LOCH DISP

Fig. 1. The multi-angle TOF-detector system (the symbols are described in ref. [2]).
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Figure 2 shows the cross sections and analysis.

The measured cross sections have been corrected for

geometry and multiple scattering.

The results are described by incoherent super-

position of compound and direct interaction parts.

For calculation of the direct part, the collective
model with coupled channels method is used. The best

description of elastic and two first inelastic angular
distributions is obtained for an oblate deformed
nucleus. Additionally, for elastic scattering an

optical parameter fit gives a good agreement with
results from other work.^
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Fig. 2. Angular distributions of the elastic and
inelastic (2+, 4"*" and O"*") scattered 10 MeV neutrons
The experimental cross sections (f) are shown with
their absolute errors. The solid and dashed curves
correspond to the optical model (SOM) and coupled
channels calculation (CC), respectively, each plus

a Hauser-Feshbach (HF) compound contribution, which
is also shown separately.
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DOPPLER BROADENING EFFECT TO NEUTRON RESONANCE CROSS SECTIONS FOR Ag, AgCl and Ag20

H. I. Liou, R. E. Chrien and R. Moreh^
Brookhaven National Laboratory, Upton, New York 11973

The neutron capture yield of the 16.3 eV resonance in ''^^Ag has been measured, using
targets of Ag metal, AgCl and Ag20 at room, liquid N2 and He temperatures. The effective
temperature T' defined by Lamb for weak binding, and subsequently the Debye temperature
Op, were extracted for each case by a least squares shape fit. For Ag metal the measured
Op values agree with both the simple Debye theory and a prediction of the Ag lattice
dynamics. The Op values for AgCl and Ag20 show some variations with temperature. The
results for AgCl at 77.2° and 4.066°, however, agree with the inelastic scattering and
calorimetrxc data.

(Doppler Broadening T' and 6^, Ag metal.

Introduction

It has long been recognized that the observed
cross section is influenced by the distribution of

velocities of the target atoms. Bethe and Placzek^
derived the modification of the cross section which
occurs for free atoms at a finite temperature T. By
averaging over the Maxwellian velocity distribution
of the gas atoms, they drived a line shape con-
sisting of the well-known

>Jj
function. For a solid

target of crystalline materials the lattic binding
effect of atoms may further influence the neutron
cross sections. Many years ago Lamb, 2 by considering
the normal modes of lattice oscillation in a crystal,
derived a basic formalism for Doppler broadening that
in principle can be computed if the detailed spectrum
of phonon frequencies is known. He showed that in

the weak binding case the neutron cross section has
the same form as it would in a perfect gas, except
that the crystal temperature T in Doppler width
A = /AkgTE/A is replaced by an effective temperature
T' . This temperature T' corresponds to the average
energy per vibrational degree of freedom of the lat-
tice including zero-point energy. T' can be cal-
culated from the detailed distribution of normal
frequencies

.

Applying the simple theory of Debye continuum.
Lamb arrived at

^ = 3(^)^/VT + 1/2) t^ dt . (1)
^ % •'0 e'-l

The Debye theory which assimes a dependence for
the spectrum of normal frequencies up to a cut-off at

Q-Q is known to be inadequate to describe the specific
heat data for many materials at low temperature. In
study of lattice dynamics one expresses Q-q not as a

constant, but as a smooth function of temperture.
If an atom is bound in a lattice more strongly than
in the weak binding limit, A+P >> 29p, some fine
structure appears in its broadened line shape. A
more detailed model than the effective temperature
theory is needed to describe this structure.

To derive neutron resonance parameters for a
crystalline target, one needs to understand its struc-
ture. On the other hand, it is of interest that, if

the parameters for a narrow resonance in an element
are accurately known, one may be able to learn some
features about lattice djmamics from the resonance
line shapes for different chemical compounds at vari-
ous temperatures. A number of attempts^^^ have been
made to study the Doppler broadening of resonance line
shapes. Recently Bowman and Schrack^ have studied the
chemical binding effects to fission cross sections of

235u and 239pu.

AgCl and Ag20, T=294°, 77.2°, 4.066°)

In the present study we did a systematic study of

the resonance-broadened line shape for a set of Ag com
pounds at room, liquid N2 and He temperatures. We
chose to examine Ag metal, Ag20 and AgCl through the

(n,Y) reaction. Ag is a good choice for the following
reasons: (1) the Ag resonances at low energy are well
isolated, and their level parameters are also well
knovm;^ (2) the phonon frequency distribution and
the specific heat data for Ag metal^'^'^ and
AgCllO>ll»12 are available for comparison; (3) the

large capture width to neutron width ratio provides a

good signal to background ratio in (n,Y) measurement
and fulfills the weak binding condition; (4) the Dop-
pler width for the 16.3 eV level in lO^Ag at room
temperature dominates the natural width and our instru
mental resolution width, giving a good sensitivity for

its measurement. We attempt to examine how the

lattice binding effect in different Ag compounds
varies with temperature, and how well the simple Lamb
theory applies in the weak binding case.

Experiments and Samples

The (n,Y) measurements of Ag compounds were car-
ried out at the Brookhaven National Laboratory High
Flux Beam Reactor with the fast chopper time-of-flight
(TOF) spectrometer and its 21.68 m flight path. The
narrow-slitted rotor was operated at a repetition rate
of 1000 s~l, giving a beam intensity of 1.5 x 10^

E~l n/cm2.s-eV) and a burst width of 1 ps. The tar-

get sample was clamped at end cup of a double layered

cryostat, directly touching the cold finger and per-
pendicularly facing the incident neutron beam. A co-

axial Ge(Li) detector with 10% relative efficiency
was allowed to view the target in an angle of 45°

through a 0.32 cm of lead shielding. The data were
recorded on magnetic tape, event by event. Each
event consists of one TOF parameter and one y-ray
pulse height (PH) parameter. The PH spectrum covers

a wide energy range from 200 to 4000 keV.

The samples of Ag metal, Ag20 and AgCl have a

size of 5.74 cm x 5.74 cm, and n values of 0.00114 a/b

for 107Ag and 0.00106 a/b for 109Ag. This sample

thickness was deliberately chosen such that the ex-

perimental value of naj- at peak of the 16.3 eV reso-

nance is near 2 to give a good sensitivity for shape

analysis. A chemical analysis indicates that the

metallic target is 99.6 + 0.2% pure. The Ag20 crys-

tals, being fine powders, are tightly packed in a

thin Al container. Since the AgCl crystal attacks Al

surface chemically, its container is made of a thin

Incite frame, a front glass window, and an Al back

protected with a sheet of polyethylene, so the sample

can still have good thermal contact with the cold

finger.
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To check internal consistency, the experiments
were done for 3 separate series of runs, cycling

through 3 samples, each foi' 3 temperatures at 294,

77.2 and 4.066 degrees. The total running time for

useful data amounts to 1330 hours. While individual

runs for different cycles showed some variations in

deduced sample effective temperatures, they are con-

sistent within statistical fluctuation.

Method of Analysis

The background correction for a well-separated
resonance in (n,Y) data is easily made by properly
connecting a straight line on both sides of the reso-
nance. Assuming a perfect resolution, the background-
subtracted count in a given time-channel near the

studied resonance can be expressed as

C(E) = S [l-exp(-6)] nj^a^/6, (2)

where 6 = n„a + no + ma + (np-hnp' ) /cos45°

,

R r r q

S = a cross section independent factor which de-

pends only on the total number of incident
neutrons and detector efficiency.

Independent determination of AE and for the 16.3
eV resonance, our approach is to assume the correct-
ness of the Lamb's theory for weak binding to describ
metallic silver at room temperature. The correspond-
ing T' can thus be deduced from equation (1) by means
of an assumed value of 9p, since T' is not sensitive
to at large T. We obtain T'=303° for silver metal
at T=294° with 9d=226°. By applying this value to

metallic silver data at room temperature, we obtain
At=0.666 ys for a fit to the 30.4 eV resonance in 1^9,

where resolution width dominates over natural width,

and obtain Ty = 134+3 meV for a fit to the 16.3 eV

resonance (an average over 3 measuring cycles) . In

the fit for the 16.3 eV level we adopt gV.^ = 2.9 meV
and g = 0.25 as listed in Ref. 6. Then with these
fine-tuned At and Ty values we find T' by fitting all

other data. The results averaged over 3 measuring
cycles are given in Table I. In all cases of fit

the value per degree of freedom is in the order
of unity. Two typical examples of the shape fit are

shown in Fig. 1 for Ag metal at room temperature and

for AgCl at 4.066°. The statistical fluctuation of

the data is about the same size of the points plotted

n,n.
R

ap,p

thicknesses for Ag element and the corres-
ponding Ag isotope to the studied reso-
nance ,

thickness of oxygen or chlorine (equal to 0

in metallic Ag case),

neutron potential scattering and y-ray total
absorption cross sections for Ag element,

neutron potential scattering and y-ray total
absorption cross sections for oxygen or

chlorine ,

oc = a^i|;(x,s)(r-r^)/r.

a^[*(x,s) + 2kR' X(x,s) A/(A+l]j

4^*2 (gr /D [(A+l)/A]2,

A/r, A = /4k^T'E/A,
D

2(E-E^)/r and r r + r

Here ii and X are the well known Doppler line-shape
functions for the resonance and interference cross
sections. Equation (2) includes the Doppler broaden-
ing according to the weak binding limit of the Lamb's
theory, but ignores the multiple scattering effect
that is estimated about 1% in the present study.

To deal with real count,
resolution smearing as

*

one must also fold in

C (E) = fG(Z,E) C(Z)dZ, (3)

where the resolution function G follows a Gaussian
form with an energy standard deviation AE(eV)=0. 001276
E(eV)3/2/Vit(ys) . The time smearing At contains 3

sources of uncertainties: (1) opening time of the
chopper slits, (2) the analyzer channel width, and
(3) the dynamic beam intensity profile on the target.
From known spectrometer parameters, we estimate At
as 0.662 us.

14 - Ag
= 134.0 meV

12
T=294» /^^^°\ grn = 2.9 meV

\ T^f=303°
10 \ AE= 131.7 meV -

8

6

4 \ (a) -

2

0 1 1

1 1 1

15.8 16.0 16.2 16.4

E (eV)

16.6 16.8 17.0

1 1

- AgCI
1 1 1

= 134.0 meV
7=4.07° gr„=2.9 meV

Trff=68.4»

AE = 132.2 meV

\ (b)
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Fig. 1: This illustrates two typical examples for the

least squares shape fit to the (n.y) data at

16.3 eV resonance in lO^Ag. The statistical
uncertainty of the data is about the same siz

of the points plotted.

With known values of r.^, gF.^, g and AE, a least
squares shape fit to the resonance peak can be car-
ried out to extract the best values of S and T' (or
A) . However their true precisions depend on the
accuracy of the values of AE and Ty. To make an
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TABLE I

T' and 9p for Ag metal, AgCl and Ag20 at 3 measured
temperatures.

T=294° T=77 .2° T=4 066°

T' 9d T' 9n T'

Ag Metal 303 226 108+6 229+25 82+7 219+19.

AgCl 318+7 379+57 107+6 225+25 64+6 171+16

Ag20 306+7 267+83 123+7 285+25 66+10 176+27

Results and Discussion

The uncertainties of T' given in Table I are due

to only the statistical fluctuations, which dominate
all other systematic errors. We subsequently obtain

Qj) and its uncertainty from T' and T using equation
(1) . The measured 9-q may vary with T because the
simple Debye theory is not exactly followed. A com-
parison of 9j) with values derived from the specific
heat and inelastic scattering data is of particular
interest.

' THIS Exp,

— VIJAYARAGHAVAN et ol

o EASTMAN AND MILNER
« HIDSHAW et ol

0 20 40 60 80 100

T (°K)

Fig. 3: A comparison of the present measured values
of Sj) (A) for AgCl at 77.2°K and 4.066°K with
those derived from neutron inelastic scat-
tering measurements (-) , calorimetric data (o)

,

and elastic constants measurements (x)

.

As mentioned earlier, the Qq of Ag metal at room
temperature is assumed in order to fine-tune the At

and Ty values. Figure 2 shows the present results (J)
for Ag metal at liquid N2 and He temperatures, com-
pared with other measurements. Drexel's results^
were derived from neutron inelastic scattering mea-
surement by means of a multi-parameter fit for the
distribution of phonon frequencies. '+' and 'o'

represent the direct calorimeteric measurements by
Eucken et al.^ and Martin^ respectively. It can be
seen that the present results are consistent with
others. The remarkable constancy of 9j) through all
temperatures suggests that the metallic Ag crystal
behaves well as a Debye continuum.

In spite of its large uncertainty, the Q-q value of

AgCl at room temperature appears anomalously high, al-
most 3 standard deviations away from that measured at

liquid N2 temperature. It is hard to understand
with the Lamb's theory for weak binding. Figure 3

shows a comparison of our results for AgCl with other
measurements at low temperature. The inelastic scat-
tering results come from Vijayaraghavan et al.lO 'o'

represents the specific heat data of Eastman and
Milner.ll 'x' denotes a limiting value of Q-q at 0° K
deduced from elastic constants measurements by
Hidshaw et al.l2 Our values are a little high, but
check with others within statistical uncertainty. The
signficant variation of 9p vs. T below 80° K indicates
that the distribution of normal frequencies for AgCl
does not follow the law of the Debye theory.

With its large uncertainty the present value of

&p for Ag20 at room temperature appears reasonable,
compared with the metallic silver results. However
its values at liquid N2 temperature seems abnormally
high, about 2 standard deviations away from those for

Ag metal and AgCl at the same temperature. Unfor-
tunately for Ag20 we are unaware of any other Qp
measurement. The of Ag20 at 4° is a little lower
than the value for Ag metal, but much closer to that

of AgCl.
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MEASUREMENT OF THE ^V^Li CROSS SECTION RATIO BELOW 1 keV

J. B. Czirr and A. D. Carlson
National Bureau of Standards
Washington, DC 20234, U.S.A.

The ratio of the ^%(n,a) and ^Li(n,a) standard cross sections has been measured from ~1

to 1000 eV with statistical uncertainties of <1%. The measurements agree with ENDF/B-V above
-20 eV, however a significant difference is observed below ~20 eV. The present measurements
do not explain the discrepancy between recent 235u measurements at ORNL and LLL using 10B(n,a)
and ^Li(n,a), respectively, as flux monitors.

[^^B, ^'^BF,, cross sections, flux monitors, ^Li , standards.]

Recent measurements^ »2 of the 235u fission cross

section below 1 keV neutron energy suggest a possible
discrepancy in the cross section standards - ''-'B and

^Li - used to measure the flux.

We have initiated a program at the NBS Linac to

measure the ratio of these standard cross sections in

the 1 to 1000 eV energy range, using the flux monitors
which were used in the fission cross section measure-
ments. The ^Li detector3 consists of a 0.67 mm thick
Li-glass scintillator viewed on the ends by two 12.7cm
diameter phototubes. Only the central position of the

scintillator is exposed to the neutron beam, in order

to minimize neutron scattering from the phototubes and

surrounding structures. The glass scintillator (NE901

)

contains -1% by weight natural Li. The efficiency at

thermal neutron energy is -2.1%, so self-shielding
corrections in the 1 eV to 1 keV energy range are

<0.2%.

The ^^B detector consists of a 2.54 cm thick
parallel plate ionization chamber containing enriched
BF3 at a partial pressure of 18.75 cm Hg. The effi-

ciency of this detector is 6.3% at thermal and there-

fore a 0.5% correction for neutron absorption is

required at 1 eV. The data were corrected for flux

attenuation using the ENDF/B-V total cross sections.

The data were obtained at the 20 m station of the

NBS Linac, with the accelerator operating at 300

pulses/sec and 1 ysec pulse width.

The background in both detectors was monitored
throughout the measurement by the continuous presence
of gold and cobalt foils covering the neutron beam

area. Cadmium and lead foils were also included to

reduce the overlap neutron background and gamma flash.

For both detectors, the background consisted of two

components - (n,a) reactions from out-of-time neutrons
and gamma-ray interactions with the detector materials.
A linear interpolation was used to obtain the back-
ground values between the absorber resonances for both

components of the ^^B detector background and for the

(n,a) component in the ^Li detector. The gamma-induced
background for the ^Li detector was evaluated from the
pulse-height spectrum observed at the resonance-
absorber energies. This spectrum was parameterized
and used to obtain a channel-by-channel background
estimate. The fractional background for the ^Li

detector was 5% at 5 eV and 20% at 130 eV. The I^B

detector background was 2% and 5%, respectively.

The data were obtained in a single-event-per-
beam-burst mode and corrected for the resulting dead-
time. Because the detectors were at nearly the same
distance from the neutron production target, the
deadtime correction di fference never amounted to
greater than 1% of the signal rate.

The data from both detectors were collected in a

two-dimensional mode using the same time digitizer and
pulse-height analyzer, with subsequent tagging of the

events before storage on the million word disk. Final
bias levels were chosen after completion of the experi-
ment.

The results of our measurement are listed in

Table I and plotted in Fig. 1. The data have been
grouped into convenient energy bins to improve the sta-
tistical precision. The observed l^B/^Li ratio is

normalized using a least squares fit (for energies
>20 eV) to the computed ratio based on ENDF/B-V cross
sections. It can be seen that the present results
agree with the energy dependence of the accepted
values in the 20 to 1000 eV region. This agreement
demonstrates the validity of the background subtrac-
tion techniques in this region of high and rapidly
varying background values. Below 20 eV, a statis-
tically significant departure from the ENDF/B-V ratio
is observed.

Figure 2 shows a comparison of the present result
with the LLL/ORNL fission cross section ratio which is

normalized to 1.0 at thermal. The present measure-
ments have been normalized to 1.0 from 1.0 to 3.9 eV.

Conclusions

We are unable to explain the discrepancy between
the ORNL and LLL fission cross section measurements.
It is evident that the structure observed in the

present measurement is poorly correlated with that
found in the fission cross section ratio. The present
measurements indicate no inherent difficulties in the
two flux monitors above 20 eV.

Because of the confidence we have in the correc-

tions to the raw data, we attribute the low energy
variations in the lOB/^Li ratio to unexpected varia-

tions in the effective cross sections.

Table I. Preliminary measurements of the shape of

the lOg/DL-j reaction rate ratio. The

uncertainty shown is statistical only.

E . (eV) E (eV) E(eV) BF,/Li glass
min^ ' max^ '

^ 3
^

1. 1. 25 1. 12 1 015 + .0016

1. 25 1. 62 1. 44 1 019 + .0016

1. 62 2. 17 1. 90 1 016 + .0016

2 58 3 23 2 90 1 Oil + .0020

3. 23 3 90 3 57 1 .017 + .0024

6 99 9 26 8 12 1 .008 + .0022

9 26 12 84 11 05 1 .001 + .0021

12 84 25 91 19 37 1 .000 + .0016

25 91 30 89 28 39 .993 + .0036

30 89 48 51 39 70 .997 + .0024

48 51 75 84 62 17 .996 + .0027

75 84 92 60 84 22 .999 + .0048

177 0 247 2 212 0 .987 + .0042

247 2 311 4 279 3 .998 + .0052

311 4 409 8 360 6 .986 + .0054

409 8 610 3 510 1 .986 + .0044

610 3 963 4 786 9 .988 + .0044
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THE NEUTRON TOTAL CROSS SECTION OF SINGLE CRYSTAL SILICON AT 21°K

R. M. Brugger
Research Reactor Facility
University of Missouri

Columbia, Missouri 65201 USA

R. G. Fluharty, P. W. Lisowski and C. E. Olsen
Los Alamos Scientific Laboratory*

Los Alamos, New Mexico 87545 USA

The neutron total cross section of a single crystal of Si has been studied over the energy range 0.003 eV to
50 eV at the Weapons Neutron Research Facility (WNR). The neutron energies were determined by time of flight.
The 28.77 cm long Si sample was held at three temperatures, 296°K, 77°K, and 21°K. The 21°K temperature was
obtained by filling an encircling cryostat with liquid H^. The region of greatest interest is below 1 eV where
Bragg scattering from the perfect crystal is small and where thermal diffuse scattering can be reduced by cooling
the Si. Near 0.05 eV the cross section dips to less than 1/5 its value at energies greater than 1 eV. This
feature has ^llowed single crystals of Si to be used very successfully as thermal neutron band pass filters. Our
data at 296 K and 77 K agree with previous measurements. Very little structure caused by Bragg scattering is
observed. Our measured cross sections for 21°K are somewhat below the 77°K data but not enough lower to justify
cooling a Si filter to 21 K to dramatically improve its transmission.

[Si(n^n), total cross section, 0.003 - 50 eV, single crystal, 2 96, 77, 21°K]

Introduction

Fission reactors are intense sources of thermal
neutrons which are being used extensively for materials
studies.^ Unfortunately these thermal neutrons are
accompanied by fast neutrons and gamma rays which pro-
duce a background in many experiments in addition to

being a hazard to personnel. Filters are needed that
will pass bands of thermal neutrons but reject the fast
neutrons and gamma radiation. Some single crystals act
as thermal neutron band pass filters and are being
used.^ Silicon has recently found application as such
a filter. ^ Presented in this paper are new total
neutron cross section data which will allow experimen-
ters to evaluate and to select the most effective
parameters for the design of single crystal silicon
filters

.

Previous cross section measurements^ of single
crystal silicon have been made at only a few neutron
energies at room temperature (RT) or liquid nitrogen
temperature (LNT). Data over a wider energy range with
better resolution were needed for evaluation and
design. The cross sections presented here provide that
breadth and resolution.

One previous cross section point"* was obtained at

0.073 eV at liquid helium temperature (LHeT) but with
some experimental uncertainty in the measurements.
Since this one point indicated that a silicon filter
cooled to near LHeT would be much more effective than
one cooled to near LNT, more data near LHeT were
needed. Such data are presented in this paper as the
cross section of single crystal silicon at liquid
hydrogen temperatures (LHT).

The experiment is described in the next two sec-
tions, the data in the fourth section, and the results
are discussed in the final section.

Sample

The sample was one single crystal of silicon
provided by the Electro Products Division of the
Monsanto Company. This crystal is 7.6 cm diameter by
28.77 cm long. One of the symmetry directions of the
crystal is along the axis of the cylinder. The crystal
is dislocation free and was made by the Czochralski
process

.

This crystal was inserted into the center of an

annulus formed by the liquid nitrogen (or liquid
hydrogen) jacket of a cryostat. The ends of the

annular hole were sealed with thin windows of stainless
steel so that helium gas could be added to provide heat

conduction from the crystal to the annular liquid

hydrogen jacket. Thermocouples were attached to the

crystal to measure the temperature.

Experiment

The Weapons Neutron Research (WNR)^ facility at

the Los Alamos Scientific Laboratory (LASL) was used as

the source of neutrons for the total cross section

measurements. The WNR produced pulses of moderated
neutrons using a 3 u s wide 800 MeV proton pulse at 60

Hz incident on a tantalum target with a heterogenously
poisoned H-O moderator. Cadmium was used as the poison

in the moderator to suppress upscattering. An off-

center flight path observed the "slab" geometry neutron
moderator. The neutron energies were determined by

time-of-flight methods. The experimental arrangement

is shown in Fig. 1. A collimator with a 1 cm' hole was

EXPERIMENTAL ARRANGEMENT

Fig. 1. Experimental arrangement of apparatus outside
the bulk shield.
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placed at the outer edge of the bulk shield, 3 meters
from the moderator. A 235u fission chamber was placed
in the neutron beam after the first collimator to mon-
itor the neutron flux. A second collimator was placed
after the fission chamber to eliminate any effect of
the sample position on the flux monitor. The silicon
sample in the cryostat was placed on a remote-control
changer mechanism positioned about 25 cm from the first
collimator. A third collimator was located downstream
from the cryostat to ensure that the neutron detector
viewed

.
only the silicon sample and no part of the

cryostat. The neutron detector was an 0.6 cm diam 300
Atm ^ He proportional counter placed at 1 1 m from the
moderator center at the end of an evacuated flight
path.

The sample changer mechanism was a platform that
could be raised and lowered so that data could be taken
with the sample "in" and with the sample "out". The
sample "out" position had two sheets of aluminum to
simulate the windows on the cryostat. No correction
was made for the difference in paths of vacuum, helium,
and air.

Data were collected for repetitive sets of sample
"in" and sample "out". Each "in" and "out" lasted
about ten minutes to obtain good statistics. For the
low temperature runs, thermocouples monitoring the
sample temperature were read between each set of data.
Room background was measured by placing either a
0.08 cm Cd sheet or a 5.6 cm thick boron loaded
paraffin block in the beam. In each case, in the
regions of interest, the backgrounds were negligible.
The data were collected and stored on magnetic tape
using a Modcomp IV computer via a CAMAC interface.
Data reduction consisted of correcting both sample-in
and sample-out spectra for dead-time losses, combining
the data into bins of constant (5?) energy resolution,
and converting to total cross section as a function of
neutron energy.

Data

Figure 2 represents the data of this experiment.
The data extend from 0.003 eV to 50 eV and cover the
window which is important as a band pass filter. At 50
eV the scattering approaches free-atom scattering. Our
measured cross sections at 50 eV are

= 2.13 ± 0.02b,

^LNT
=2.11+ 0.02 b,

and a^^^ = 2.10+ 0.04b .

These are in good, agreement with the a = 2.16 b
quoted by Willis.' This agreement lends confidence
that the cross sections are being measured accurately,
for example; that the number of atoms/cm ^ in the beam
is known, that dead time corrections are being made
correctly, and that backgrounds are understood.

At the low energy end of the data, the a appears
to extrapolate to data extending up to 0.002^ eV from
BNL-325 for RT powdered Si. The a abd a data
approach but are slightly higher ^an the S/v-line
representing the absorption cross section of Si. This
behavior is as expected and lends confidence that the
cross sections are being accurately measured at the low
energy end.

The data show the expected broad dip near thermal
energies and the o^^^ and o cross sections are lower
than the a cross section. Little structure is
observed in the cross section indicating that Bragg
scattering is small. These data at RT and LNT are con-
sistent with the previous data. Our RT data for E =

0.1 eV is somewhat higher than data obtained by Shull.
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Fig. 2. Results of the present experiment. The solid lines represent data for powdered silicon.

The dashed line shows the 1/v silicon absorption cross section.
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The LHT data in Fig. 2 is not consistent with the

previous cross section point measured by Brugger and

Yelon at 0.073 eV and LHeT. While the present data

shows a cross section of about 0.25b, the previous

point was 0.1 b. The previous point is described as

"not of high accuracy" because the sample was only 5 cm

across and the sample could not be cycled into and out

of the beam to get "in" and "out" data. A change in

the beam intensity during the experiment could have

produced a poor measurement.

Conclusions

The cross sections measured in this experiment

provide high resolution data over the full range of

neutron energies needed to evaluate silicon single

crystal band pass filters. The RT and LNT data agree

with previous measurements. Little structure is evi-

dent. The cross sections at LHT are only slightly

lower than the cross sections at LNT. Thus a silicon

single crystal cooled to LHT or LHeT will be only a

little better as a filter than one cooled to LNT. The

extra effort to cool below LNT is not justified.
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A COMPARISON OF (n,a) CROSS SECTION MEASUREMENTS FOR ^^BFg AND SOLID FROM 0.5 TO 10,000 eV

A. D. Carlson, C. D. Bowman, J. W. Behrens and R. G. Johnson

National Bureau of Standards
Washington, D.C. 20234, USA

J. H. Todd
Oak Ridge National Laboratory

Oak Ridge, Tennessee, 27830, USA

The (n,a) cross sections of ^'^BF3 gas and solid ^"^B are compared in order to study

possible influences of binding effects on reaction cross sections. It is shown that for

^'^BF3 a deviation from a 1/v cross section of 8% is expected. The ratio of the measured
cross sections does not show this deviation.

[Cross sections, molecular binding, neutron reactions, neutron standards, phonons, ^^BF^.]

Introduction

It is generally assumed that atomic binding in

gases, liquids, and solids has no observable influence
on neutron nuclear reaction cross sections except for

small changes in the broadening of neutron resonances.
By nuclear reactions, we exclude measurements of neutron

scattering for which there exists a very extensive
literature of both theoretical and experimental studies.
During the past year the NBS has looked at the possible
influences of physical state, atomic binding, etc.,
on neutron reaction cross sections primarily with
regard to improving the accuracy of the 1/v cross
section standards '^°B(n,a), ^Li(n,a), and 3He(n,p).

A literature search revealed only two papers on the

subject: a 1947 paper by Steinwedel and Jensen^
comparing the classical and quantum mechanical effects
of atomic binding on nuclear cross sections and a

1937 paper by Lamb^ concerning the effects of molecular
vibrations on the neutron capture cross section for

hydrogen. The purposes of this paper are to give a

physical basis for expecting differences arising from
atomic binding and physical state, and to describe
results of an experiment expected to show differences.

V3q V3b

Physical Basis

The physical basis for expecting effects on 1/v

cross sections in this paper arises solely from the

influence of binding on the energy available for the

nuclear reaction in the center of mass. The 1/v cross

section can be derived from the Breit-Wigner formula

4b

^ x^g r„ r

na
n a

(E-E^)2+r2/4

(1)

Fig. 1. The normal modes of the planar centrosymmetric
molecule BF3. Note that only v-j does not involve the
boron nucleus. The modes and V3|^ are degenerate as
are the modes and v^i^

10c

using the usual notation^ with all energies taken in
the center of mass. If no resonances are close by,
(E-Eq)2 is usually very much larger than r^/i^ and for
small values of E is essentially constant. For an
exoergic reaction r„ is nearly constant. However
can be written in terms of the reduced width"* Yn
(2kR)Yn (fo>^ )i = 0 neutrons), effectively separating
the conditions outside the nucleus from the properties
of the interior. Therefore from Eq . (1). 0^^^ is pro-
portional to 1/k (where k is the neutron wave number).
Written as a function of the center-of-mass energy

constant

Table I. Fundamental energies of the BF^ molecule

Mode ri(o(eV)

0.109

0.088

0.183

0.059

na Vm" r where m^. is the reduced neutron mass,
'"'r "^cm

where we draw attention to the importance of pro-
perly accounting for the center-of-mass energy.
Figure 1 shows the six normal modes'* of oscillation
of the BF3 molecule which is a case of particular
interest. All but involve the ^°B nucleus at
the center. The normal modes V3, and v^^^ are
degenerate as are and v^^i^. The energies of
these normal modes for ^"BFj are given in Table I.^
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Restricting our attention to thev2niode, consider the

classical picture of a reaction of a neutron with the

^"B nucleus in the ground state (zero energy classic-
ally). The compound nucleus recoils initially with
an energy of E^, ni/(MB+ni) where is the mass of the
boron nucleus and m is the mass of the neutron. In

its equilibrium position the forces are balanced so

that the net molecular force on ^"BFa is zero. The
forces are proportional to displacement for a

harmonic oscillator, F cc x, so that for small x the

forces are small. The compound nucleus therefore
initially recoils as if it were free. As the dis-
placement becomes larger the molecular binding forces
come into play. The resulting motion can be pictured
as the translation of the molecule center of mass
with the molecular vibration superimposed on it. The
translational energy of the molecule E^. is given by

3K (5)

For the lowest lying vibrational mode of ^"BFs, the v.^

mode, this energy is about 0.8 eV. Therefore below
this energy no vibrational excitations are possible
when the molecule is in its ground state* and the
molecule will recoil as an absolutely rigid unit when
struck by a neutron. The energy in the center of mass
Ecm is therefore En(M/M+m) rather than En(MB/MB+in) as
at higher energies. Since Ecm is higher in the former
case, the l/m^v dependence requires that the measured
cross section be lower than the free atom cross sec-
tion by the fraction f given by

E^ = E m/M+m where M is the mass of the molecule,
r n

The vibrational energy E^^j^ is

3E Mp
E ., = E m/(M„+m)-E m/(M+m) = Vx"^VI b n ^ B ' n ^ ' Mn+m

(2)

In the classical case where the neutron energy
is large enough to knock the '°B nucleus free of the

molecular binding, kinetic energy also will be

imparted to the fluorine atoms in an amount depend-
ing on the potential energy binding the relative
masses and the neutron energy. However the total
recoil energy remains E^, m/lMg+m). Note that since
BF3 is a centrosymmetric molecule, with B located at

the center of mass of the molecule, no energy of
rotation can be imparted as long as the molecule
initially is in its ground state. Whether or not,
the recoil energy is sufficient to destroy the
molecule the recoil energy is always given by

En m/CM^+m) so that the energy in the center of mass
system is unchanged.

When E|- is large compared with Tioj, the quantum
mechanical picture is very nearly the same. Consider
the case of va again when the neutron strikes the '°B

molecule while moving perpendicular to the plane of
the molecule. When the molecule is in the ground
state, the probability of a transition from the ground
state to state k, P(k,0) is given by the Poisson
distribution^

P(k,0) = Z e
(3)

M+m
Mg+m (6)

For i°BF3 this fraction is 0.92 and implies a rise in
the i°BF3 cross section by 8% between low and high
neutron energies compared to the free atom cross
sections.

In most molecules the collision of the neutron
will excite rotations as well as the translations and
vibrations discussed already. For BF3 the equilibrium
position of the ^°B nucleus lies at the molecular
center of mass. Classically for an unexcited molecule
no angular momentum can be transferred. However, the

quantum mechanical zero point vibration in the ground
state allows a small displacement from the molecular
center of mass which permits the transfer of rota-

tional energy. The amplitude of this vibration can

be estimated from the force constants for the molecule.
Since the ^°B nucleus is much lighter than the combi-
nation of three fluorine nuclei against which it

oscillates, the fluorine nuclei stay relatively fixed
and most of the motion is associated with the boron
atom. For a force constant^ of 8.83 x 10^ dynes/cm
and the energy Tiio = 0.059 eV, the required displace-
ment is 0.046 X 10"" cm.

The probability for inducing a change in the
angular momentum can be calculated.^ For a molecule
with zero angular momentum (j=0) the probability for

a transition to a higher state j is given by

where Z is given by
P(j,0) = ^ (2j+l) (7)

E 3Mr

Z =
hjj Mo+m

(4)

The average amount of vibrational energy is

Eyib - = Ep 3l^f/l$^Q+m)ar\(i when we add to this the
average translational energy E^, the sum of these is

the compound nucleus recoil energy Enm/(MB+m)in exact
correspondence with the result from classical
mechanics.

An important deviation between classical and
quantum mechanics appears to develop however when
the neutron energy is lower than that necessary to

excite the first vibrational state.

where J is the Bessel function of half integral order
and a is the angular momentum in units of Ti. For a

neutron of energy 0.06 eV, the quantity a = 0.25. The

quantity 1 - P(0,0) gives the probability for excita-
tion to all higher states. For a = 0.25, Eq. (7) gives

1 - P(0,0) = 0.02. Therefore a transition will occur
in only 2% of the collisions and a further study of

Eq. (7) shows that nearly always the change is by

only one quantum. The moment of inertia for BF3

around an axis passing through the center of the

molecule and perpendicular to the plane of the mole-

cule is 52.48 X 10""*° gm cm^. The rotational constant
is found to be 0.000066 eV.

Calculations using the prescription of Jackson^ show

that the BF3 molecule is in its ground state 52% of

the time and in an excited mode 42% of the time.

It is expected that this may change the effect by as

much as a factor of two.
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On the average therefore only .02 x .000066 -

1 X 10~^ eV is transferred per collision so that
this mode of energy exchange can be neglected for
BF3 and in general for centrosymmetric molecules.
The recoil energy is greater by about 10**. For

non-centrosymmetric molecules, the impact parameter
a is much larger and a significantly greater amount
of rotational energy can be transferred. Steinwedel
and Jensen^ show that for a diatomic molecule
averaged over all directions of the incoming neutron
the classical calculation gives Ef^Q^/Ey^-j^ = 2. In

general therefore significant energy transfer can

take place for gaseous molecules below the energy
limit of equation 5, so that while the molecule may
be rigid, extra energy can be transferred to

rotations.

For solids and liquids the molecules are con-
fined by its neighbors to a fixed position and
therefore no energy is transferred to translation.
For crystalline solids, the recoil energy is taken

up by phonons. Lipkin^ has proved that for nuclear
Y-ray absorption or emission on crystalline solids,
the average energy transferred to phonons is equal

to the recoil energy E^,. In the case of y-rays
the energy E is always very much greater than the

energy of th^ lowest phonons. This however is not
always the case for neutrons as Lipkin points out.

However in general this is not a significant
limitation in crystal 1 inesol ids since the phonon
spectrum extends to zero energyiO_ In liquids
and perhaps in some solids such as amorphous
materials, where there are no long range correlations,
phonons cannot exist and the situation is less
clear. However the comparison of ^°BF3 with
solid in some form appears to be worthwhile.

Experiment

The ORELA group at ORNL has constructed and
used two i°B-loaded-detectors for flux measurement.
The geometry of the two is the same and is shown
in Fig. 2.

One detector contains '•"bFj at a pressure of 18.75 cm
and argon at a pressure 56.25 cm and the other has

^°B deposited by vacuum evaporation on both sides of
the central electrode and is filled with 7.6 cm of

CHl^ and 68.4 cm of argon. These detectors were used

for a comparison of the cross sections of ^°BF3 and

solid i°B, which may be in an amorphous state. While the
detectors have the same geometry, the counter charac-

teristics are significantly different. The pulse
height spectrum for the solid boron shows the ''Li and

a-particle peaks clearly separated from each other and

from the low level electronic noise. For the ^^BF^

detector these two peaks cannot be resolved and the

isolation is not complete from electronic noise and

from other sources of small pulses such as y-rays.

Any gamma ray background is difficult to eliminate
by bias on the pulse height spectrum.

Care must therefore be taken in the design of

the experiment to reduce and measure background. The
detectors were arranged in the configuration shown

in Fig. 3.

BF,-
EVAPORATED

BORON

NEUTRON_

BEAM

Cd SHIELD with OPEN ENDS-

Fig. 3. Positioning of the detectors. The
detectors were placed against one another and
mounted on an axis which passed between the
detectors and across the diameter. By rotating
the detectors about this axis by 180°, the
detector positions were transposed. The detectors
were placed inside a 50-cm long Cd tube with open
ends to reduce neutron background.

By placing the detectors directly against each other,
both are in very nearly the same background field.
Measurements were made of the counting rate as a
function of neutron energy for both detectors as
shown in Fig. 3. The detectors were then reversed
and the measurements repeated. The ratio of the
cross sections was determined by taking the geometric
mean of the two counting rate ratios. By this means

the effect of neutron background is almost completely
eliminated. The method does not however eliminate
Y-ray background which will be different for solid B
and BF3 owing to the differences in pulse height
spectra. The background was therefore measured
using Au, Co, and Na filters. The results are
given in Table II.

Fig. 2. Geometry for the BF3 and evaporated
boron counters. The central electrode is coated
vn'th boron on both sides for the evaporated
boron measurement. For BF3 studies the second
detector is filled with BF3 gas and the center
electrode is bare metal.

The data were collected in an on-line computer
which sorted the data as it was received into a two-
dimensional array. The data were sorted according
to pulse height and time-of-f 1

i
ght into 5X1 0^

channels for each detector. This procedure allowed
the choice of bias to be made at the completion
of the experiment. The same time-interval meter
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Table II. Background measurements.

Filter Energy
(eV)

% Background
B BF3

Au 4.9 1 0 1 7

Co 132 1 7 4 9

Na 2850 2 1 5 5

was used for both detectors on a first come--first
served basis. Even though deadtime effects were
about 70% for the lower neutron energies, no deadtime
corrections were required in deriving the cross section
ratio from the data for this collection method.
Table III is a summary of the operating parameters
for the experiment.

Table III. Experiment parameters.

Flight path length 21 . 37 meters

Electron power 4 kW

Pulse rate 300 pps

Pulse width 1 ysec

Channel width 1/2 ysec

Lead y-flash filter 1 .4 cm

Resonance filters Au, Co, Na

The experiment did not show an 8% difference
between solid B and BF3 as predicted. Therefore
either the 8% effect is not present or else the solid
B exhibits essentially the same change as BFj

.

Summary

It is shown that for neutrons less than about
0.8 eV, the ^"BFj molecule should behave as a rigid
body. This is expected to lead to an 8% increase in the
observed a relative to the free atom cross section.

The effect "is not expected to be present in crystal-

line boron solids. The ratio of the cross sections was
measured with an accuracy better than 1% and found to

be constant over the energy range from 0.5 to 10,000

eV. Therefore, either the expected effect actually is

not present or else the evaporated ^°B shows the same 8%

change as BF3. Since '"BFs has probably been used
over the years much more for eV flux measurement than
any other boron detector, an understanding of the

effect of binding of the BF3 on the ^"B(n,a) cross
section is essential for assuring a firm basis for eV

cross section measurements.

Acknowledgments

The authors are grateful for the interest shown
in the work by Dr. R. Gwin and Dr. L. W. Weston of
the Oak Ridge National Laboratory and for providing
us with results from an experiment similar to this

carried out at ORELA. We also acknowledge the

encouragement and helpful comments of Dr. J. B. Czirr.

References

1. V.H. Steinwedel and J.H.D. Jensen, Zeltschrift
fiir Naturforschung, 2a, 125 (1947).

2. W.E. Lamb, Phys. Rev. 51, 187 (1937).

Resul ts

The results of the experiment are shown in Fig. 4

where the ratio of BF3 to solid boron is given as a

function of neutron energy. The uncertainties shown
in the figure arise from counting statistics alone.
The authors are aware of no systematic uncertainty
except for y-ray background in the BF3 detector. The
size of the uncertainty of this background is thought
to be about 1/3%. The ratio is fcjj^nd to be constant
to within about 1%. An experiment performed with the

same statistical accuracy at the ORELA facility at

ORNL using the same detectors gave a similar result.

NEUTRON ENERGY ( eV)

3. J.E. Lynn, The Theory of Neutron Resonance
Reactions (Clarendon Press, London, England,

1968).

4. J.M. Blatt and V.F. Weisskopf, Theoretical

Nuclear Physics (John Wiley and Sons, New York,

1960)

5. G. Herzberg, Infrared and Raman Spectra of
Polyatomic Molecules (D. Van Nostrand Company,

New York, NY, 1945).

6. V.S. Letokhov, Phys, Rev. 12, 1954 (1975);

CD. Bowman and R.A. Schrack, The Influence

of Vibrations of Gas Molecules on Neutron
Reaction Cross Sections . Accepted by Phys

.

Rev. (Sept. 1979). :

7. D. Jackson, Los Alamos Scientific Laboratory
Report LA-5025-MS, 1975.

8. V.S. Letokhov and V.G. Minogin, Soviet Physics,

JETP 42, 800 (1976) .

9. H.J. Lipkin, Ann. Phys. 9, 332 (1960).

10. C. Kittel, Introduction to Solid State Physics

(John Wiley and Sons, Inc., New York, 1967).

11. L.W. Weston (private communication, 1979).

Fig. 4. The ratio of the cross section of ^°BF3

and evaporated boron. The bars on the points
show the statistical uncertainties of the data.

92



PERTURBATIONS OF NUCLEAR CROSS SECTIONS ASSOCIATED WITH

CHANGES IN MOLECULAR VIBRATIONAL ENERGY
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Abstract

The change in molecular vibration energy upon absorption of a neutron by a nucleus bound in a free molecule
can influence resonance shape and other aspects of neutron reaction cross section. A formalism is developed for
centrosymmetric molecules such as UFg which allows a calculation of the displacement in resonance energy and the

dispersion in resonance shape arising from molecular transitions. The calculations have been applied to the 6.67
eV resonance in ^^^U. Comparison with measurements of ^ssu^Qq and ^^syp^ indicate satisfactory agreement.

Implications of these effects for other systems are discussed.

(Cross section, molecules, neutron reactions, neutron time-of-fl ight, UFg, vibration)

Introduction

When a neutron strikes a nucleus bound in a free
molecule, the molecule will recoil with the possibility
of changing its vibrational and rotational state. The
energy available tothe compound nucleus is therefore
not that obtained simply by conserving energy and mo-
mentum in the neutron-nuclear collision since energy
conservation must include the change in the molecular*

excitation. The possibility and necessity of taking
such effects into account apparently has not been
studied previously for low energy neutron fission and
capture reactions. However, the similar effect for y-

ray absorption has been theoretically studied in

detail by V. S. Letokhov [1] for centro-synmetric mol-
ecules such as SFg. Rotational transitions are not
induced by neutron absorption by the central nucleus
so that the calculation is significantly simplified by
restricting the study to centrosymmetric molecules.
We report here a calculation of the resonance shape
for the 6.67 eV resonance in ^ssup and compare the
calculation with a measurement of the ratio of gas to

solid 238u^0g carried out at the NBS linear accelerator.

Theory

The relative probability P. for a molecular tran-
sition from an initial state a to a final state b upon
collision of a neutron with a molecule is given by the

expression

Pba
= (^)> 1)

where K is the wave number associated with the neutron

and molecular center-of-mass motion and R is the posi-

tion of the nucleus struck by the neutron. The vector

R can be written R = R+r+u where ''s the vector |rom

the origin to the center of mass of the molecule, r is

the vector from the molecular center-of-rjass to the

equilibrium position of the nucleus and u is the vector

from the equilibrium position of the nucleus to its

instantaneous position. Assuming the separation of

translational and vibrational variables, the matrix

element of Eq. (1) can be written^ ^

%{R)le-'"^''^|i|.3(R)> = <Tj^|e

(2)

where T and T, are the wave function fgr^the initial

and final molecular translation, and t|^{r,u) describes
the molecular vibration and rotation.

For a centrosymmetric molecule, one^nucleus is

located at the center of mass which has r = 0 always.
If the neutron strikes this nucleus, which in th| case
of UFg would be the uranium nucleus, the vector r may

be neglected. Furthermore, changes in rotational state

of the molecule can be neglected since the uranium is

always very near the center of mass of the molecule.

The transition probability required in this case re-

duces to the calculation of the matrix element

The vibrations of the nucleus can be expressed as a

product of the various modes i). including all degener-

acies. We assume a harmonic oscillator approximation

for the vibration and write the harmonic oscillator

wave functions [2] in terms of the Hermite polynominals

as

(3)

In Eq. (3), the vector u ha^ been rewritten in^|^erms of

the normal modes as u„ = Q^p„ when p. is the £ normal

lecular coordinate and Q^is the associated displace^^mo
ment amplitude. The smallest energy quantum of the^^

normal mode ha. = Fi^a„ and m. is the order of the £

vibrational mode. For the ground state m = 0, and for

the first excited state of the vibrational mode m = 1,

etc. The normalization constant N„ is defined as

[2-"^ m^ KTT/a^)'^]-^

element becomes

m
0

Therefore the required matrix

<(u)|e-iK-"|^^(l5)> =

(4)

The average energy 6 transferred into molecular
excitation for an initial state j assuming only one

normal mode is

k=0

P(k,j) hw(k-j) (5)

The influence of vibrational energy increments

such as these on cross sections was first pointed out

by Lamb £2] who carried out a calculation for energy
increments associated with photon exchange. These con-

cepts were further developed by many authors and for

neutron energies less than 1 eV by Bowman and Schrack

[3]. Following these papers, we find that the transfer

in molecular vibration energy therefore influences the

neutron cross section through two terms: the energy

dependent neutron width and the resonance denominator.

To a small degree it also influences the total width

since r represents one component of the total width.
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However, this term is small in almost all practical

cases and will be neglected for the purposes of this

work. For the resolved resonance region of heavy

nuclei, the influence on the neutron width is small and

will be neglected here.

The calculation of the effects for a practical

case are significantly complicated by several factors.

First, there usually are several normal modes present

which compete with one another in the energy exchange
process. Second, these normal modes also have de-

generacies which must be taken into account. Third,

for room temperature systems, most molecules are in

some state of excitation other than ground state.

Fourth, in practice the direction of oscillation of any

particular normal mode is randomly oriented to the

direction of neutron motion. In the following calcula-

tion all of these factors are included for the purpose
of predicting the shape of the 6.67 eV resonance 238(j_

Application to ^^^UF^

The molecule ^ssup is a solid at standard temp-

erature and pressure, hut is in a gaseous state at re-

duced pressure. The molecule has six normal modes.

The two of these which involve the uranium nucleus are

shown in Fig. 1 and are usually identified as the

and V. modes as indicated in the figure. Since the

other four modes do not involve an oscillation of the

uranium nucleus, the collision of a neutron with the

238u nucleus does not excite or deexcite these modes.

on the degeneracy, and L are the Laguerre functions de-

fined by

1
= E C-1)^
v=o U-v)! (k-j+v),

(8)

The Z ^ quantities are proportional to (K-p) and are
importclnt parameters for determining the probability of
molecular transitions. In general they depend on the

molecule geometry, force constant, atomic masses and
are not easy to evaluate. For a linear triatomic
molecule Letokhov (1) gives

2Er mx

Fb My
(9)

where Er is the molecular recoil. For the purposes of

this paper we estimate Z by viewing the and modes
as approximations to the normal mode of a linear tri-

atomic molecule. Adjustments in these estimates then

can be made to improve the fit to the data. Our es-

timated values of Z^ = .075 and Z, = 0.23 are used

througout the remainder of this paper.

The P quantities of equation (7) must then be

averaged over all orientations of the molecule since

the molecules are in general randomly oriented. The
angle-averaged quantity P is a somewhat complicated ex-

pressiont^^J which however can be used to quickly calcu-
late specific transitions of interest. Three examples

are given below all starting from the same intial state

000,000) . .

P(000,000;100,000)

P(100,000,100,000) = (1-1 ^3^ e'^^3'*'^4^

-'^h-'h^ 6
PC2Q0, 000, 100,000) = Z3e ^ ^ [2/3 -

j|
Z3

(10)

Figure 1. UFg molecules showing the atomic motions for

the and v. normal modes. The numbered points in-

dicate the positions of the flourine atoms.

The required probability for a transition from one
condition of molecular vibration to another may be re-
written

P = l<^h('j)|e'
•il^'U,

(6)

where the product over I includes all normal modes and

their degeneracies. For the normal modes each with
its three-fold degeneracy of concern here, we denote
the initial state by ( j-i joJojJn JoJp final state
by (k,k2k,,k^k^ki) . The unprimea indices are associ-
ated with and the primed with v.. The probability
for a transition from an initial state to some final

state, therefore, can be written from Eq. (6) and (3)

as

:

P
( j 1 j 2'^ 3 '•^

1 j 2'^ 3 '

'^l
'^2'^3 '

'^l
^2'^3 ^

n,^ n,K

where W
n,«.

'n,«,"

(7)

I is the index on the normal modes, n is the index

+ -Lz 2]
14 '^3

This method of solution is practical for weakly
excited molecules, small changes in excitation energy
and values of Z < 0.5 and therefore is suitable for

the problem at hand. The calculation was carried
through by weighting the various initial states with

the initial thermal probabilities, calculating the tran-

sition probabilities to states of lower, higher or the

same state of excitation and summing together all tran-

sitions representing the same energy change. The re-

sults are summarized in Table I.

The results of Table I now must be converted into
a form easily compared with the experiment. The ex-
perimental resonance shape would be the sum of re-
sonance shapes weighted by the transition probabilities
and displaced in energy by the appropriate value for
AE. Before this can be done, however, the appropriate
form for the resonance shape must be selected.

If the target molecule were rigid and at rest,
the resonance shape would be the unbroadened Breit-
Wigner shape shifted upward by the amount of recoil
energy given by E/(m + 6m^) for UFg. However, the
molecules are in thermal mStion so that the shape of
the resonance must be modified to the Doppler-broadened
shape for a rigid molecule as prescribed by Bethew).
A resonance shape taking account of molecular vibration
was calculated beginning with the Doppler-broadened
resonance shape defined by Bethe for the rigid
molecules which were displaced by the energies in the
table, weighted by the probability factors of the
table and added together. To facilitate a comparison

94



Tahlo T
1 aD 1 c I

1 r alio 1 L 1 Uil r 1 uuuU 1 1 1 Ljr

no cnanyc .000

• £U3

\ I J. nan

ma.U/O

U. UU - . U/o

0.01 .055

*The upward directed arrow implies excitation of the
molecule to a higher lying state and the consequent ab-
sorption of energy by the molecule. The downward
directed arrow implies deexcitation and energy release
from the molecule. For the bottom row two normal
modes change simultaneously.

with experiment, this resonance shape was then compared
with the shape which one would obtain in a solid uran-
ium oxide target as prescribed by Jackson and Lynn(^).
The ratio of the U^Op to the UFg case is shown as the
upper solid line in Fig. 2. The dashed line of the
figure shows a calculation of the shape for U^On divid-
ed by the prediction for a rigid molecule of uF^. The
differences with the solid indicated by the dasned line
are due to recoil and Doppler broadening associated
with the larger gas target mass (A = 352). The posi-
tion and shape of the resonance in the solid is shown
at the bottom of the figure.

1

TO 1 ^.j

1 1 i\

\

\

F—^ ^

RIGID
-

MOLECl

... 1

\

\

\

\

JLE

1

1

1

1

T \\̂ VIBRATIONS
N INCLUDED

1 1 1

6.55 6.60 6.65 6.70 6.75 6.80 6.85

En(eV)

Figure 2. The points show the ratio of the measured
resonance shape of a gas to that for a solid. The

upper solid line is the results of the calculation of
this ratio with vibrational transitions included. The

dashed line is the same ratio under the assumption of

a rigid molecule. The lower solid Tine is included to

show the shape and position of the 6.67 eV resonance
in 238U.

The Experiment

To compare the prediction with experiment, measure-

ments of the total cross section for UsOg and for an

equivalent thickness of UFs were carried out. The

U3O8 sample was prepared by mixing a small portion of
U3O8 with aluminum powder which yielded a thickness of
8.56 x 10"^ atoms/barns corresponding to a peak trans-

mission of Q.5 at the 6,67 eV resonance.
A UF^ gas sample was prepared by filling a steel

container 30 cm long with UF, gas at a pressure of 72

Torr. At this pressure and at room temperature all

the UFg will exist in the gas phase. Also, this pres-
sure yielded approximately the same thickness of ^^^U

as the solid sample.

The measurements were made on the NBS Linac using

a neutron flight path from neutron source to detector
of 69 meters. The samples were placed 5 meters from
the neutron source. The samples were 8 inches in dia-

meter and the collimated neutron beam was 6 inches in

diameter at the sample. The detector was a 5 inch

diameter, 1 inch thick slab of 6% enriched lithium
glass directly attached to an 8854 photomultipl ier.

The beam is collimated to 4 inches at the detector.
The flight tube contains appropriate collimators to

prevent inscattering. The linac was operated at 126

MeV with an average electron current of 18 yA, 360

pulses per second, with a pulse width of about 60 nano-
seconds. The neutrons were generated in a tungsten
target with an external moderator of polyethylene 1-

inch thick. The neutron pulse width has a total width
of approximately 6 meV at 6.6 eV. The data was col-
lected using a time interval meter having 256 nano-
seconds resolution, which represents about 2 meV re-

solution at 6.6 eV neutron energy. The observed FWHM
of the 6.6 eV line in ^ssy was 111 meV, (about 36

channels). Linac runs of about 20 hours produced about
7000 counts per channel at 6.6 eV. For analysis the

data was grouped eight channels at a time.
Transmission measurements were completed and

transformed to cross sections. The ratio of the solid
to the gas was then calculated and the results plotted
in Fig. 2. The uncertainties shown are derived from
the statistical uncertainty of the two transmissions.
The shift in energy between the two measurements is

less than two millivolts. The agreement between theory
and experiment is not perfect but is satisfactory in

view of the approximations in the application of Eq. 7.

The large difference compared with the result for a

rigid molecule (dashed curve) clearly shows the
necessity of taking vibrational transitions into
account. It is probable that an improved fit could be

obtained by adjustments of Z3 and Z4. We believe,
however, that these parameters are very nearly the
actual values. The possibility of adjustment of these
parameters was not included in this paper and is a

subject for further study.

Summary

In this paper we believe we have demonstrated for

the first time the necessity of taking into account the

change in internal excitation of a free molecule upon

absorption of a neutron. The calculation is, of course,
distinctly different from that required for slow neu-

tron inelastic scattering measurements. The effect
depends approximately on the ratio of the mass of
peripheral nuclei to the central nucleus for centro-
symmetric molecules. For this reason the effect for

other molecules can be much larger than for UFs.

A thorough exploration of this class of phenomena

should include a study of non-centrosymmetric molecules
including diatomic molecules where the full treatment
Tiust include both vibrations and rotations and the in-

teractions between them. Qualitatively it appears that

induced transitions might be significantly higher for

such molecules.
The phenomena discussed here might find practical

applications in the design and operation of very high

temperature gas-fueled reactors for understanding of

reactor reactivity and the Doppler coefficient. For the

conventional fuel cycle it might find application in

critical ity evaluations of isotope enrichment facilities.

There also are interesting practical possibilities

associated with the control by various means of the

initial state of the molecule.
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THE RATIO OF THE AND He(n,p) CROSS SECTIONS BETWEEN 0.025 eV AND 25,000 eV

C. D. Bowman and J. W. Behrens
National Bureau of Standards
Washington, D.C. 20234, USA

R. Gwin and J. H. Todd
Oak Ridge National Laboratory

Oak Ridge, Tennessee 37830, USA

The BF3(n,a) and He(n,p) cross sections have been compared in the energy range from
0.025 to 25,000 eV. Measurements at NBS using filtered beams gave results at 2 and 25 keV.

At the Oak Ridge National Laboratory using the ORELA facility measurements were completed
between 0.025 and 10,000 eV. Normalizing the ratio of BF3/He to 1 at 0.03 eV, the ratio
increases by 1% at 10 eV, by 2% at a few hundred eV, by 4% at 2 keV, and by 16% at 25 keV.

The large deviations at the higher energies are expected purely from the nuclear parameter-
ization of the cross sections. However, the deviations from 1/v in the ratio below 100 eV
are surprising and perhaps might have their origin in the molecular binding for ^Ob in the
IOBF3 system.

10 3
[ BFo, cross sections, eV neutrons. He, ratio, standards.]

Introduction

3
The low energy reaction cross sections of He,

"Li , and 10b have long been used as neutron flux
measurement standards at low energies owing to their
1/v cross sections. For the energy region below 1 eV
these cross sections have been verified to have an
almost pure 1/v cross section by measurements of the
total cross section. ^"-^ Since the scattering portion
of the reaction is small and essentially constant,
corrections for scattering can be made with sufficient
accuracy to demonstrate a 1/v cross section for them
to a nominal accuracy of ±.1%.

Identical proportional counters were used for

these measurements whose parameters are summarized in

Table I. Three tubes were used al together--two
containing BF3 and one containing ^He. The pressures
were adjusted so that the neutron efficiency in both
IOBF3 "^^^ detectors were nominally the same. At

these pressures the attenuation of a 0.025 eV neutron
beam moving perpendicular to the axis and across the
5-cm diameter of the tube is about 8%.

Table I. Detector parameters.

At higher energies the reaction cross section
decreases and scattering corrections reduce the effec-
tiveness of total cross section measurements for mea-
suring the (n,a) cross section. It, therefore, becomes
necessary to measure the neutron flux to obtain a

reaction cross section. For this purpose a black
detector which absorbs a constant fraction of all neu-
trons striking it may be used. However, the efficiency
of such detectors can only be obtained by calculation,
and the usefulness of these detectors for accuracy
below a few percent is doubtful. The black detectors
usually are not easy to use either, so that in spite
of the potential inaccuracy, ''^B, oLi, and ^He are
used up to 100 keV for monitoring neutron flux. The
cross sections for ^Li and ^^B have been carefully
studied at higher energies in recent years^'^ and the

shape of these cross sections between 1 and 100 keV
probably are known to 1-2%. However in the region
from 1-1000 eV where all three reactions have been
extensively used, essentially no cross section measure-
ments have been made. The purpose of this paper is to

compare the reactions 3He(n,p) and 10BF3(n,a) with the
purpose of gaining information about the adherence of
these cross sections to a 1/v shape below a few keV.

Reactor Measurements at NBS

The NBS 10-MW reactor has filtered beams^ of
energies 2 and 25 keV obtained using Si and Fe filters,
respectively. In addition to the filters, resonant
scatterers are used in the through-tubes which run
beside the reactor core to scatter neutrons of the
desired energy into the beam. The method gives neutron
beams of greater spectral purity and lower in-beam
gamma-ray background than beam tubes which terminate at
or near the reactor core. Both factors should be help-
ful in carrying out a high accuracy ratio measurement.

Diameter

Active length

Pressure

^He

BF3#1

. BF3#2

High voltage

Wall thickness

Wall material

^^B enrichment

Neutron beam diameter

Thermal

2 keV

25 keV

5 cm

30.5 cm

69 Torr

100 Torr

85 Torr

1500 volts

0.084 cm

stainless steel

96%

1 .25 cm

^^ .25 cm

'\^2.5 cm

The detectors were arranged in the geometry shown

in Fig. 1 with the beam traversing the diameter of

both detectors. Counting rates were determined and

the positions of the counters were then reversed.

Counting rates were again determined in this second
arrangement. The geometric mean of these two ratios
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is then taken. This procedure yields a cross section
ratio which is self-correcting for backgrounds to a

very high degree as is demonstrated in the following

relationships.

5 cm DIAMETER

PROPORTIONAL
COUNTERS

1.25cm DIAMETER
NEUTRON BEAM

.0775 cm
Cd COVER

ADJUSTABLE
PLATFORM

Fig. 1. The detector-beam arrangement for the

2 keV measurements. A 1.25-cm diameter neutron
beam passes across the 5-cm diameter ^He and BF3

tubes. The tubes are surrounded by Cd and rest on

an adjustable platform. The detector positions are

interchanged for the second part of the measurement.

1 ,

^I^B , ^2^B
*(1-Tg) <t.(l-Tg)T^g

1 + ^1^He
,
VHe

(4)

Even for significant differences in the backgrounds at
positions 1 and 2 and for significantly different
transmissions, the factor F is very close to unity.
For example, if the background intensities at
positions 1 and 2 differed by a factor of two

b^/(f) = .1, b2/i> = 0.2 and if the absorption of

the two counters for neutrons also differed by a

factor of two (Tn .95, T|^g =.9 at thermal) the value

of F for two pure 1/v cross sections at Z keV

assuming a background at 8 keV is less than 1 part in

10^. If the boron cross section drifts away from a

1/v dependence by 10% in the energy interval between
2000 eV and 8000 eV, the value for F with the pre-
viously stated conditions differs from unity by

5 parts in lO^. Both of these are extreme cases; the
transmission for the IOBF3 and ^He detectors at

thermal are the same within ^0% and the backgrounds
at the two positions are not expected to differ by

more than 10%. With a Cd cover on the tubes, the
background rate at the 2 keV beam with the detectors
just out of the beam was found to be 10% of that with
the counters in the beam. The 2 keV beam was con-
taminated with 6% of its neutrons at energies higher
than 8 keV. A Cd filter eliminated any thermal
neutrons in the beam. We believe that the influence
of background for the 2 keV measurement on the cross
section ratio is less than 0.1%.

Assume that the first measurement is done with
the beam first passing through the ^^B counter. The
rate in the ^^B and -^He counters, Rg and R^g respec-
tively, is given as

Rg = c|)(l-Tg)+b^ej

(1)

where
<i)

is the neutron current, Tg and T^g are the
transmissions across the 5-cm diameter of the ^Ob and
^He counters, b] and b2 are the background neutron
intensities at counter positions 1 and 2 and cq and

^He are the efficiencies for background detection for
10 3

the B and He counters. When the counter positions
are switched, the counting rates R^ and Rfjg are
given by

^He

^He^l-TB^^VB

* (^-THe^^'^l^He

(2)

The geometric mean of the ratios of these rates is

Rr, Rr

.'^He ^He;

^ sinh (no/2)B r _
sinh (na/2)He (no

He
(3)

with the background correction factor F given by

The ratio next was measured using thermal neutrons
with a Cd ratio of 2000/1 from the NBS thermal col-
umn. A beam diameter of 7.25 cm was used with the
detectors in the same geometry as in Fig. 1. The bias

levels on the detectors were maintained at the same

level for the 2 keV and .025 eV measurements using a

^^^Cf neutron source.

For the 25 keV measurements different procedures
were necessary since the 1/v cross sections are lower

at 25 keV and the room background in the vicinity
was somewhat higher. The in-beam background for the
25 keV beam is 3% with the lowest energy contaminant
neutrons occurring at 74 keV. To achieve a better
signal to background ratio, only one detector at a

time was placed with Cd cover in the beam. The axis

of the detector was centered and aligned parallel to

the axis of the beam so that the beam traveled along
the full length of the detector volume. The counting
rates with the detector outside of the beam were 5%

of that in the beam. The and 3He counters were
alternately placed in the beam and counts were taken
for about 200 seconds. Fluctuations of less than 1%

in reactor power with a period of about 30 seconds

were thus averaged over about six cycles. The ratio
of (n0)B/lno)He was measured four times with the

results 1.037, 1.035, 1.043, and 1.043 for an average
value of 1.040 + .003. The sensitive length of the

detectors varies slightly according to the length of

the central wire. Construction accuracy is believed
to be better than + 3 mm so that this uncertainty was

taken to be + 1%. Since the cross section shapes for

both detectors were very nearly the same, the 5%

backgrounds are expected to cancel in the ratio so

that the background effect on the ratio is much less
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than 1%. The final values of these ratios as a

function of energy are given in Table II.

Table II. Ratio* of [na)p/{m)„

Energy
(eV)

(na)g/(na
>He

0.025 1.

2000 1.045 + .002

25000 1.16 + 01

*Normalized to 1 at 0.025 eV

Linac Measurements

The linac measurements were carried out at the
ORELA facility at the Oak Ridge National Laboratory.
Measurements were made at a 20 meter flight station
with an accelerator pulse rate of 25 per second.

Overlap of neutrons from one pulse to the next occurs
at 0.0013 eV so that little effect is expected. How-
ever since both cross sections have nearly the same

shape and the same absorption, even if significant
overlap had been present, there would be little effect

on the measurement of cross section ratio.

The measurements were made with the two detectors
placed one behind the other. The detectors were then
interchanged for a second measurement. The cross
section ratio was found by taking the geometric mean
of the two measured ratios. The background counting
rate for the detectors when located close to but out-
side of the neutron beam was less than 1% of that in

the beam. The background in the beam at 4 eV and at

2000 eV measured with resonance filters was found to

be less than 1%. The ratio of these rates for differ-
ent energy bands were taken starting near thermal and
extending to 10,000 eV. Since the transmission was
nearly the same for both detectors and was always
greater than 0.92, no corrections were made for self-
protection. The uncertainty in this method assuming
a 10% difference in m for the two detectors is less

than 0.2% in the ratio.

The data from the linac run is shown in Fig. 2

as the dots. The vertical bars on the points repre-
sent the statistical uncertainty (la) in the points
which dominate the other contributions to the uncer-
tainties. The results from the filtered beams listed
in Table II are shown by the squares. The solid line
is a fit by eye to the linac and filtered beam data.

These results are in good agreement. The dashed line
is the ratio determined from ENDF/B-5.

Unpublished measurements of this ratio using an

electron linac as a pulsed neutron source have been
reported by Lopez et^ al_. 7 Their results were normal-
ized at 400 eV which appears to be significantly
different from a normalization at thermal energy. The
triangles show a few representative points of these
data renormalized upward by a factor of 1.02. Their
results are in good agreement with the present data.
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Fig. 2. The ratio of a{ QF^)/a( He) normalized to 1 at 0.025 eV. A few representative points from the

GGA linac unpublished results are included. The solid line is an eye guide through the data. The dashed

line is the ratio from ENDF/B-5.
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Both the filtered beam and the linac experiments
at ORNL indicate a difference in the ratio between

0.025 eV and 2000 eV of a little over 4%. As the

energy increases, this difference increases and at

25 keV the difference is 16%. Either IOBF3 or ^He or
both account for these differences from a 1/v shape.

In the higher energy region where the differences are

largest, these deviations arise from the proximity of
resonances. However in the region below 100 eV, it is

not clear that nearby levels can cause deviations as

large as observed. The possibility of a deviation
from a 1/v cross section between 1 and 300 eV arising
from the molecular binding of the ^'^BF3 is discussed
elsewhere.^

In order to achieve the accuracy goal of 1% for

these standards for the energy region of Fig. 2, it

is clear that absolute cross sections must be

measured for each of the three nuclei used as 1/v
flux monitors.

The authors gratefully acknowledge the loan by

Dr. Robert B. Schwartz of the detectors used in these
experiments and his advice in the use of the NBS
filtered beams.
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MEASUREMENTS OF THE TOTAL NEUTRON CROSS-SECTIONS OF Be, Ni
AND Cu AT ROOM AND LIQUID NITROGEN TEMPERATURES IN THE

ENERGY RANGE FROM 2.2 eV TO 2.2 MeV

M.Adib, A. Abdel-Kawy , R.M. A.Maayouf , Y.Eid, G.Shuriet, and I.Hamouda
Reactor and Neutron Physics Department, Atomic Energy Establishment j Cairo, Egypt

The total neutron cross - sect ions o£ Be, Ni and Cu are measured using two time-
of-£light spectrometers installed in front o£ two of the horizontal channels of the
ET-RR-1 reactor. The measurements were carried out in the energy range from 2.2 eV
2.2 meV at room temperature and at liquid nitrogen temperature for neutron energies
below 5 meV. The coherent scattering cross - sect ions of these elements were deter-
mined from the Bragg cut-offs observed in the behaviour of the total cross - sect ions
at cold neutron energies. The incoherent cross - sect ions of Be, Ni and Cu were ob-
tained from the analysis of the total neutron cross-section data beyond the Bragg
cut-off. The one phonon annihilation process was estimated at long neutron wave-
lengths and was found to be in reasonable agreement with the results of calculations,

(o'p, 2.2 eV - 2.2 meV, BeNiCu, coherent and incoherent scattering, Bragg cut-off)

Introduction

The total neutron cross-section for
neutron energies below 1 eV can be express-
ed as ;

CT s 01 + s + s + cr (S) + 0" (s)
u a.

vdaere CT- the absorption cross-section,
di

S and s - are the coherent and in-
coherent elastic scatter-
ing cross-sections respec-
tively,

Cr(S) and (J(s)-are the coherent and
incoherent inelastic
scattering cross-
sections respectively.

The coherent scattering amplitude b^^j^

can be detei?mined from the values of the
Bragg cut-offs observed in the measured
total c3?oss-sections at low neutron
energies.

Beyond the Bragg cut-off the co-

herent scattering cross-section S is zero.
Besides, at liquid nitrogen temperature
QXS) and CF^s) are negligible; consequently,
the incoherent scattering cross-section can
be obtained from the measured data by sub-
stracting the contribution of the absorp-
tion cross-section beyond A q»

The present work deals with total
neutron cross-section measurements carried
out for Be, Ni and Cu in the energy range
from 2.2 eV-2.2 meV, as well as with the
determination of their coherent and in-
coherent scattering cross-sections.

The one phonon armihilation process
for Be, Ni and Cu is also estimated at
room temperature following the procedure

reported by Cassels"''.

Experimental Details

The mea^xjrements were performed using
two TOF spectrometers, installed infront of

two of the horizontal channels of the
ET-ER-1 reactor.

In the energy range from 2.2 eV to
5 meV, the measurements were carried out
with one of the spect3?ometers having a rotor

2
with a straight slit 1x25 mm while the
spectrometer's flight path was 8.1m, Below
5 meV, the measxirements were performed us-
ing the second spectrometer with a rotor
having a cigar shape slit and flight path
4.2 m. The rotation rate of the rotors
could be controlled in the range from
800 rpm to 5600 rpm within accuracy 0.14%.
10 ^

EP, and ^He gas filled neutron detectors
were'^used during the measurements along
with a 400-channel time analyser with
channel widths varying between 24.4 ;us-
97.6 us. Both the TOF spectrometers are

2 5 4
described in details elsei^ere .

The Be, Ni and Cu samples were prepar-
ed from spec, pure fine powders.

Results & Discussion

Beryllitna

Fig.l shows the dependence of the total
cross-section on both wevelength and energy
for Be at room temperature, as measured in
the energy range from 2.2 eV-2.2 meV, along
with the cross-sections, mesisured at liquid
nitrogen temperature, for neutrons below
5 meV. The measvired behaviour of the Be
cross-section, in the energy range from 2.2
eV-60 meV, was found to fluctuate near a
constant value of 0^=(5.9 + 0.2) b. This

value is in good agreement with the value

(6.0 + 0.1) b. reported in the ML-325^.

The coherent scattering amplitude of Be
was calculated from the Bragg cut-offs,
observed in the total cross-section, and
found to be

^coh"^''*''' - ^'^^ ^' Consequent-

ly, the coherent scattering cross-section of
Be S=(7.5 ± 1.5) b. These values are in good
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Fig. 1. Total cross-section of beryllitun vs wavelength and
energy.
• - measiirements at room. temperat\ire.
o- measurements at liquid nitrogen temperatiare.

agreeement with the values 7.74 F and 7.53 h.

reported in reference 6.

The total neutron cross-section of Be
at liquid nitrogen temperature (see fig. 1)
is fluctuating around a constant value
(0.27 + 0.11) b. This value corresponds to
the Be incoherent scattering cross-section
since it has a negligible absorption cross-
section. The strai^t line in fig. 1 shows
the calculated total cross-section of Be at
room' temperatxare considering only the one
phonon annihilation process. It is slightly
lower than the observed total cross-section
of Be at room temperatvire . Such disagree-
ment may be attributed to the Fe impurities
present in the used Be sample.

Hickel

The total cross-section data of Ni in
the energy range 2.2 eV-0.06 eV were fitted
using the least square method and was found
to be :

0^=(17. 5+0. 2)+(0. 652+0. 007)E~^ b.

E, in eV, which is in good agreement with
the expression:

(3^=(17.4-+0.2)+(0.79+0.10)E"^ b.

7
reported by Bendt and Ruderman'

.

The coherent scattering amplitude and
cross-section for Ni were determined from

the observed Bragg cut-offs and foxmd to be:

b^.Qj^=(10.4+0.5) F and

S =(13.6+0.8) b. respectively.

These veilues are in good agreement with the
values 10.5 F and (15.2+0.2) b reported

previously^ * ^

.

At liquid nitrogen temperature the
total cross-section of Ni follows the
expression:

(^=(3. 3+0. 2)+ (0.75+0. 06 )E"'^ b.

which yields a value of (3.5+0.2) b.for the
incoherent elastic scattering cross-section
This value is in good agreement with the
value of (4.1+1,2) b. reported by Bendt and

7
"~

Ruderman' for Ni incoherent scattering
cross-section at room temperature.

The solid line in Fig. 2 represents
the calculated total neutron cross-section
of Ni at room temperature, while the deished
one represents the calculated total cross
section at liqviid nitrogen temperatxire.

Cupper

The escpression obtained for Cu total
neutron cross section (Fig. 3) at thermal
neutron energies was foiand to be :
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o- measurements at liquid nitrogen temperature.
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0t=(7.*+0.6)+(0.57+0.12)E"^ b.

which is in good agreement with that report-
7

ed by Bendt and Ruderman' , as :

0^=(8.2+0.2)+(0.54+0.05)E"^ b.

The coherent scattering amplitude and
cross-section for Cu were found to be
b^^j^=(7. 7+0.4) F and S=(7.5+0.8) b. res-

pectively, which are in good agreement with

the values 7.9 F and 7.8 b. reported

previously^

At liquid nitrogen temperature and
beyond the total cross-section follows

the expression:

0:^=(1. 98+0. 09)+(0. 54^+0. 05 )E~^ b.

This gives a value of (1.98+0.09) b. for

the incoherent elastic scattering cross-
section which is in agreement with the
value of (1.9+0.5) b. reported by Bendt and

7Ruderman .

The contribution established by the one
phonon annihilation process in the total
cross-section at room temperature is higher
than at liquid nitrogen temperature by about
0. 5 b. That is why the obtained total
cross-section data of Cu beyond ^ ^ at both

room and liquid nitrogen temperatures agree
within the statistical errors of the measxare-
ments which are not less than O.A- b.
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CHEMICAL DEPENDENCE OF URANIUM FISSION

R. A. Schrack and C. D. Bowman
National Bureau of Standards
Washington, DC 20234, USA

235,
A difference on the order of 4% in the delayed neutron yield from U after fission

induced by thermal neutrons has been previously reported for samples of UoOq and U0„. Both
theoretical calculations and experimental checks have been made in an attempt to verify the
effect. The calculation of the effect of phonon distribution on fission cross section using
an Einstein model of the lattice phonon distribution shows no significant dependence on the
chemical stsie. Experimental measurements of the fission fragment yield from thermal -induced
fission of 'U in UO. and U3Og were made. The relative fission fragment yield was: U02/Uo0g=
.9972+. 0003 where the'"error fs from the counting statistics only. A second experiment was
carried out that compared the delayed neutron yield after irradiations in a thermal neutron
flux. A relative yield of UO2/U2O0 = .9914j:.012 was obtained. Neither theory nor experiment
would thus support a chemical dependence on the order of the previously reported experiment.

[Chemical dependence, delayed neutrons, fission yield, thermal neutrons.
235

U, UO2, U30g.]

Introduction

A difference on the order of 4% in the delayed
neutron yield from 235u after fission induced by ther-
mal neutrons has been reported for samples of U^Og
and UO2. Differences in yield of this magnitude are
not only interesting from the viewpoint of the under-
lying physical phenomena but have major commercial
and safeguard implications because of the use of
neutron-induced delayed neutron yield to measure ^^^U
concentration in commercial power reactor fuel rod

scanners. We have carried out theoretical calcula-
tions to determine if the difference in phonon distri-
butions between the two chemical states could account
for the observed effect.^ Using the Einstein approxi-
mation for the phonon distribution, we have calculated
the fission cross section for 235u thermal
energy region. The calculated cross section changed
by less than .015% when the phonon energy was changed
from 11 to 17 mil 1 iel ectron volts, covering the range
of energy that would be expected for phonon distribu-
tions characteristic of the uranium and uranium oxide
lattices, ^'^'^ Measurements were also undertaken for
the purpose of reproducing the results of the earlier
work.

Measurements

To see if the observed effect was related to the

fission process, we utilized the NBS double fission
chamber." Two foils can be placed back to back in

this chamber and relative fission yields measured in

very nearly the same geometry. The chamber is rotated
180° in the beam for half the measurements to compen-
sate for any differences in neutron flux and geometry.
The uranium oxide deposits are about 500 yg/cm^
thick, covering an area of about 1 cm^ in the center
of the backing disks. The backing disks are platinum,
about .0127 cm thick. The uranium is enriched' to
99.7% 235u_

Two fission foils of UO2 were chosen that were
of approximately equal mass. One of the foils was
baked at 600° for several hours to convert it to

U,Og. The foils were then placed in the chamber and
the relative fission yield measured in the external
thermal neutron beam of the NBS reactor. The ratio
of U^Og to UO^ yield obtained was:

.9794 + .00085

.9795 ± .00029

with a weighted average of: .97948 ± .00027.

The other UO2 foil was then removed and baked in

the same manner as the first, and the yield ratio of
the two foils was obtained to measure the relative
amount of ^^^U in the foils. The yield ratios
obtained were:

.9774 ± .00022

.9763 ± .00025

.9763 ± .00025

with a weighted average of .9767 ± .00014.

The first result is divided by the second to eliminate
the effect of the mass difference. We obtain a rela-

tive yield:

UO,
.97670 - .00014
.97948 + .00027

= .9972 ± .00032.

The errors are from counting statistics only. System-
atic errors are not known but might be large enough to

cover the observed yield difference of .28%. The
a-particle yield was measured before and after the
second baking to determine if any material was lost in

the process

.

The ratio of the a-particle yield before and after
the second baking is 1.0011 + .002. The error is un-

fortunately too large to determine if there was a

mass loss in handling the foils large enough to ex-

plain the difference. Other systematic errors, such
as change in shape or orientation of foil, have not

been formally investigated, but previous experience
indicates that .1% changes for measurements of the
same foil are not unusual. Although the results of
this experiment do not preclude a small effect, it

does appear to rule out a fission yield difference
between UO2 and U30g of 4%.

It has been suggested that the difference in

delayed neutron yield might be associated with the

fission product distribution or decay mode rather
than the total yield of fission products. To test
this possibility a second set of experiments was per-

formed to measure the delayed neutron yield from
UOp and U^Og after irradiation in the thermal column

of the NBS reactor.

To insure that no differences in isotopic abun-

dance or impurities affect the result, we produced
the UOp sample by chemical reduction of U,Og. The

U3O0 sample used was NBS standard sample 0-930, which

is §3.2% 235u enriched. Approximately 100 mg of
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U,0o was heated in a microbalance furnace in an

atmosphere of S% H and 95% N. Figure 1 shows the

change in weight as a function of furnace temperature.

The reaction 4H + U^Og -> SUO^ + 2HJ) proceeded to

completion, and the expected weight change for stochio-

metric conversion was obtained within 0.1%.

400 500 600

TEMPERATURE . °C

Fig. 1. Reduction of U^Og to UO^ in 5% H

atmosphere. The change in weight as a

function of microbalance furnace temperature
is shown. The rate of temperature increase
was 20°C/min.

Table I. Comparison of time periods.

Experiment Sample Neutron Flux t. t, t

weight n/sec/cm2
(33,) (3^0) (sec)

Lukens and
Bramblett

NBS

3-25 2.5 X 10^ 30 30 50

1-2 1.6 X 10^^ 100 100 100

Table II shows the distribution in yield detected from

the different neutron groups for the two experiments.
Lukens and Bramblett suggested that their results
might have been a result of a change in the branching
ratio of °^Kr to neutron stable and neutron-emitting
states. It would seem that if such a shift in branch-
ing ratio were the cause of the reported difference in

yield our experiment would be more than twice as sensi-

tive as the Lukens and Bramblett experiment.

Table II. Comparison of neutron group contributions.

Fourteen samples were prepared, seven each of U^Og
and UOp of about 2 mg. After careful weighing, tne
samples were wrapped in aluminum foil and sealed in

quartz tubes. The quartz tubes were evacuated and

the sample end of the tube immersed in liquid nitrogen
during the sealing process to avoid any possible modi-
fication of the chemical state.

Samples of alternate chemical state were then
irradiated sequentially in the thermal column of the

NBS reactor. Flux levels in the reactor are constant
to about 1%. The samples were irradiated for 100
seconds. After a delay of 100 seconds, the neutron
yield was counted for 100 seconds. All timing was
done by automatically operated circuits. Approxi-
mately 60,000 counts were recorded during the 100-

second counting period. The experiment was repeated
on a suceeding day. The mean values of the ratios of
delayed neutron yields from UO2 to U^Og for the two

experiments are:

.9910 + .013

.9914 ± -Oil

or an average of

^°2/^3°8 " -^^^^ - -^^^

where the error given is the standard deviation of the
mean of the measurement set.

Table I compares the experimental conditions of
this experiment and the jDreviously reported work of
Lukens and Bramblett.^ The irradiation time t. is

the time period spent in the reactor thermal column;
the delay time t^ is the time from the end of the
irradiation period to the beginning of the counting
period, delayed neutron yield is then counted for the
time period t . The longer times used in our experi-
ment enhanced the importance of the longer lived °'Br
precursor-delayed neutron group.

Delayed
Neutron
Group Precursor

Percent Neutrons Contributed
Lukens and

NBS Bramblett

87,
Br

137
I, Br

138,

.55

.45

0

.19

• 79

.02

Summary

Within the accuracy of the experimental results

reported here, no difference was observed in either

fission rates or delayed neutron yield from the two

chemical states of ^'^^UOz and U30g for thermal

neutron- induced fission.
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ADVANCED CONVERTER REACTORS

Paul R. Kasten

Oak Ridge National Laboratory

Oak Ridge, Tennessee 37830, USA

ABSTRACT

Advanced converter reactors (ACRs) of primary U.S. interest are those which can be commercialized

within about 20 years, and are: Advanced Light-Water Reactors, Spectral -Shi ft-Control Reactors, Heavy-

Water Reactors (CANDU type), and High-Temperature Gas-Cooled Reactors. These reactors can operate on

uranium, thorium, or uranium-thorium fuel cycles, but have the greatest fuel utilization on thorium

type cycles. The water reactors tend to operate more economically on uranium cycles, while the HTGR

is more economical on thorium cycles. Thus, the HTGR had the greatest practical potential for im-

proving fuel utilization. If the U.S. has S.'*— million tons U3O8 at reasonable costs, ACRs can make

important contributions to maintaining a high nuclear power level for many decades; further, they work

well with fast breeder reactors in the long term under symbiotic fueling conditions. Primary nuclear
data needs of ACRs are integral measurements of reactivity coefficients and resonance absorption
integrals.

[Advanced converters, thorium reactors, fuel cycles, denatured uranium-thorium fuel cycles, thorium reactor
introduction, nuclear data needs.]

1 . I ntroduct ion

The term, "advanced converter reactors," is a

generic term which is utilized to indicate a reactor

system which has improved fuel utilization characteris-
tics relative to that of present Light-Water Reactors
(LWRs). Through the years, many advanced converter
systems have been proposed and worked on, including
aqueous homogeneous (D2O) reactors, molten-salt fueled
graphite-moderated reactors, organic-cooled heavy-water
reactors, organic-cooled and moderated reactors, sodium-
cooled graphite-moderated reactors, and sodium-cooled
hydride-moderated reactors. However, only a relatively
few advanced converter types can be applied commerci-
ally within the next approximately 20 years from a

practical viewpoint; these include Advanced LWRs (ALWRs)
such as LWRs using thorium as the fertile material
(including Light-Water Breeder Reactors [LWBRs]),
Spectral -Shi ft-Control Reactors (SSCRs)

, Heavy-Water
Reactors (HWRs) , Advanced Gas Reactors cooled with CO2
(AGRs), and High-Temperature Gas-Cooled Reactors (HTGRs)
Further, although applied in the United Kingdom, AGRs
are not considered practical in the U.S. because of
their high capital cost. Thus, only ALWRs, SSCRs, HWRs,
and HTGRs are given serious consideration as advanced
converters in the U.S., and these are discussed below.
However, not all of these have the same likelihood of
being applied in the U.S.

The general order of this presentation will be:

(1) a brief description of the reactor systems; (2) a

brief description of reactor fuel cycles which can be
utilized; (3) the nuclear and economic performance of
various fuel cycles in the ACRs as measured against
reference LWRs; (k) general comments on nuclear cross
section needs for the ACRs; and (5) overall conclusions.

2. Brief Discussion of the Advanced
Converters Considered Here

2. 1 Advanced Light-Water Reactors (ALWRs)

ALWRs are variants of present-day LWRs and thus a
brief review of the latter is given first. LWRs refer
to either Pressurized Water Reactors (PWRs) or Boiling
Water Reactors (BWRs) , both of which are operating
commercially in the U.S. LWRs basically consist of
reactor cores contained in steel pressure vessels, and
utilize low-enriched UO2 pellet fuels contained in

Zircaloy tubular cladding. High-pressure water and
steam is used as the coolant. Reactivity control is by
movable neutron-absorbing mechanically-driven control
elements; further, burnable poisons (plus soluble
poisons in the case of PWRs) are utilized to extend
reactivity control and obtain better fuel utilization.

LWRs are highly developed and there is a wide resource

of test and operating experience on these systems.

ALWRs include a number of variants from standard

LWRs. A simple variant is that associated with increas-

ed fuel exposure (i.e., increasing the average fuel ex-

posure from approximately 30 MWD(th)/kg heavy metal

to about 50 MWD(th)/kg heavy metal). In this case,

the ALWR system is essentially the same as the LWR,

with modification to accommodate the higher fuel

exposure. Another ALWR is one uniformly utilizing

thorium as the fertile material; again, the ALWR
system is essentially the same as the LWR, with

modifications to accommodate thorium-uranium fueling

instead of uranium fueling.

A more complex ALWR is the LWBR. This is a PWR-

type system which has a novel seed-blanket fuel design

utilizing the thorium fuel cycle. The fuel basically

consists of a seed fissile region surrounded by a

blanket thorium region in a modular type arrangement.
Further, the seed region is movable, permitting changes
in neutron leakage to the blanket region when the seed

assembly is moved, thus providing reactivity control
through changes in neutron absorption by thorium.

Otherwise, the LWBR basically uses PWR technology, ex-

cept that the core operates with a relatively high

power density in the seed regions and with a relatively
low power density in the blanket regions. However, the

LWBR has more complicated reactivity control mechanisms.
The LWBR concept is presently being demonstrated in the
Shippingport Reactor in Pennsylvania.

2.2 Spectral -Shi ft-Control Reactors (SSCRs)

SSCRs consist basically of a PWR with the conven-
tional soluble boron reactivity control system replaced
with a system which controls the amount of D2O in H2O

(spectral shift control). The latter system controls
reactivity by changing the neutron spectrum through the
addition of heavy water to LWR coolant in a manner
analogous to the use of soluble boron in the conven-
tional PWR. Since light water is a better moderator
of neutrons than heavy water, the introduction of
heavy water shifts the neutron spectrum in the reactor
to higher energies and results in the preferential
absorption of neutrons in fertile materials. In con-
trast to the conventional PWR, where absorptions in

control absorbers is unproductive, the absorption of
excess neutrons in fertile material breeds additional
fissile material, increasing the conversion ratio of
the system and decreasing the annual makeup requirements.
Over the cycle, the spectrum is thermal ized by de-
creasing the D2O to H2O ratio in the coolant.
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2.3 Heavy-Water Reactors (HWRs)

The HWRs considered here are of the CANDU type

which have been commercialized in Canada. The CANDU

reactors utilize fuel bundles within pressure tubes

which separate the heavy-water coolant from the heavy-

water moderator. The pressure within the coolant

system is comparable to that of LWR pressures, where-

as the pressure within the calandria vessel is rela-

tively low. The fuel elements are quite short,

roughly two feet in length, and the system employs

continuous on-line refueling rather than periodic re-

fueling as in LWRs. The on-line refueling scheme

reduces excess reactivity requirements. However,

there is a large inventory of heavy-water moderator

which adds to the costs and the thermal efficiency is

relatively low because of the low temperature at which

the moderator operates. The reactor operates effec-

tively with natural uranium fuel and also slightly

enriched uranium fuel.

2.k High-Temperature Gas-Cooled Reactors (HTGRs)

HTGRs use unique fuels involving coated fuel

particles bonded together by a graphite matrix into a

fuel rod; the coatings on the individual fuel particles

provide fission product containment. The fuel rods are

loaded into holes in hexagonal graphite fuel blocks,

with these blocks also containing hexagonal arrays of

channels for coolant flow. HTGRs operate at high

coolant temperatures, leading to high thermal effi-

ciencies - about hot relative to about 35% in LWRs and

30% in HWRs. HTGRs have a relatively low core power

density, a large heat capacity associated with the

graphite moderator, and a large core volume contained

within a prestressed concrete reactor vessel (PCRV)

.

Helium is used as the coolant. The above fuel des-

cription is for U.S. fuel designs; however, HTGR

designs based on use of pebble-bed type fuel are being

developed in the Federal Republic of Germany (FRG).

3. Brief Description of Reactor Fuel Cycles

All of the advanced converter reactors (ACRs) can

operate on various fuel cycles. In general, the

uranium fuel cycle is the reference cycle in water

reactors; however, thorium fuel cycles and mixed

thorium-uranium fuel cycles can be employed. In

general, the term "fuel cycle" implies all operations,

processes, and reactor exposures associated with the

fuel from the time of its initial purchase to the time

of its sale or recycle. "Fuel cycle" includes the

conversion of natural uranium to a fuel form or to UFg

for feed to an enrichment plant. After the desired

enrichment, the fuel is chemically converted to the

desired form, followed by fabrication; after exposure

in the reactor, the fuel is stored/cooled until the

high activity fission products decay to a satisfactory

level for shipping, and sent to a reprocessing plant

for fuel recovery (alternatively, the fuel can be

stored without reprocessing); after reprocessing, the

fuel is either sold, recycled, stored, partially

discarded, or a combination of the above. If thorium

is utilized, it is introduced in the fuel preparation

step and then follows the recycle stages indicated

above

.

The term "uranium fuel cycle" implies the above
steps, and also that ^^^U is employed as the fertile

material; the term "thorium fuel cycle" is analogous

to the above, but with ^^^Th used as the fertile

material. Mixed uranium-thorium fuel cycles imply the

use of 23^U and ^^^Th as fertile material with various
fissile fuels, or the use of ^^^U with ^SSy^ gf p,j

with ^^^Th. All reactors can utilize the above fuel

cycles, but not all cycles have the same performance

in a given reactor, nor does a given fuel cycle have

the same performance in various reactor types.

The nuclide chains associated with bred fuel and

higher isotope productions for the thorium cycle and

the uranium cycle are completely analogous. However,

there are important differences in neutron cross

sections, nuclear constants, and decay rates associated

with the corresponding nuclides. Further, since the

thorium cycle requires ^^^U to initiate the cycle, both

uranium and thorium fuel cycles are basically dependent

upon the mining of natural uranium for the initial

fissile fuel used to charge a reactor.

In thermal reactors such as LWRs, the uranium

cycle is normally utilized, with use of slightly-

enriched uranium as the initial fuel material. How-

ever, the thorium cycle could also be employed, with

^^^U (as highly enriched uranium) plus thorium as the

initial fuel. For either fuel cycle, the bred fuel

can be stored, sold to another user, or recycled.

Since Pu is a valuable fuel for fast reactors, the

uranium fuel cycle in LWRs often considers bred Pu

to be stored for future use. Under such circumstances,

the uranium cycle operates on what is termed the first

cycle or the open cycle. For thorium fuel cycles, the

bred ^^By i^gs a relatively high value in thermal

reactors, and is often considered to be recycled.

In addition to the features of fuel cycles
discussed above, there are variations which might be

introduced because of weapons proliferation concerns.
Thus, while the standard recycle process in LWRs treats
the separation of Pu from other fuel and fission
products and the recycle of Pu with 238y natural
uranium, proliferation concerns may lead to restric-
tions on reprocessing such that separation of Pu from
fission products (or radioactivity) is not permitted;
alternatively, reprocessing may not be permitted. An-
other variant would be to coprocess Pu with uranium
while retaining reactivity within the fuel materials.
Similar types of fuel cycle variations can be

associated with the thorium cycle, with 233^ being
diluted with ^SSy j-q gj^e denatured uranium, or with
retention of reactivity with ^BSy gt all times, or a

combination of the above. The influence of the above
variations in the fuel cycles, which are basically
variations in the reprocessing and refabr i cat ion end of
the fuel cycle, do not have a significant effect on the
nuclear performance of the reactor per se, since the
neutron poisoning added by the radioactive components
would not be significant from a nuclear performance
viewpoint. However, the above variants could influence
the cost of fuel refabr i cat ion significantly, making
it more difficult for fuel recycle to compete with the
"stowaway" cycle. This is not considered below, but is

pointed out here as a factor to consider, with the
specific economic penalty a function of the reactor
fuel and the conditions which have to be met. In

general, the addition of radioactivity to fissile fuel
would affect the uranium cycle more than thorium cycle
since ^^^U already has significant activity because of
daughter products resulting from 232y present in the
233y.

The relative desirability of thorium, uranium, or
mixed fuel cycles in a given reactor type is dependent
on a number of factors such as the nuclear constants
associated with the pertinent materials compositions,
the unit cost of fissile fuel used to inventory the
reactor initially, the unit cost of makeup fuel, the

unit cost of fuel recycle, the physical and chemical
properties of the fuel material, the economic bases and
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ground rules which apply, and proliferation resistance
perceptions. These factors are included in the evalu-

ations given below.

h . Nuclear and Economic Performance of

Various Fuel Cycles

. 1 General Performance of Advanced Converters

As indicated above, the nuclear and economic per-
formance of reactor systems as a function of fuel cycle
are related; i.e., power cost is influenced by fuel

conversion ratio, with costs increasing as the conver-
sion ratio increases beyond a certain point. At the

same time, increasing the conversion ratio improves
fuel utilization. Thus, improving fuel utilization
does not always correspond to improving economics.
This is illustrated in Fig. 1 which shows the fuel cycle
costs for HWR thorium systems (CANDU type) initially
fueled with uranium containing 93^ 235j mixed with
thorium; results are given for two sets of fuel re-

cycle costs and for two specific power levels in the

fuel for various U3O8 ore costs. [1] As shown, the

results for the HWR-Th system examined indicate that
the economic conversion ratio would be about 0.8.
In the following, the fuel conversion ratios of the
reactor systems studied correspond to the values near
the minimum fuel cycle costs for the economic param-
eters considered.
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In order to compare the fuel utilization and
economic performance of various advanced converters, a

number of economic and power growth ground rules have
to be considered, and these are discussed below. Also,
as indicated previously, the results will compare the
standard thorium fuel cycle with the standard uranium
cycle. [1]

First, let us consider the nuclear power growth
scenario given in Fig. 2. It assumes a nuclear power
growth of 15 GW(e)/yr during the period 1970—2000.
After the nuclear power capacity reaches 'iSO GW, it is

maintained at that level until reduction is necessary
because of limitations in U3O8 resources, consistent
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Fig. 2. Thermal Reactor Power Growth Scenario
[initial growth of 15 GW(e)/yr; LWR2, LWR(Th) , HWR,

or HTGR introduced in 2000]. The t is illustrative
only and varies with different reader types introduced.

with a 30-year lifetime for all reactors that are

built. The available U3O8 resource is considered to

be either 2.3 or 3-2 Tg (2.5 or 3-5 million short tons)

U3O8.

In these studies, reference LWRs operating on the

uranium fuel cycle are used initially; these are

termed LWR^s, as given in Fig. 2. Reactors built

after the year 2000 are either additional LWRs operat-
ing on the uranium cycle (termed LWR2S for ease of

identification), LWRs operating on the thorium cycle
[LWR(Th)s], SSCRs, HWRs , or SC-HTGRs. The latter

three reactors use the thorium fuel cycle in these
studies. (These reactors can be operated on either
the thorium or uranium fuel cycle; however, the best
fuel utilization will be obtained with the thorium
cycle; the economic performance tends to be better on

the thorium cycle for HTGRs, and tends to be better
on the uranium cycle for HWRs and SSCRs). After the
year 2000, LWRjs are withdrawn from use as their 30-

year lifetime (21 full-power years) is attained and
replaced with a second type reactor chosen from the
available types considered above. The power capacity
is maintained at '»50 GW(e) for a period of time, t ,

no new reactors are built, and those in use operatl
until the end of their 30-year lifetime. (Figure 2

serves as an illustration of what t signifies, and
the time given should not be tal<en literally.)

The power growth scenario of Fig. 2, along with
the estimated lifetime U3O8 requirements of the
various reactors, is used to calculate the energy
that can be generated for each type of new reactor
used. This calculation assumes that a given reactor
operates 21 full-power years over its lifetime, the
uranium tails from enrichment plants are 0.2^ ^^^U,
and 1.1 Gg (1200 tons) of fissile plutonium generated
by LWRjs is stored for future use in FBRs. That
amount of plutonium permits a significant breeder
economy to develop eventually.

In measuring the improved fuel utilization of a

new reactor, it is important to factor in the time of
introduction of the new reactor and the amount of
U3O8 resource available to it. This is done here by
measuring the energy generation of combined reactor
systems against the energy that could be generated if
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no npw reactors were introduced. Thus, the energy

generated by LWRjS plus LWR2S is the reference energy

generation, based on the use of LWRs with uranium and

plutonium recycle in which the entire ore resource is

utilized (except for the plutonium stored for FBRs).

The corresponding energy generation when new reactors

are introduced after the year 2000 is also calculated

and compared with the reference energy generation.

The resulting comparisons are termed the relative

energy generation (REG), and are given in Table 1 for

the various reactor combinations and U30g resource

levels. [2] Table 1 results are based on thorium fuel

cycle use in the "second reactor, on reference designs,

and on fuel conversion ratios that correspond to eco-

nomic operation based on estimated unit fuel recycle

costs for the above reactors. The fuel utilization
results also consider the reactor thermal efficiencies
as g i ven i n Tabl e 1

.

In the power growth scenario of Fig. 2 and up to

time t , new reactors are always being built at

15 GW(i)/year (including replacement reactors); thus,

the higher the value of t , the longer the time avail-

able for FBR development without a closeout of the

nuclear power industry.

Table 1. Relative Energy Generation and Extension Time for

Assumed Power Growth Scenario as a Function of

Reactor Use and U3O3 Resource

(HTGR is SC-HTGR) [2]

Table 2. Discounted Benefits of Various Tliorium-Fueled
Reactors Relative to LWR (U-Pu Recycle) Systems

Reactor Use

Fuel
Conver-
sion
Ratio
for

Second
Reactor

Second
Reactor
Thermal

Efficiency

m

Relative Energy Generation (REG) and

Extension Time (tg) for two U3O8
Resource Levels in Tg (tons)

2.3 (2.5 « 10^) 3.2 (3.5 « 10^)

(years)

LWR]^ + LWR2 0 60 33 1 8 6 1 25

IMRi + LWR(Th) 0 68 33 1 12 13 4 1 16 34

imi + SSCR(Th) 0 74 33 1 14 14 2 1 25 40

LWRj^ + HTGR(Th) 0 82 39 1 20 16 5 1 42 48

LUR^ + HWR(Th) 0 82 30 1 15 14 7 1 31 43

The results in Table 2 illustrate that use of the
thorium fuel cycle rather than the uranium cycle per-

mits a significant increase in energy generation,
even though thorium reactors are not introduced until

the year 2000. At the same time, there is a difference
in the relative energy generation associated with the
different reactor types, and also with the U30g re-

source base. The higher the UaOg base, the more ore is

available for fueling advanced converters and the
greater the relative energy contribution of advanced
converters.

Table 2 gives the economic benefits associated
with the various combinations of reactors for the
assumed power growth scenario, the economic and cost
bases given in ref. 1, a 7.5^/year discount factor on

benefits, a UaOg price of $220/l<g ($100/lb), and a

uranium enrichment (separative work) price of $150/SWU.
The economic benefits were calculated relative to the
power cost of the LWR (U-Pu recycle) system for designs
with economic fuel conversion ratios. Fuel recycle
was assumed after the year 2000. The specific unit
reactor and fuel recycle costs considered are given in

ref. 1, the capital costs of HTGRs were considered to
be the same as those of LWRs based on estimates by
UE&C.

For the specific designs and economic bases con-
sidered, the SC-HTGR gave the best fuel utilization

Reactor System

Discounted Benefits, $10^

for each U3O8 Resource in Tg (tons)

2.3 (2.5 X 106) 3.2 (3.5 x 106)

LWRj^ + LWR2 reference value = 0

LWRi + LWR(Th) negative benefit

LWRj^ + SSCR(Th) '\'0.5 'V'l.O

LWR]^ + HWR(Th) 1.1 1.5

LWRj^ + SC-HTGR(Th) 6.4 8.7

and economic performance of the thorium-fueled re-

actors. Use of different bases, however, could change

the results.

While the above results summarize economic per-

formance of advanced converters based on use of the

thorium fuel cycle, comparative results have also been

obtained for the uranium cycle. []] These more de-

tailed results confirm the results cited previously,
namely, that in water reactors the uranium cycle tends

to be more economic than the thorium cycle; only the

thorium cycle is considered in HTGRs since, based on

earlier studies, that cycle is economically preferred
to the uranium cycle.

k.2 Light-Water Breeder Reactors (LWBRs)

By going to Advanced Light-Water Reactors (ALWRs)

such as the seed-bl anl<et LWBR (having major changes
in core design relative to present LWRs), more signi-
ficant improvements in fuel utilization can be

achieved than considered previously. The major core
design change to improve performance corresponds to

effective removal of neutron poisons from the core
region during the fuel exposure cycle. This can be

done by seed-blanl<et type control, in which relative
neutron absorptions in fertile material are varied
during the cycle. However, use of seed-blanket core
designs leads to lower average core power densities,
larger reactor vessels for a given power capacity,
and thus higher capital costs. Further, the seed-
blanket fuel elements would have higher unit fuel
fabrication costs because they require more complex
fuel loading, and the cost of recovering the ^^^U
in the blanket rods does not justify that recovery
at the recovery rates needed in an LWBR. As a result,
it is not assured chat the envisioned improved fuel
utilization performance associated with control -poi son
removal corresponds to practical core designs; based
on the power growth scenario given in Fig. 2 and
use of prebreeders to fuel LWBRs, the penalty
associated with use of such reactors at U30g costs
of $100/lb is estimated to be well over $100 billion.

h.3 Denatured-Uranium-Thorium (DUTH) Fuel Cycles

The above considered the standard thorium cycle,
which recycles bred ^^^U. The present U.S. emphasis
on maintaining high proliferation resistance in

nuclear fuel cycles indicates that the ^SSy thorium
cycles would be replaced by denatured uran i um ( that is,

uranium having an enrichment low enough that effective
weapons could not be made directly from such material).
Under such circumstances, DUTH fuels would be employed
rather than highly enriched uranium-thorium (HEUTH)
fuels, with the enrichment of the denatured uranium
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being about 1Q% ^^^U. The ^^^U bred in such systems

could be denatured in situ by the appropriate pre-

sence of 23^U along with the thorium. However, high

levels of radioactivity will be associated with the

decay products of ^^^U, which will be generated along

with the ^^^U, and this activity may be sufficient to

permit recycle of 233y (along with attendant ^^^U)

under certain circumstances without denaturing. If

all uranium has to be denatured, use of the DUTH fuel

cycle rather than the HEUTH cycle will degrade the

fuel utilization of the reactor. However, the de-

crease in performance is inherently small in water

reactors, and it can be made relatively small in

HTGRs with proper reactor physics design. [2] Thus,

the results for the DUTH fuel cycles are reasonably

close to the fuel utilization performances associated
with the previous results, so long as plutonium pro-

duced in the DUTH cycles is also recycled. However,

the continued use of DUTH fuel cycles in thermal

reactors does have implications relative to the ratio
of thermal to fast reactors in the long term. The

discussion below assumes that highly concentrated
fissile fuel can be recycled so long as high activity
is inherently associated with it. Thus, the thorium
fuel cycles would utilize DUTH fuel for the initial

and makeup fuel, but recycle fuel would primarily be

^^^U and thorium. Since only small quantities of

plutonium would be discarded from such HTGRs, the fuel

utilization performance would be close to that for the
HEUTH cycle (mined U3O8 requirements would be less

than 101 more than the requirements for the HEUTH
cycle), based on core designs that give fuel conver-
sion ratios of about 0.8. The appropriate require-
ments are considered below.

The above considered only thermal reactors. In

fast breeder reactors, use of the DUTH fuel cycle
leads to significantly lower nuclear performance than

the U-Pu cycle. However, incorporating thorium only
in the blanket of a fast reactor does not lead to

significant changes in nuclear performance, and the
233(j that is produced is the most efficient fissile
material for thermal reactors, thus leading to good
fueling interactions between fast and thermal reactors.
Further, the 233y produced could be denatured if de-

sired, which permits fast breeder reactors to provide
a long-term source of low-enriched uranium for a

limited number of reactors.

Another way of showing the impact of advanced
converters on permissible nuclear power level is that
given by Till, et al. [3] In Till's study, an ore re-

source of 3.7 million tons U3O8 was assumed, and power
growth scenarios calculated which yield about the
maximum amount of energy from that ore resource for
the reactor systems considered. Figure 3 shows (1)

the nuclear power capacity which is permissible with
3.7 million tons U30g when LWRs are employed on once-
through uranium fuel cycles; (2) the nuclear power
growth potential for LWR uranium systems with uranium
recycle plus the additional growth possible from plu-
tonium recycle; (3) the nuclear power capacity under
similar circumstances when LWR once-through reactors
are used along with advanced converter reactors
operating on the DUTH cycle with 235y makeup and re-
cycle of the bred 233^. (/^) nuclear power
capability if oxide-fueled LMFBRs were also used.
Overall, the results illustrate that there is some
flexibility in nuclear power growth afforded by the
better fuel utilization of advanced converters.
While advanced converters do not provide the fuel
utilization flexibility of fast breeder reactors, they
may be an important means in maintaining a high
nuclear power level if LMFBRs cannot compete
economically for many decades.
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h.h Practical Introduction of Thorium Fuel Cycles

The above results indicate that early introduc-

tion of economic thorium fuel cycles is best accom-

plished by commercial introduction of HTGRs, and a

practical scenario for such introduction is given by

Kasten. [2] The scenario considers LWRs, HTGRs, HWRs,

and FBRs, with HTGRs or HWRs introduced in the year

2000, and FBRs in 2020. The nuclear power level is

considered to be 300 GW(e) in 2000, and remains at

800 GW(e) after 2050. Overall, use of HTGRs rather

than LWRs after the year 2000 led to a 20 to 30^ re-

duction in mined U3O3 requirements (>1 million tons

of U3O8) , and the economic impact of HTGR use could

be significant, since the U3O8 saved would be the

highest cost resource. Finally, the ratio of thermal

to fast reactors could be significantly higher if

HTGRs were used rather than LWRs in the long term.

Use of HWRs on uranium fueling would provide

only slightly less fuel utilization than the HTGR

(using thorium) up to the year 2040, if the HWR re-

placed the HTGR. However, in converting the HWR

to 233u/Th fueling after the year 2040, the HWR is

estimated to require an additional 0.5 million tons

U3O8 in mined uranium. Thus, the potential advantages

of the HTGR over the HWR are its better economic per-

formance (due to capital cost and fuel utilization

factors), its smaller amount of U3O8 needed to con-

vert to 22^U fueling in symbiotic systems, its higher

thermal efficiency, and the versatile application of

HTGR component technology.

5. Comments on Nuclear Cross Section

Needs for Advanced Converters

Improvements in the accuracy of nuclear cross

sections is generally desirable, and that holds true

for those nuclear values applicable to the various

fuel cycles in advanced conveter reactors. However,

needed accuracy improvements in certain nuclear cross

sections is more important than in others, and is

dependent upon the practicality of the reactor system

being considered. In this section, some general

remarks on reactor physics quantities will be first

summarized, followed by comments on cross section

needs

.
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Of the reactor physics features of thorium and

uranium fuel cycles in advanced converters, the most

important are the fuel conversion ratio, the critical

mass requirements of the reactor, and the reactivity

coefficients of the reactor. These quantities are di-

rectly related to the absorption and fission cross
sections of the heavy metal nuclides and to the n

values (n = neutrons produced per neutron absorbed) of

the fissile materials. In particular, the potential
fuel conversion ratio associated with a given fissile
fuel is given by (n - 1), while the minimum reactor
critical mass is roughly inversely proportional to

(n " l)a , where o is the microscopic neutron absorp-
tion cross section of the fuel. The value of n as a

function of neutron energy for the various fissile fuels
shows that in advanced converter reactors the thorium
fuel cycle has a higher potential fuel conversion
ratio than the uranium cycle. At the same time, the

critical mass of a reactor system is dependent upon
the fissile composition of the fuel, and breeding of

plutonium in uranium fuels tends to decrease the

critical mass of thermal reactors. Alternatively,
breeding 233j into a system fueled initially with ^^^U.

does not change the critical mass of thermal reactors.

Finally, the temperature coefficient of reactivity is

different for the various fissile fuels.

The nuclear behavior of fertile material also in-

fluences the nuclear performance of converter reactors
and that behavior is different for ^^Sy g^^j 232jf^ jp

both resonance-capture cross section and in fast-
fission effects. The thorium thermal cross section is

significantly higher than that of ^^®U, which changes
the amount of fertile material which is needed in a

thorium system. Alternatively, the ^^Sy g higher
resonance integral than does thorium, which influences
the resonance absorptions in fertile material as a

function of fuel cycle. Further, the fast effect in

thorium systems is significantly less than the fast
effect in uranium systems. Also, the effective cross
sections for thorium and uranium and their dependence
on temperature have an important influence on the
temperature coefficient of reactivity.

Another important reactor physics effect on
practical use of fuel cycles is the effect of hetero-
geneity on critical ity conditions and on reactivity co-
efficients. As the fuel becomes more heterogeneous (in

a nuclear sense and relative to fertile material), the
fuel enrichment required for critical ity tends to

decrease. Thus, when the fertile fuel is very
"heterogeneous" as in the light water or heavy water
reactors having relatively high fertile material con-
centrations, the fuel enrichment tends to be relatively
low. This leads to use of uranium for which the unit
costs of fissile fuel are relatively low compared with
the high unit cost of fissile fuel when thorium fuel

cycles are employed. Conversely, in systems which are
relatively homogeneous in a nuclear sense, such as in

high-temperature gas-cooled reactors, the fuel en-
richment utilized in the uranium cycle is relatively
high, which means that the unit costs of fissile fuel
for both the uranium and thorium fuel cycles are more
nearly the same. From an economic viewpoint, this
tends to make the thorium cycle the preferred cyle in

the more "homogeneous" systems and the uranium cycle
the preferred system in the more "heterogeneous"
systems.

Additional factors which influence the economic
use of fuel cycles are the unit costs of fuel fabri-
cation and of fuel recycle; the higher those unit costs,
the higher the desired fuel burnup before discharge.
Increasing the fuel burnup increases the desirability
of having a system with an inherently higher fuel con-
version ratio, which influences the choice of fuel

cycle. Both the relatively high fuel recycle unit

costs and the relatively high nuclear homogeneity of

of the fuel in HTGRs cause the thorium cycle to be

preferred in that reactor system. However, in water
reactors, the uranium fuel cycle appears to be pre-
ferred economically. Thus, the need for specific
nuclear cross sections is influenced by the practical

application of both reactor type and of fuel cycle.

While it is advantageous to have improved nuclear
cross sections for reactors, both basic cross section
data and ca 1 cu 1 at iona 1 methods are applied in practical
use. Further, the physics calculation costs often
limit core analyses to those methods which are less

rigorous than might be desired. As a result, present
cross section values for thermal reactors generally
appear reasonably adequate when used with production
type calculat ional models. For example, Quan, et al.,

[k] looked at the sensitivity of present nuclear data
relative to fuel cycle costs of extended-burnup fuel

cycles in LWRs. In general, sensitivities are com-
parable to or smaller than those for reference fuel

cycles. Also, Hardy, et al., [5] have performed
integral testing of Th-^^^U and Th-235u jatg
thermal reactors and found that existing experiments
provide a reasonable, consistent picture with regard
to calculated reactivities based on present nuclear
cross sections. However, specific integral parameter
measurements in simple geometries are limited in

number, and do not provide an adequately consistent
basis for refining the nuclear data needs of thorium
systems. In general, the basic need is for well-
defined, integral -type experiments which measure aver-
age values of cross sections useful in practical
reactor calculations, particularly integral measure-
ments of reactivity coefficients. Further, it appears
useful to improve the accuracy of the prompt fission
neutron spectra for 233y (primary) and for 235y

(secondary) [6], particularly for those systems which
have high neutron leakage effects such as the seed-
blanket LWBR. Also, for thorium systems, improved
cross sections appear needed for ^^^Pa in the reson-
ance energy region. From the viewpoint of useful
shielding source data, information on the (n,Y) re-
action on thorium would be useful for those reactor
systems using thorium blankets.

For HTGRs, there are two fuel heterogeneity
levels; the fuel rods are in hexagonal lattices with
each fuel rod containing separated, coated fissile
and fertile particles within a graphite matrix. The
double heterogeneity increases the complexity of the
core calculations and the difficulty in getting
correlation between experimental and calculated
measurements. More experimental integral measure-
ments are needed in carefully controlled experiments
in order to determine the adequacy of calculated
effective cross sections; this is particularly true
for reactivity coefficients (e.g., Doppler coeffi-
cients), and for effective neutron capture cross
sections for fertile material in the resonance energy
reg i on

.

Overall, the basic cross section data appear
better known than the ability to translate the values
to effective cross sections useful in practical core
calculations involving complex fuel geometries and
materials. This is particularly true for thorium
systems, and for reactor types such as HTGRs and
LWBRs. Integral measurements of effective reactivity
coefficients and of effective resonance absorption
and fission integrals (including neutron absorption in

complex control assemblies) are most needed.
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6. Conclusions References

Advanced converters provide a means of improving

fuel utilization in thermal reactors using eittier

uranium or thorium fuel cycles. Thorium cycles give

the highest potential fuel utilization, but not all

reactor types operate economically on that cycle. Use

of a mixed uran i urn- thor i urn (DUTH)fuel cycle permits

the bred 233y ^-q "denatured" in situ, which may

give that cycle significant proliferation resistance
even with recycle of bred ^^^U.

Important factors relative to the use of various
advanced converters and fuel cycles are the U3O8
resource levels available at reasonable costs, the

nuclear power growth, and applicable economic factors
and ground rules. Based on once-through fueling, the

thorium cycle is the most economic cycle in HTGRs and
the uranium cycle is most economic in water reactors
(ALWRs, HWRs, SSCRs). With recycle, thorium cycles
gain relative to uranium cycles, and at high enough
U3O8 costs will compete economically with uranium
cycles. Based on the economic cost factors employed
here, the HTGR operated on the thorium cycle had the
lowest power cost of the advanced converters studied.

In general, advanced converters can be a signifi-
cant advantage in maintaining a viable nuclear option
with limited U3O8 resources, and that advantage is

greatest when the thorium cycle is employed. However,
the thorium cycle is the economically preferred cycle
primarily in the HTGR. Further, it is important to
commercialize the thorium cycle at an early date to
realize the potential fuel utilization advantages.
Thus, the HTGR appears to be the preferred advanced
converter for improved fuel utilization prior to or
working with fast breeder reactors. At the same time,
the capital cost of the HTGR cannot be more than about
10^ higher than that of LWRs in order to maintain the
above features.

Al 1 the advanced converters can operate as break-
even breeders, but such operation is too expensive
to justify that mode of operation.

If U3O8 resources at reasonable costs are
3.5—'t X 10^ tons, advanced converters can make impor-
tant contributions to maintaining a high nuclear power
level for many decades; however, they do not replace
the long-term need for fast breeder reactors. At the
same time, if symbiotic fueling between fast and
thermal reactors is desired because of economic and
proliferation resistance factors, it is important to
have advanced converters prior to as well as working
with FBRs. Based on present information, the HTGR is
the preferred advanced converter.

The basic nuclear data needs of advanced converters
are not clearly identified at this time. However, there
are some specific nuclear values which appear to need
improvement, such as the fission spectrum of 233u and
the 233pa resonance absorption cross section. A
greater need is for integral type cross section measure-
ments useful in determining the ca 1 cu 1 at ional models
needed to translate basic nuclear data to reactor
characteristics. In this latter area, important HTGR
measurements are integral values of reactivity
coefficients and of resonance absorption characteristics
of ferti le material .
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DENATURED FUEL CYCLES

C. E. Tin
Argonne National Laboratory
Argonne, Illinois 60439

This paper traces the history of the denatured fuel concept and discusses the characteristics of
fuel cycles based on the concept. The proliferation resistance of denatured fuel cycles, the reactor
types they involve, and the limitations they place on energy generation potential are discussed. The
paper concludes with some remarks on the outlook for such cycles.

(denatured fuel, nuclear proliferation, once-through cycles, ^^Sy based cycles, denatured Pu)

The history of the concept of denaturing nuclear
fuel goes all the way back to the early efforts that
were made to find acceptable ways of handling nuclear

energy in the postwar world. It first appears in the

"Report on the International Control of Atomic Energy,"

commonly referred to as the Acheson-Lil ienthal Report. ^

This report was released March 28, 1946. The report

was the work of a board of consultants to the Depart-
ment of State. This board of five members, chaired by

Mr. David E. Lilienthal, chairman of the Tennessee
Valley Authority, and including Dr. J. Robert
Oppenheimer, were charged with considering "the

problems arising as to the control of atomic energy"

and "to study the subject of controls and safeguards
necessary to protect this Government ..."

The report brings in the concept of denaturing

with the following sentence, "235(j piutonium can

be denatured; such denatured materials do not readily

lend themselves to the making of atomic explosives,

but they can still be used with no essential loss of

effectiveness for the peaceful applications of atomic

energy." The report does not define the denaturant,

and is in fact somewhat enigmatic on the whole subject.

For it goes on to say that "... another case of an

operation that we would regard as safe ... is the

development of power from the fission of denatured
23 ^U and piutonium in high power-level reactors. Such

power reactors might operate in the range from one

hundred thousand to one million kW. If these fission-

able materials are used in installations where there

is no additional uranium or thorium they will not

produce further fissionable material. The operation

of the reactors will use up the material." The last

two sentences particularly, leave the reader wondering

about the nature of the denaturant contemplated.

A clarifying press release was issued April 9,

1946. The release first noted that after consultation

with the Department of State, Major General L. R.

Groves called together a group, representative of the

outstanding scientists connected with the Manhattan

Project during the development of the atomic bomb, and

stated that the group had just completed a conference
in which the measure of safety afforded by the use of

denaturants was discussed. Their report read as

follows:

"The possibility of denaturing atomic explosives
has been brought to public attention in a recent
report released by the State Department on the interna-

tional control of atomic energy. Because, for security
reasons, the technical facts could not be made public,

there has been some public misunderstanding of what
denaturing is, and of the degree of safety that it

could afford. We have thought it desirable to add a

few comments on these points. The report released by

the State Department proposes that all dangerous activ-
ities in the field of atomic energy be carried out by

an international authority, and that operations which

*This work performed under the auspices of the U.S.

Department of Energy.
+Italics mine.

by the nature of the plant, the materials, the ease of

inspection control, are safe be licensed for private

or national exploitation. The report points out the

possibility of denaturing explosive materials so that

they do not readily lend themselves to the making of

atomic explosives may contribute to the range of

licensable activities, and to the overall possibility
of the proposed controls. The report does not contend,

nor is in fact true, that a system of control based
solely on denaturing could provide adequate safety."

"As the report states, all atomic explosives are

based on the raw materials uranium and thorium. In

every case the usefulness of the materials as an

atomic explosive depends to some extent on different
properties than those that determine its usefulness
for peacetime applications. The existence of these

differences makes denaturing possible. In every aaee
denaturing is accomplished by adding to the explosive
an isotope, which has the same chemical propertiesA
These isotopes cannot be separated by ordinary chemical

means ..."

"For the various atomic explosives the denaturing

has a different effect on the explosive properties of

the materials. In some cases denaturing will not

completely preclude making atomic weapons, but will

reduce their effectiveness by a large factor. The

effect of the denaturant is also different in the

peacetime applications of the materials. Further
technical information will be required, as will also a

much more complete experience of the peacetime uses

of atomic energy and into economics, before precise

estimates of the value of denaturing can be formulated.

But it seems to us most probable that within the

framework of proposals advanced in the State Department
report denaturing will play a helpful part."

So it is clear that it was isotopic denaturing,

the same as is being considered once again today, that

the authors had in mind. With the failure of the

internationalization proposals over the next year or

two, however, the concept of denaturing seems to have

faded into the background as nuclear energy development
proceeded.

Some 30 years later, in 1976, the notion was

picked up again and expanded upon by Theodore Taylor

and others at Princeton. First in their influential

articles in the bulletin of Atomic Scientists, ^ and

later in a monograph entitled, "Nuclear Proliferat-

ion,"^ they proposed an international reactor

deployment system wherein the main fissile material

would be 2^^U, bred from thorium, and diluted with

the naturally abundant isotope ^^^U to such an

extent as to make the mixture unsuitable for

weapons without isotope separation. At maturity

the system would consist of two classes of facilit-

ies: national reactors and a few international

fuel cycle support centers. The national reactors

"would operate on a fresh fuel mix of something

like one part ^^^U, six parts ^ssy to 60
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parts thorium. The six to one ratio ^ssy 233^

would probably be sufficient for practical purposes to

denature the ^^^U, so that the denatured uranium, both
in the fresh fuel assemblies and the spent fuel would
not be suitable for weapons material. There would be

some Plutonium in the spent fuel produced by neutron
capture in the ^ssy diluent but only somewhere between
a fifth and a tenth as much as present fuels, and less

a tenth as much in plutonium breeder fuel, for the

same amount of power.

The international fuel cycle support center would
reprocess all spent fuel from national reactors and

would undertake all fabrication and denaturing of
fresh fuel assemblies to be sent to the national
plants."

The authors also however go on to note, "Since it

is unlikely that the current types of nuclear power
plants could breed sufficient amounts of 233u allow
them to be self-sustaining on a thorium cycle if the

recycle 233u -js denatured with ^38^^ ^^e internation-
ally controlled centers at which the fuel is repro-
cessed would also have to provide some additional
source of 233^/' /^pj ^^^g^^ "one possibility is fast
breeder reactors that use plutonium extracted from the
converter reactor fuels in their cores and thorium as

the fertile materials in the breeding blankets. Such

reactors could produce more 23 3u -ti^an -the plutonium
they consume. All recycled plutonium could in this
fashion consumed on site at the centers, avoiding the

need for any national access to plutonium free from
fission products."

On April 7, 1977, the Presidential nuclear power
policy statement was released. It had as its third
point, "We will redirect funding of the U.S. Research
and Development programs to accelerate our research
into alternative nuclear fuel cycles which do not
involve direct access to materials usable in nuclear
weapons." The studies set under way by new policy, in

effect defined "alternative nuclear fuel cycles" by

the presence of denaturing. Alternative cycles in

these studies were of two types. One type were
variants based on 23 3y/^j^orium cycles, and the other,

variants of the current 235^ once-through cycle.

The possibility of plutonium denaturing was also
implied in the Acheson-Lilienthal report, and has been
raised again from time to time over the past year or

two. Plutonium denaturing though has not received
the attention that fissile uranium denaturing has been
given. The reason is quite simple. Reactor produced
plutonium is always a mixture of the fissile isotopes,
239pu and ^i+ipu, and the fertile isotopes, ^^Opy and
2'*2pu. The proportions of each are set largely by the
reactor performance and fueling requirements, and in

practical situations the fissile fraction will predomi-
nate. While high concentrations of ^'tOp^ -jp particular
make the material less desirable for weapons purposes,
it appears to be impossible to rule out its usefulness
on the basis of normal reactor ^'tOpy concentrations.
Further, increasing the amount of 2it2pu

selective repetitive recycle sharply limits the amount
of such fuel and thus its applicability. A variant of
the idea is to decrease the usability by attempting to
increase the 238pu content — the latter is a minor
constituent of reactor-produced plutonium that has the
property of relatively high heat generation. However,
it is not produced in appreciable fractions in fast
breeder fuel cycles, and as the great incentive for
using plutonium derives from its use in the breeder it
is difficult to assign high importance to the plutonium
denaturing ideas.

Uranium-denatured fuel cycles have been examined
extensively in the studies of the past year or so.
Their general characteristics can be divided into
three general classes. First, their proliferation
resistance, second, the reactor types they involve,
and third, their energy generation potential.

A. Proliferation Resistance

The entire reason for considering denatured fuel

cycles is based on the hope of improving proliferation
resistance. It is important therefore that the
relative effectiveness for many decades in the future
of isotopic denaturing for this purpose be rigorously
examined. The fact that the fissile uranium isotopes
can be mixed with the fertile isotope 238u such that
isotopic separation techniques are required to separate
fissile material from fresh reactor fuel is considered
to be the key property. As isotope separation tech-
niques, for the present at least, are considered to be

more difficult than chemical reprocessing techniques,
an increase in proliferation resistance may be assigned.
The degree of the increase is the important point.
Centrifuge techniques are coming on the scene now and
more advanced isotopics separation technologies are

probable in the future. Whether, in the face of this,

a significant advantage should be assigned to denatur-
ing is the real question. In any event, the situation
differs somewhat for the two basic denatured cycles.

Once-Through Cycles : In the once-through cycle,
2 3 5u contents are no more than a few percent of the

238u content in the fresh fuel, so that the isotopic
denaturing present is more than sufficient. Problems

exist, however, at both the front and back ends of the

cycle. For LWR's, or in fact for any converter
reactor except the heavy water reactor, enrichment
facilities are required (and even heavy water reactors
would benefit from enrichment). The presence of the

enrichment facility gives the capability for separat-
ion of pure 235y_ Also, at the other end of the cycle,

spent fuel, containing plutonium, accumulates and the

burden is placed on arrangements for satisfactory
retrieval (if in a sensitive location), safeguarding
and storage of continuously increasing amounts of such

fuel. Although spent fuel initially is highly radio-
active, its activity decreases as time passes and

after a period of years it becomes fairly accessible.

233u Based Cycles : In any cycle that uses
artificially created fissile isotopes to fuel reactors,
reprocessing remains an essential component of the

cycle and the 233u cycle is no exception. The denatur-
ant concentrations discussed in most studies involve
238u contents about seven times the 233u content. The

uranium is then mixed with thorium. For startup,

where ^3 5^ -jg used, the denaturant concentration is

normally taken to be four parts 238y -^o one part 235[j^

In converter reactors these mixtures allow thorium to

remain the main fertile species in the fuel. Reactor
operation produces 23 3y f^^^ thorium but also produces

plutonium from the 238y denaturant. In the case of

233u^ some small amount of additional proliferation
resistance may be assigned due to the presence of

radiation from the decay of the 232y ^-^at is always
present in such fuel. However, the important point is

that the reprocessing step remains a requirement in

this cycle.

Further, the combination of the increased mass

difference between 233u/238u gnd 235y/238u^ ^.^e

smaller critical mass of 233y ^^an 235y^ gpd the feed

materials starting at a ^2% fissile level instead of a

3 or 4% fissile level, makes the separation of equival-
ent amounts of weapon usable material in the 233u
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cycle is at least an order of magnitude easier than it

wculd be starting from current LWR fuel.

B. Reactor Types

The types of reactor that can effectively use

denatured cycles follow directly from the basic

nuclear properties of ^^^U and ^^^/Th: Thermal

reactors are implied. This is not to say that fast
reactors could not operate on a ^^^U/Jh cycle. In

principle, of course, they could, but the basic

nuclear properties of 233u and thorium sharply limit
breeding properties in a fast reactor, and the incent-
ive to undertake the effort to develop and deploy the
fast breeder under these circumstances would be

correspondingly limited. Further, a fast breeder
233u/Th cycle would require reprocessing efforts of a

very similar kind to those required for the plutonium/
238u cycle. In effect, the only real change would
be the substitution of 233^ for plutonium, but still

in a very similar cycle and any gain from the view-
point of non-separability of fissile material would
certainly be small, and in all likelihood it would be

non-exi stent.

Once-through cycles are still less suited to any

version of the fast reactor that has yet been shown to

be feasible. The higher initial enrichments of the

fast breeder, compared to thermal reactors, and the

correspondingly higher fissile contents discharged in

spent fuel give net fuel utilizations that are much
worse than those for the present day LWR, much less

for any improved version. Mixes of reactor types
that include some fast breeders and some thermal

reactors operating on alternative cycles, termed
"symbiotic cycles," are possible and from one class
of suggested means for balancing energy production
requirements and non-proliferation goals. But if

denatured cycles alone are considered, unless there
are breakthroughs in fuel irradiation technology, it

is almost certain that thermal reactors alone are

involved.

In thermal reactors once-through cycles tend to

rule out thorium use. A once-through cycle implies
23 5u fissile fueling, with thorium as the main fertile
element in place of ^ssy^ j^g higher neutron absorpt-
ion of thorium, a fundamental nuclear property,
requires higher initial enrichments to maintain reactor
operation. In any calculation of the resulting fuel

utilization in practical thermal reactor types that I

am aware of, the resulting fuel utilization is invar-
iably worse than for the corresponding 235y/238u
once-through cycle. The reason is the same as in the

fast reactor case, although to lesser degree. In both

the fissile contents in the discharged fuel remain

high and too much fissile material is discarded in the

spent fuel

.

The reference to breakthroughs in fuel technology
was made for the following reason. The only way that

the once-through cycle even in concept could overcome
the limitations just described would be through
breakthroughs in fuels and materials technology to

allow extremely long fuel burnups. The same principle
would hold for both thermal reactors using thorium as

its fertile material or a fast reactor fueled with
235u and using 238y as its fertile material. Very
long burnups could in principle convert substantial
quantities of fertile material to fissile (thorium to

^^^U to plutonium in the fast reactor case) and then
burn a large amount of it in place. Enough would have
to be burned in place to make up for the large amount
of fissile that would be discarded in the spent fuel.

In either a fast or a thermal reactor version the

basic design problem would be similar. First, the
conversion or breeding properties would need to be as

high as possible (to efficiently convert fertile to

fissile) and second, the burnups or reactor residence
times would need to be as long as possible in order to

extract sufficient energy from the bred fissile that
the effects both of high initial inventory require-
ments and high fissile contents in the spent fuel

would be overcome. These two design requirements tend
to conflict. Further, in the fast reactor case at

least, the irradiations that the fuel would have to

undergo are far out of the range of any existing
experimental data indicating feasibility.

Thus apart from reactor concepts based funda-
mentally on speculations of very long burnups, the
only way that substantial gains in fuel utilization
are possible is by reprocessing. This is specifically
true for the ^^^U/thorium cycle in thermal reactors.

With such reprocessing, substantial gains in fuel

utilization over the current once-through cycle are

possible. Net ^^^U consumptions half of those of the

current once-through cycle are probably easily achiev-
able, and consumptions down to a quarter of the

current once-through cycle are possible, at least in

principle. In all these denatured fuel reactor
designs there is a trade-off between fuel utilization,
on one hand, and inventory and burnup on the other,

and therefore in the amount of reprocessing required
annually. In all, reprocessing is fundamental.

C. Energy Generation Potential

The most fundamental point of concern about the

alternative cycles is the limitation they impose on

the amount of energy that can be produced by nuclear
power. Denatured cycles are net consumers of fissile
material and their use alone implies a net drain on

the world supply of fissile material. Put another
way, the amount of nuclear power production possible
is more or less directly dependent on the world supply
of natural uranium. Thus in a fundamental sense, the
alternatives to the reference uranium-pl utonium cycle
can be said to reflect alternative views of the

necessary or desirable role of nuclear power. If a

fairly limited role for nuclear power is envisaged
denatured cycles may well suffice. On the other hand,

if the magnitude of nuclear power production is not to

be limited by the uranium resource base, true breeding
is necessary and the uranium-pl utonium cycle is almost
undoubtedly required.

Another general point, useful to keep in mind, is

that the three main reactor deployment possibilies —
the once-through cycle, the denatured ^"U/Th cycle,

and the breeder reactor — are, by their inherent
characteristics, explicitly suited to one or other

quite specific scenario for the future of nuclear
power. Each reactor deployment strategy will suffer

by comparison when applied to an energy scenario that

is specifically suited to one of the other alternat-
ives. It is important in assessing the meaning of

comparisons of the resource utilization efficiency of

various alternative reactor development strategies that

this be understood. Simply, the breeder shows to best

advantage in scenarios that contemplate exponential

rises in nuclear electrical energy production and an

essentially unlimited future; the denatured ^^^U/lh

cycles show to best advantage in scenarios that

contemplate a leveling off in nuclear power production

after a period that can include a relatively rapid

rise, and once-through cycles are suited to scenarios

that contemplate nuclear power production as a passing

phase, possibly of considerable length, but neverthe-

less eventually phasing out.
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The scenario that is seen in some recent policy-

related papers is the second one, that is, the de-

natured cycle nuclear power leveling-off scenario.

The characteristics of thermal reactors using denatured

233u/Th cycles, i.e., rather high initial inventory

requirements, but not as high as the fast breeder,

and relatively small refueling requirements, are

specifically suited to this scenario. Put another

way, if one wishes to make a case for these cycles,

the scenario for nuclear power that one should chose

is such a plateau scenario. The breeder, when applied

to this scenario, suffers greatly in the comparison,

as a relatively rapid rise in nuclear capacity
penalizes the breeder through its high inventory
requirement and a short time period for rising

capacity does not allow time for the breeding char-
acteristics of the system to be of much help. Further,

when sufficient time has passed that the doubling
characteristics of the breeder are starting to become
important such a scenario contemplates a leveling off
of nuclear power production so the excess fissile
material generated by the breeder is of little
importance.

D. Outlook for Denatured Cycles

The rationale for denatured cycles rests on their
possible application to increase in proliferation
resistance. Most I think would agree that isotopic
separation at the moment is more difficult, and may
remain somewhat more difficult in the long run, than
chemical reprocessing. For this reason the fissile
content of denatured fuel is likely to be somewhat
less accessible than plutonium contained in uranium.

The magnitude of this difference and the importance to

be assigned to it, however, is of course, the difficult
point. I think most now would agree that insofar as

the fresh fuel is concerned, standard LWR fresh fuel

should be assigned somewhat more proliferation resist-
ance than 233u denatured fuel and it in turn somewhat
more than pi utonium/^^Su. The differences, however,
taking into account the entire fuel cycle, are probably
not very significant when compared to alternative
institutional arrangements for nuclear power deploy-
ment. This last statement would not be agreed to by

everyone, but I think one would find nearly unanimous
agreement to it in the reactor technical community.

Denatured cycles, if they are to lead to signif-
icant improvements in uranium resource usage over the

present once-through cycle, must have reprocessing for
any reactor types that have currently been shown to be

feasible. Without reprocessing, fundamental break-
throughs in fuels and material technology to allow
extremely long fuel burnups would be required for even
conceptual feasibility. As long as reprocessing is

present in any case, the denatured cycles offer little
obvious advantage over Pu/^^^U cycles.

The denatured cycles all impose a penalty on the
amount of energy that can be produced from given
uranium resources. The denatured cycles themselves
are consumers of fissile material and their use alone
implies a net drain on the world supply of fissile
material. Thus they reduce the energy generation
potential and to make up for this they must have a

very substantial advantage in proliferation resistance.
Because this does not appear to be the case, the
future of the denatured cycle based on "u thorium
does not appear to me to be very bright. My suspicion
is that the thorium cycle, when and if it arrives,
will come because of its technical merits and the wish
to utilize the thorium resources rather than on the
basis of superior proliferation resistance. The

current once-through cycle, of course, will continue

for some time. But even with postulated improvements
in the LWR, and reduction in the isotopic tails
assays, the period over which the once-through can

satisfy world nuclear energy needs is likely to be of

the order of the lifetime of existing reactors, unless
large new supplies of uranium are discovered. Thus
although it may still be too early to say for certain,
there is little to point to that would suggest any

gathering momentum in the direction of denatured
cycles.
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THE USE OF THORIUM IN FAST BREEDER REACTORS

D. E. Bartine
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Recently several fuel cycles involving thorium have been suggested for use in fast breeder

reactors. These cycles involve the use of thorium in fuels containing 233^ fissile Plu-

tonium and the use of both internal and conventional thorium blanket elements. Studies were

performed in the Engineering Physics Division at ORNL to determine the performance of fast

breeder reactors utilizing such cycles. In addition, there is a current effort toward analyzing

reaction rates, spectra, and integral measurements of prototypic fast reactor configurations

involving thorium. These experiments were performed at the PROTEUS facility of the EIR labora-

tory at WLirenlingen, Switzerland, and at the Tower Shielding Facility at ORNL. The analysis

of these experiments provides insight regarding data needs for fast reactor applications involv-

ing the thorium cycle.

Results of the fast breeder fuel cycle analysis indicate a significant penalty from
replacing PU/UO2 fuel with U-233/Th02 fertile blanket elements. Preliminary analysis of the

experiments indicates improved agreement with neutron spectra involving deep penetration in

Th02 radial blankets by utilizing ENDF/B-V thorium cross section data as compared with ENDF/B-IV.

However, thorium capture rates now appear significantly underpredicted.

[Thorium, fast reactors, symbiosis, integral and critical experiments, cross sections.]

Introduction

Interest in the use of thorium in fast breeder
reactors (FBR's) has increased in recent years, pri-
marily due to the fissile advantages of uranium-233 as

a thermal reactor fuel and to potential capital cost
advantages for thermal reactors over FBR's. This
perceived capital cost differential makes a symbiotic
fast-thermel reactor system based on the thorium fuel
cycle in which fast reactors would produce excess fuel

for consumption in thermal reactors, more desirable
than in an all-fast reactor plutonium cycle system.

A series of studies were performed at ORNL as

part of the NASAP studies^ to characterize the behavior
of various reactor types on the thorium fuel cycle,
both separately and as part of fast-thermal symbiotic
systems. In addition, experiments have been conducted
at ORNL and at the EIR in Switzerland and analyzed at
ORNL to determine the ability of the current cross
section data to predict reaction rates and neutron
spectra in the presence of thorium in FBR's. ^'^

This paper presents an overview rationale for
the use of thorium in symbiotic systems along with
some results from the ORNL studies and then briefly
comments on the status of the current thorium cross
section data as inferred from the experimental analysis
presented by the two following papers and the possible
effects of this data on the symbiotic calculations
performed at ORNL.

Thorium Performance in FBR's

Basically, the properties of the two fissile
materials which can be bred in fast reactors favor use
in systems with different energy spectra. Fissile
Plutonium (bred from uranium-238) is the best fissile
material in a fast reactor spectrum. Uranium-233
(bred from thorium-232) is the best fissile material
in a thermal reactor spectrum. This leads one to
investigate the possibility of using fissile plutonium
as a fuel in fast reactors which contain thorium-232.
The uranium-233 produced would then be used to fuel
thermal reactors. This symbiotic system could also be
economically advantageous, since thermal reactors may
have a capital cost advantage over fast reactors. If
this is the case, economics would lead to maximizing
the number of thermal reactors in the fast-thermal
mix, while retaining sufficient fast reactors to

satisfy anticipated electrical growth rate demands.
Table 1 indicates the performance of a typical homo-

geneous FBR with various fissile-fertile material
combinations. It is clear that replacing the tradi-

tional plutonium-uranium cycle with fissile uranium-233
and fertile thorium-232 results in a fairly severe

decrease in the calculated breeding ratio. Specifi-
cally, in replacing plutonium with uranium-233 as

fuel, the breeding gain for the system is about cut in

half (breeding ratio reduced ^.20 points). Additionally,
replacing the uranium-238 with thorium-232 as the

fertile material in the fuel elements further reduces

the breeding gain (breeding ratio reduced 'x-lS points).
Significantly, the blanket composition does not
strongly effect system performance (replacing uranium-
238 in the axial and radial blankets reduces the
breeding ratio '^S points). It should be pointed out
that these calculations were performed with ENDF/B-IV
cross sections and that most calculations of uranium-
238 capture** tend to overpredict plutonium breeding by
5-10/0 compared with measurement.

ORNL-DWG 77-15104

TABLE 1. FBR BREEDING RATIOS FOR VARIOUS FISSILE

AND FERTILE miERIAL COMBINATIONS

AXIAL RADIAL BREEDING

CORE BLATJKtr BLANKET RATIO WD

^^2 1.12

THO2 1,39

"V"«U02 THO2 i.m

"^/^^^02 THO2 1,12

(20%) "^U/^H + THO2 THO2 THO2 1.05

m) "\j/"''uo2 + THO2 THO2 THO2 1,03

THO2 ThOj 1,02
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Heterogeneous reactor core configurations (using

fertile elements as "internal blankets" within the

core) can significantly improve the fissile balance, as

indicated in Fig. 1. The uranium-thorium cycle is

essentially break-even for the homogeneous system,

while the heterogeneous system creates a modest sur-

plus of uranium-233. Using plutonium-uranium fuel

elements and thorium blanket assemblies also shows a

modest fissile gain for uranium-233 for a homogeneous

system. The corresponding heterogeneous system indi-

cates a large gain in fissile uranium-233, but is

operating at a plutonium deficit of about half the

uranium-233 gain. This deficit would need to be made

up by plutonium produced in other reactors in the

system (thermal or fast), or possibly by substituting
uranium-238 fertile assemblies for some of the thorium-

232 assemblies in the core, which is possible with the

flexibility inherent in the heterogeneous design. The
plutonium-thorium cycles show large uranium-233
production coupled with large plutonium usage as ex-

pected, since the cycle is fueled with plutonium while
breeding uranium-233. The homogeneous plutonium-
thorium cycle produces about as much uranium-233 as

the heterogeneous plutonium-uranium fuel, thorium
blanket case, but has about twice the plutonium
deficit. The heterogeneous plutonium-thorium case
shows the same trends as the homogeneous, but with
increased uranium-233 production and a slightly greater
plutonium deficit. Overall, the FBR with plutonium-
uranium fuel and thorium blankets seems to have the

most promise for a net fissile producer, especially in

the heterogeneous mode if the plutonium deficit can be

made up by other reactors in the system.
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Fig. 1. Fissile balance for three homogeneous

and heterogeneous oxide FBR systems.

Symbiotic Systems

To illustrate how such a system might be struc-
tured, consider a mix of fast reactors operating in

conjunction with a mix of thermal reactors. ^ The fast
reactors are all fueled with plutonium oxide, but
contain varying fertile materials (uranium oxide,
thorium oxide, or a mixture). The thermal reactors .

are fueled with uranium-233 and can also contain
either uranium-238 or thorium-232 as fertile material.
The overall system comprising these reactors will be

characterized by two fundamental parameters--the

thermal /fast support ratio and the growth rate.
Figure 2 illustrates a generalized operational enve-
lope for such a system, indicating the constraints
under which the fissile mass flows are "balanced" so

that the thermal/fast support ratio remains constant
as the total system power increases or decreases, as

indicated by the growth rate. Point A represents an

all-fast plutonium-uranium system which has the high-
est potential system growth rate, since it has the
highest breeding gain (produces excess plutonium) but
supports no thermal reactors since it produces no

uranium-233. Point C represents a system containing
only plutonium-thorium FBR's coupled with thermal
reactors. This situation gives the maximum thermal/
fast ratio within the operating envelope since it

produces the most uranium-233 but has a negative
growth rate (system power declining) due to a deficit
of plutonium. Point B represents a system with fast
reactors containing plutonium-uranium fuel and thorium
blanket assemblies coupled with thermal reactors to
give a mixture which allows some limited growth, and
also allows a reasonable thermal/fast support ratio.
The lines connecting points A, B, and C define the
operational envelope. Any point on these lines corre-
sponds to a given mixture of the two FBR's represented
by the line end points. For example, the line A-B
represents a mixture of plutonium-uranium FBR's (A)
and plutonium-uranium fueled, thorium blanketed FBR's
(B). As the point A is approached, the number of type
"A" reactors increases relative to type "B." The re-
verse is true as one approaches point B.

It is important to note that the envelope formed
by lines AB, BC, and AC represents the range of FBR
mixes under which this system is stable. Every point
within the envelope corresponds to a given mixture of
type A, B, and C FBR's and has a defined system growth
rate and thermal/fast support ratio. The units shown
on Fig. 2 are arbitrary and intended only to give a
feeling for the way the system parameters interact.
To determine specific values it is also necessary to
specify the associated thermal reactor mixture. For
example, s if conventional LWR's are used, thermal/fast
support ratios vary from ^,0.5 at 0 growth up to 1.5.
On the other hand, if advanced converter systems are
utilized such as the high temperature gas-cooled
reactor (HTGR) or the pebble bed reactor (PBR), support
ratios can vary from %2 at 0 growth up to '\^6.
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Fig. 2. Typical operating envelope for a system

comprising a mixture of heterogeneous FBR's and thermal

reactors.
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Thorium Cycle Disadvantages

However, several disadvantages should also be

pointed out for the use of thorium in FBR's. The

pi utonium-uranium fuel cycle is much nearer commer-

cialization, and in order to insure that the projected

benefits are worth the increased research and develop-

ment (R&D) requirements and the resulting increased

complexity of operating both PUREX and THOREX repro-

cessing cycles, it will probably be necessary to

commit the R&D required to commercialize advanced

converters. This is more difficult in view of the

limited growth capability of a mixed fast-thermal

system as opposed to an all-fast system, although it

is not certain that the growth rate represented by an

all -fast system will be required.

Thorium Cross Sections

Several thorium cross sections are important in

fast reactor evaluation:

capture - for breeding estimation;

fission - for power determination;
(n, 2n') - for uranium-232 production;

Y production - for heating, especially at

core/blanket interfaces;
inelastic - for determining the neutron

spectrum which in turn
determines reaction rates
and the blanket leakage
spectrum for shielding
calculations.

The Engineering Physics Division at ORNL has been

investigating the status of thorium cross sections for

FBR application. A GCFR thorium radial blanket inte-

gral experiment has been performed at the Tower Shield-
ing Facility (TSF) at ORNL which measured neutron
spectra, Bonner ball response to neutrons, and gamma

heating. In addition, ORNL has been involved in a

cooperative analysis of a simulated GCFR-core lattice
measurements involving thorium at the PROTEUS facility

at the EIR, Switzerland. Reaction rates were measured,
(especially for thorium and uranium-233) , as were
neutron spectra. The ORNL and EIR experiments are

described in detail in the following two papers,^'^
respectively, so only a brief overview of selected
results will be presented here.

The neutron spectrum emerging from two- and

three-row blanket configurations at the TSF was meas-
ured down to '^'0.1 MeV. Good agreement with the meas-
ured spectra was obtained when ENDF/B-V thorium-232
data was used instead of ENDF/B-IV. However, agree-
ment with Bonner ball measurements decreased with
decreasing energy. The most significant result of the

analysis of the EIR data is that changing from ENDF/B-IV
thorium to ENDF/B-V worsened the calculated/experimental
ratio for thorium capture/plutonium fission from about
0.95 to about 0.88. It should be noted that the
neutron spectra peaks from about 1 kev to 1 MeV, and

the most important region for capture in thorium in

FBR's is from 10 kev to 100 kev. Also, the EIR
measurements cited here were taken in lattices domi-
nated by Plutonium and uranium oxide, so the measure-
ments represent infinite dilute spectra.

Thus, initial results seem to indicate that
improvements to the current cross sections could
increase thorium capture rates and thus improve the
breeding performance in FBR's of thorium-232 relative
to that of uranium-238. However, further work will be

necessary to clarify this situation. Sensitivity
studies will be performed on the lower-energy Bonner
ball results to determine if the observed disagreement
indicates that the thorium capture cross section might
be too low. Analysis of EIR results in a thorium-
dominated spectrum will be performed to investigate
the effects of resonance self-shielding.

Conci usions

The use of fissile uranium-233 and fertile thorium-
232 in FBR's results in significantly lower breeding
ratios than those achieved with the conventional
plutonium-uranium fuel cycle. However, replacing
uranium-238 radial blanket elements with thorium-232
assemblies doesn't cause a major perturbation and
results in the production of uranium-233, which is an
excellent fuel for thermal reactors. This makes
possible the creation of fast-thermal symbiotic reactor
systems, which have the potential advantage of lower
system capital costs at the expense of potential
system growth rate.

Analysis of recent experimental measurements at
ORNL at EIR, Switzerland, indicate the possibility of
increased thorium breeding in FBR's due to improved
cross section data. Additional investigation is re-
quired in order to verify this possibility, specifi-
cally in the area of resonance self-shielding effects.
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DEEP PENETRATION INTEGRAL EXPERIMENT FOR A THORIUM BLANKET MOCKUP

D. T. Ingersoll and F. J. Muckenthaler
Oak Ridge National Laboratory

Oak Ridge, Tennessee 37830, USA

An integral experiment has been performed for verification of radiation transport
methods and nuclear data used for design of the radial shield for the gas-cooled fast
breeder reactor (GCFR). The experiment included a thorium oxide blanket mockup and
several shield configurations. The blanket measurements were needed to reduce uncer-
tainties in the cross-section data used for calculating neutron transmission through a
thorium blanket and to bound the uncertainties in calculated gamma-ray heating rates
within the blanket.

Measured neutron spectra and integral flux data are compared to ID calculations
of the transmitted flux. Calculations using ENDF/B-IV and ENDF/B-V data for thorium
are compared and show the version V data to be superior above 1 MeV. The experiment,
which is primarily sensitive to the total removal cross section, also showed V to be
an improvement below 1 MeV, but still discrepant from the measurements.

[Thorium, total cross section, integral experiment, GCFR, blanket, neutron transmission.]

Introduction

The design of reactor shielding is a complex effort
involving intimate relationships between radiation
transport, thermomechanical forces, material properties,
and economics. To aid the shield designer in achieving
the optimum compromise of these considerations, several
analytic tools have been developed such as discrete
ordinates and Monte Carlo codes. For advanced reactors,
where little operating experience is available, veri-

fication of these design methods and the design-based
data is important. Integral experiments perform this

function by (1) providing data against which the

methods and data can be tested or (2) providing direct
verification of the effectiveness of the final design.

An integral experiment was designed for the

verification of radiation transport methods and nuclear
data used for the design of the radial shield for the

proposed 300 MW(e) gas-cooled fast breeder reactor
(GCFR).^ The scope of the experiment was chosen to

include a thorium oxide radial blanket mockup as well
as several shield configurations. The blanket measure-
ments are needed to reduce the large uncertainties
which exist in the cross-section data required for
calculating neutron transmission through a thorium
blanket, hence reducing the uncertainties in the
calculated source terms for the radial shield. Simi-
larly, the shield measurements are needed to reduce
the uncertainties in the calculated radiation damage to

the prestressed concrete reactor vessel. Additionally,
the measurements are intended to bound the uncertain-
ties in calculated gamma-ray heating rates within the

blanket and shield. Although designed specifically for
the GCFR, the experiment provides generic data

regarding deep penetration in ThOa and common shield
materials, which also benefits LMFBR designers.

The experiment is currently being analyzed using
primarily one- and two-dimensional discrete ordinates
methods. The purpose of this paper is to describe the
experi'.ient and measurements, and to present signifi-
cant results from the analysis of the blanket config-
urations.

Experiment Design

The experiment was performed at the ORNL Tower
Shielding Facility (TSF), and consisted of measure-
ments behind one-dimensional mockups of a GCFR-type
radial blanket and radial shield. Both integral and
spectral measurements were made of the neutron and
gamma-ray flux transmitted through successive material

configurations and compared to corresponding calculations

of the radiation transport. The collimated neutron

source from the TSF reactor^ was first directed through
a spectrum modifier to produce a neutron energy distri-
bution typical of a GCFR. The modified source then

penetrated the experimental assemblies which consisted
of 150- by 150-cm slabs of blanket and shield material

placed perpendicular to the neutron beam centerline.
Figure 1 shows the experimental geometry for the case

of a three row JhOz blanket mockup. One of the three
15-cm-thick slabs of ThOa (density of 7.2 g/ml ) was

fabricated as two 7,5 cm-thick slabs in order to make
measurements in 1/2-row increments. The concrete shown

in Fig. 1 which surrounds the configuration provides a

biological shield for the TSF personnel, while the
lithiated paraffin minimizes the contribution of neutrons

RADIAL
BLANKET
MOCKUP

Fig. 1. Plan view of ThOa blanket configuration.
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which reflect from the concrete back into the test

assembly.

In addition to the Th02, measurements were made
behind 30 cm of LIO2 and numerous arrangements of

shielding material consisting of up to 95 cm of stain-

less steel, graphite, and boronated graphite. The
measurements were made using Bonner balls (BB) for

integral neutron flux measurements, NE-213 and hydrogen
counters for fast neutron spectra measurements, NE-213

for gamma-ray spectra measurements, and thermolumines-
cent dosimeters (TLD) for gamma-ray heating measure-

ments. All detectors were positioned on the reactor
beam centerline, and were located behind the configu-
rations except for the TLDs which were sandwiched
between the blanket and shield slabs.

Analysis

Complete analysis of the blanket and shield meas-
urements will consist of one-dimensional (ID) fine-

group and two-dimensional (2D) semifine-group trans-

port calculations of the neutron and gamma-ray fluxes

throughout the experimental configurations. The cal-

culated fluxes are used with energy-dependent response
functions to predict the observed data from the BB and

TLD measurements, and are compared directly to the
reduced data from the spectrometer measurements. Since

the analysis of the full experiment is currently in

progress, results based only on the ID calculations of

the blanket mockups will be presented here. There is

much information to be learned from the ID analysis,

however, since the slab design of the experiment
intentionally lends itself well to 1-D methods. Also,
results from the blanket measurements are of immediate

interest since they provide a comparison of the
adequacy of thorium data for deep penentration problems

typical of reactor physics and shield design calcu-
lations.

Analytic Approach

The one-dimensional calculations were performed
using the ANISN discrete ordinates transport code.^

Coupled neutron-gamma-ray cross sections with 171-

neutron and 36-gamma-ray energy groups and a P3 order

of expansion were specially prepared for this analysis
from the ORNL Vitamin C cross section library"* and from

ENDF/B-V data files for thorium-232. The cross sections
were processed using the AMPX-II code system^ which
performed the necessary resonance self-shielding, the

neutron-gamma-ray coupling, and the reformatting
required to produce an ANISN cross section tape.

The neutron source spectrum was obtained by inter-

polation of the previously determined 51-group Sie
angular source^ on a per unit lethargy basis for each

of the 8 forward-directed angles. A similar procedure
was used to obtain fine-group response functions from

the 51-group Bonner ball responses^ and the 51, 25-

group TLD responses. The experimental configurations
were modeled from the TSF boundary source through the

spectrum modifier and the blanket slabs. A symmetric
Sjg quadrature was used and mesh intervals were made

less than 1 cm.

Calculation of Observed Data

The observed responses of the Bonner balls and the

TLDs were determined by folding the calculated fluxes
with the corresponding detector response functions.

Since the ID slab geometry does not account for the
geometric attenuation of the flux, an absolute com-

parison between the calculated and measured data can
not be made. It is possible, however, to draw several

conclusions from the relative comparisons.

12;

The spectrometer pulse height data were converted

in a data-reduction process to yield spectra data which
could be compared directly to the calculated flux spec-

tra, except for the normalization limitation described
above. However, before comparing the calculated and
measured spectra, it was appropriate to first smooth
the calculation with the approximate resolution of the

spectrometer. Also, since the detectors were located

several meters behind the configurations, it was felt
that the neutron leakage for the forward-most angle at

the exit of the calculation was a better approximation
to the observed flux. Therefore, all of the calculated
results presented below are given as the forward angle
leakage.

Results

A comparison of the calculated leakage and the

NE-213 neutron flux measurement is given in Fig. 2 for

the case of the full UO2 blanket mockup. With the
calculation normalized to give the same integrated flux

as the measurement between 3 and 12 MeV, it is apparent
that the agreement in the spectral shape is excellent.
The only significant discrepancy is between 2 and 4 MeV,

but this discrepancy merely suggests that the actual

detector had a poorer resolution in this energy range

than was used to smooth the calculation. The normal-
ization of the calculated spectrum is substantia'ted, in

part, by a comparison of calculated and measured Bonner
ball responses where the detectors were located at the

same position as the NE-213 detector. It was found

that the calculated-to-measured ratio (C/E) for each

of the 3 Bonner balls agreed within 5% with the other
balls, and agreed within 25% with the scale factor used

to normalize the calculated spectrum in Fig. 2. The

fact that the 3 Bonner ball C/E's agreed with each
other suggests that the entire energy spectrum was

predicted well by the calculations.
ORNL-DWG 79-18863

NEUTRON

Fig. 2. Comparison of measured (double line) and cal-
culated (histogram) neutron spectrum through
a 2-row LIO2 blanket mockup.



Figures 3 and 4 give comparisons of calculated
and measured spectra behind a 30-cm-thick ThOa blanket
mockup. As before, the calculations were normalized
based on the integrated flux between 3 and 12 MeV. The
calculations shown in Fig. 3 used cross sections which
were derived entirely from ENDF/B-IV data, and is in

general agreement with the measured spectrum except
below 4 MeV. However, the calculation shown in Fig. 4

used thorium data from ENDF/B-V, and predicts the
observed spectrum exceedingly well. Similar results,
to a greater degree, are shown in Figs. 5 and 6 which
compare measurements behind 45 cm of Th02 to the

corresponding calculations based on ENDF/B-IV and -V
thorium data. It is also apparent from the 45-cm case
that both sets of data underpredict the observed spec-
tra by 30-40% in the range of 11 to 14 MeV.

As with the UO2 case presented above, the scale
factors used to normalize the calculated spectra in

Figs. 3-6 were compared to the C/E values determined
for the 3 Bonner balls. For the calculations utilizing
ENDF/B-V thorium data, the agreement between the scale
factors and the C/E's ranged from 10% for the 10" BB to

25% for the 3" BB. The calculations utilizing ENDF/B-
IV Th data showed agreements ranging from 15% for the
10" BB to 35% for the 3" BB. The reasonably good
agreement between the spectra scale factors and the 10"

BB C/E values gives credence to the comparisons in

Figs. 3 - 6; however, the disagreement in C/E values
among the Bonner balls suggests that the lower energy
spectrum is not predicted as well as the higher
energies.

One result from the ID analysis which is inde-
pendent of the normalization and which also suggests
that the low energy neutron transport through ThOa is

not predicted well, is a comparison of measured and

calculated attenuation factors for a single slab of
Th02. This was determined by calculating the ratio of

a detector response for the 30 cm ThOa case and the 45
cm case. The results for the Bonner balls and the

integrated NE-213 flux are given in Table 1. Also
given in Table 1 are the percent differences between
the calculated and measured attenuations, which vary
from 5% to 18% for calculations utilizing ENDF/B-V
thorium, and vary from 11% to 23% for ENDF/B-IV thorium.

Both sets of data yield an underprediction of the lower
energy neutron attenuation as measured by the 3" BB,

but it appears that the ENDF/B-V thorium data reduces
the observed discrepancies.

Table 1. Neutron Attenuation Through 15 cm

of Thorium Oxide

ORNL-OWG 79-18864

ATTENUATION''

DETECTOR

3" BB (epithermal)

6" BB (total)

10" BB (fast)

NE-213 (3-12 MeV)

MEASURED

3.70

4.24

4.39

6.15

ENDF/B-IV

2.85 (23)^

3.46 (18)

3.92 (11)

5.10 (17)

ENDF/B-V

3.04 (18)

3.69 (13)

4.19 (5)

5.42 (12)

Ratio of detector response with 30 cm ThOa to 45 cm
Th02.

^Calculated using leakage for forward-most angle only.

Number in parentheses give percent deviation from
measured attenuation.
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Fig. 3. Comparison of measured and calculated neutron

spectrum through a 2-row ThOa blanket mockup.

Calculation used ENDF/B-IV Th data.
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Comparison of measured and calculated neutron

spectrum through a 3-row Th02 blanket mockup.

Calculation used ENDF/B-IV Th data,
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.6. Comparison of measured and calculated neutron
spectrum through a 3-row ThOa blanket mockup.

Calculation used ENDF/B-V Th data.

Conclusions

Any meaningful interpretation of the experimental

results which have been analyzed thus far requires a

familiarity with the relevant nuclear data: the

thorium-232 total neutron crosssection. Figure 7 com-

pares the total macroscopic cross section for JhOz re-

sulting from ENDF/B-IV-derived data for both thorium

and oxygen, and from ENDF/B-V-deri ved thorium data
mixed with version IV oxygen data. Since no significant

changes were made to the oxygen evaluation for ENDF/B-V,
the two mixtures given in Fig, 7 represent version IV

and V, respectively. The most striking difference is

the almost uniform 7-9% increase in the total cross

section between 1 eV and 100 keV for ENDF/B-V, which
largely explains the differences observed in Table 1

between the two calculations. The newer thorium eval-

uation also increased the total cross section by a few
percent between 1 and 3 MeV and between 5 and 8 MeV

which contributes to the spectral differences observed
in Figs. 3-6.

It can, therefore, be concluded that based on the

initial results from this integral experiment, the

ENDF/B-V evaluation of the thorium-232 total cross sec-
tion is a significant improvement over the previous

ENDF/B-IV evaluation. Furthermore, the new total cross
section appears adequate above 1 MeV for calculating

deep penetration in Th02, which is the dominant concern
for most shielding requirements. However, additional

investigation of the total cross section at lower
energies appears to be needed. It is expected that the

remaining analysis of the blanket measurements will

better identify the source of the observed discrepancies,
and will provide additional information on the adequacy

of thorium gamma-ray production cross sections.
ORNL-DWG 79-18868
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ANALYSIS OF A SWISS THORIUM BLANKET INTEGRAL EXPERIMENT

J. R. White and D. T. Ingersoll
Oak Ridge National Laboratory

Oak Ridge, Tennessee 37830, USA

U. Schmocker and K. GmLir

Swiss Federal Institute for Reactor Research
CH-5303 Wurenlingen, Switzerland

A detailed postanalysis of the Th02 axial blanket experiment (CORE 14) performed at the
PROTEUS critical facility is presently being completed at ORNL. The purpose of the analysis is

to compare measured reaction rates along the axial centerline of the test zone with results cal-
culated utilizing various data libraries. In particular, the analysis is investigating the ade-

quacy of the available thorium data. The cross section data supplied by EIR is compared to
ENDF/B-4 data collapsed to the broad-group level via the AMPX modular code system. Furthermore,
a comparison of C/E values using ENDF/B-4 and new ENDF/B-5 thorium data is given. Finally, some
theory and modeling questions are investigated. Detailed results from the above analyses are
presented which support the conclusion that the presently available 2321-^ data appears inadequate
•for accurate GCFR fuel cycle studies.

(Integral experiment, GCFR, thorium, capture cross section, ENDF/B-5.)

Introduction

The current interest in proliferation-resistant
fuel cycles has generated several questions concerning
the adequacy of the basic nuclear data available for
the alternate ^^^Th and ^^^U fuels. A cooperative pro-
gram between the U.S. and Switzerland is trying to

quantify some of the uncertainties associated with the

more important ^^^Ih and 233y neutron reactions. The

U.S. program includes the postanalyses of a series of
Swiss integral experiments^ designed to validate neu-
tron physics data for thorium-bearing GCFR lattices.
The experiments included several configurations utiliz-
ing UO2, Th02, and Th-metal pins in prototypic GCFR
core and axial blanket mockups.

The PROTEUS critical facility located at the EIR

laboratory in Wurenlingen, Switzerland, is a hybrid

reactor consisting of a central GCFR-type pin lattice
which is driven critical by annular thermal drivers. A

cross-sectional view of the PROTEUS fast-thermal criti-
cal facility is shown in Fig. 1. Reaction rate and neu-
tron spectrum measurements are made at the center of
the test zone core and axial blanket regions. The

Fig. 2. Tv/o-dinensional calculational model of the

CORE 14 configuration.

SAFETY OR SHUT-DOWN ROD

MOVABLE TEST COLUMN

FAST ZONE

BUFFER ZONE

OjO DRIVER ZONE

GRAPHITE DRIVER ZONE

GRAPHITE REFLECTOR

Fig. 1. Cross-sectional view of the PROTEUS fast-
thermal critical facility.

measurements are compared to calculated detector re-

sponses as a test of the accuracy of the nuclear data,
multi group processing, and analytic methods.

The preliminary results of the ORNL analysis of

the Th02 axial blanket experiment (CORE 14) performed

at PROTEUS are reported here. The purpose of the

analysis is to compare experimentally-determined reac-

tion rates along the axial centerline with results
calculated using various data libraries and calcula-

tional methods. In particular the analysis is trying

to address the adequacy of the available thorium data
for use in accurate fast reactor studies.

The two-dimensional geometric model for the C0RE14
configuration is displayed in Fig. 2. The detail along

the vertical centerline is to account for the axial

variation of the broad-group cross sections. This fine

detail in the fast region is especially important in

the vicinity of the region 1 /region 2 interface (PUUO2

core/Th02 axial blanket) where large changes in spectra

and resonance shielding effects occur.

The reference cross section data utilized in the

2-D computations were supplied by EIR. This 10-group
Pq library was originally derived from the British
FGL52 fine-group adjusted data set. However, the 232jh

and 233u data (37 groups plus shielding factors) in-
cluded in tlie Swiss version of FGL5 were derived from
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the ENDF/B-4 based LIB-IV^ library. To further address

the adequacy of ENDF/B data, fast region cross sections

were generated using the AMPX"* cross section processing

system. Two data libraries were processed, one contain-
ing all ENDF/B-4 data^ and the other containing all

ENDF/B-4 data with the exception of ENDF/B-5 thorium
(referred to as ENDF/B-45). These two fast region data
sets were then coupled with EIR data for the subsequent
2-0 DOT-IV^ transport calculations.

Calculational Results

Data Comparisons •

Two-dimensional DOT-IV RgSg transport calculations
were performed utilizing the three data sources just
described. In addition, one-dimensional fine-group
PsStt calculations were used in the spectral and spatial

collapse of the ENDF/B data to the 10-group level.

Several interesting observations can be made from this
calculational data base.

Table I compares the calculated-to-measured (C/E)

values of several important central reaction rate

ratios determined using EIR-supplied and ENDF/B-4 data.

Fair agreement between the two data sets is achieved
for all but the (N2N)2/C2 ratio. The important C2/F9

and F2/F9 ratios are consistently underpredicted by

4—7 percent and 10-12 percent respectively. The C2/C8
ratio, although well predicted with EIR data, is quite
low relative to the measured value when the ENDF/B-4
library is utilized. This difference in the calculated

C2/C8 ratio can be attributed to a decreased 2 32jh

capture rate and an increased ^SBy capture rate with
ENDF/B-4 data.

This comparison is more clearly shown in Table II

where the percent difference between the individual

reaction rates calculated using EIR and ENDF/B-4 data

is tabulated. In most cases there is only a ±3% dif-

ference in the individual central reaction rates. This

is not surprising for the ^^^Jh and 233u data since,

as previously mentioned, the cross sections included

in the Swiss version of FGL5 for these nuclides were

derived from ENDF/B-4 data. However, a slightly higher

238u capture rate using the ENDF/B-4 data was expected
since the C8/F9 ratio is known to be overpredicted
with ENDF/B-4 data.'^

A final point of interest in this initial data
comparison is the large difference in the calculated
thorium (n,2n) reaction rate between the EIR and

ENDF/B-4 data. This discrepancy is not clearly under-

stood since the data have the same origin. In spite of

this fact, there was a 24 percent increase in the

thorium (n,2n) cross section in the 10-group ENDF/B-4
library relative to EIR-supplied data. Since this is

a high energy threshold reaction, the calculated

Table II. Detailed Central Reaction Rate
Comparisons Using EIR and ENDF/B-4 Data

Reaction Rate
^ENDF/B-4^- EIR^

.^p^

C2 - 3 10
F2 1 31

(N2N)2 26 74

F3 - 2 23
C8 2 80
F8 - 2 55
F9 - 0 85

thorium (n,2n) reaction rate is very sensitive to data
and calculational methods. However, this uncertainty
in the {n,2n) reaction rate is an important considera-
tion since the (n,2n) reaction in thorium is a main
production route to ^say gpd its highly radioactive
decay chain.

^

The second data comparison to be made is the con-
trast between the presently available ENDF/B-4 thorium
data and the more recent ENDF/B-5 thorium evaluation.
Table III displays the results of this comparison,
giving both the 1-D and 2-D central C/E values. The
most important observation here is the large decrease
in the C/E values for C2/F9 and C2/C8 when going from
ENDF/B-4 to ENDF/B-5 thorium data. Since differences
in the core center flux spectra are negligible, this
decrease is due solely to the reduction of the ^^^Th
capture cross section in the ENDF/B-5 data files.
Figure 3 displays the normalized capture rate as a

function of energy for the 1-D, 171-group infinite
slab calculations using ENDF/B data. A decrease (7.2%
overall) in the ENDF/B-5 thorium capture rate is appar-
ent for most of the energies of interest. Thus, these
preliminary results seem to question the validity of
the new ENDF/B-5 thorium capture data above 100 eV.

Since the C/E values with ENDF/B-4 data are already
low (C2/F9 = 0.95 and C2/C8 = 0.93), the new ENDF/B-5
data seems to have been adjusted in the wrong direction.

In contrast to the capture cross sections, the
recent ENDF/B-5 evaluation seems to have improved the
thorium fission and (n,2n) data relative to ENDF/B-4.
An increase of approximately 5 percent in the central
^^^Th fission rate and a decrease of about 6 percent in

the (n,2n) reaction rate are observed with ENDF/B-5
data in the PUUO2 fast lattice spectrum. This brings
the calculated ^^^Jh fission rate into fair agreement
with experiment with C/E value for F2/F9 of about 0.95.

However, although adjusted in the proper direction,
the ^^^Th (n,2n) reaction rate is still significantly
overpredicted with ENDF/B-5 data.

Table I. Comparison of Calculated Reaction Rate
Ratios at the Center of CORE 14 Using

EIR and ENDF/B-4 Data

Reaction
Rate
Ratio

Measured
Value

Calculated*-to-
Measured Value (C/E)

EIR

Data
ENDF/B-4

Data

C2/F9 0 2026 ± 1.7% 0 956 0 934
C8/F9 0 1338 ± 1.0% 0 977 1 013
C2/C8 1 506 ± 1.4% 0 983 0 927
F2/F9 8 061* 10-3 + 2.0% 0 882 0 901

(N2N)2/C2 6 93* 10-3 + 2.6% 0 987 1 287

*2-D PoSe transport calculations (ENDF/B data was
collapsed using 1-D buckling search approximation.

Table III.

Reaction
Rate
Ratio

Comparison of Central C/E Values Using
ENDF/B-4 and ENDF/B-5 Thorium Data.

Calculated*-to-Measured Value (C/E)

2-D, 10-group model 1-D, 171-group mode!

ENDF/B-4
Data

ENDF/B-45
Data

ENDF/B-4
Data

ENDF/B-45
Data

C2/F9 0 947 0 878 0 987 0 918
C8/F9 1 022 1 022 1 079 1 081

C2/C8 0 932 0 864 0 920 0 854
F2/F9 0 897 0 948 0 827 0 872

(N2N)2/C2 1 261 1 281 1 113 1 126

*ENDF/B data was collapsed using 1-D infinite slab
approximation.
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Fig.

I I I I III

10' 10" 10"

NEUTRON ENERGY (eV)

3. Thorium-232 capture rate as a function of
energy at the center of CORE 14.

Up to this point comparisons among the various

data sources have been restricted to the center of

CORE 14. This is because the spectrum at the core cen-

ter is known more accurately and is also less sensitive

to methods and geometric modeling effects. Therefore,
variations from experimental results at the core cen-

ter are mainly due to data discrepancies, while differ-

ences in the axial blanket regions can be a combination

of many effects. However, as a test of the overall

ability of the present methods, comparisons of calcu-
lated and measured axial profiles of several important
reaction rates were performed.

In general, agreement of the axial profiles with
experiment is excellent for the threshold 232jh and
2381) fission rates, fair for the 232Th capture and

233u fission rates, and quite poor for the 239pu fis-

sion and 238U capture rates. The disagreement in the

last two cases has been attributed to the resonance
shielding effect and resultant large variation in the

cross sections near the PUUO2 core/ThOj blanket inter-

face. These discrepancies are probably due more to

model and method uncertainties than to data

uncertainties.

Also, generally speaking, the two ENDF/B data

sets give quite similar results and these compare more

favorably with experiment than the EIR data. Figure 4,

for example, indicates that ENDF/B-5 thorium data pre-

dicts the axial 232Th capture rate profile slightly
better than the other data. However, the calculated
values near the core/blanket interface (38.2 cm) are

still too high relative to the central reaction rate.

Comparison of 1-D and 2-D Results

The final point to be made from Table III is the

large variation of the C/E values from the 2-D,

10-group calculation to the 1-D, 171-group infinite
slab results. The 2-D calculation uses data collapsed
from the 1-D fine-group model. Therefore, if the

spectra in the two calculations are similar, then the

reaction rates should also be similar. Figure 5 dis-
plays the spectra in the important energy range at
core center for the ENDF/B-4 data calculations. The
fine-group spectrum from the 1-D infinite slab calcu-
lation is collapsed to the broad-group structure for
ease of comparison.

There is an obvious shift to a softer spectrum in

the fine-group calculation. The effect of this

>

1

EIR Data
ENDF84 Data
ENDF845 Data

X Measured Data

30.0 m.o so.o

flXIflL DISTRNCE (CM)

Fig. 4. Axial profile of the 232j|^ capture rate in

CORE 14.

spectral change is displayed in Table IV. For example,
since the 239pu fission rate changed only slightly, the
C2/F9 ratio should have increased about 4 percent in

the 1-D calculation. This is the result observed in

Table III. Thus, the infinite slab calculation used to

perform the cross section collapse has a characteristic
spectrum different from the 2-D model and, therefore,
represents an approximation in the CORE 14 analysis
effort.

Sensitivity to the 1-0 Weighting Spectra

Due to the disagreement in the results from the 1-0

and 2-D models, an attempt was made to investigate the

sensitivity of the central reaction rate ratios to the

1-D weighting spectrum utilized in the collapse to a

broad-group library. The 1-D infinite slab geometry in

the XSDRNPM^ module of the AMPX system was modified to

include a buckling correction to account for the finite

radius of the central fast region of CORE 14. In addi-

tion, a buckling search calculation for a critical sys-

tem was performed. These finite geometry calculations
resulted in an increased fast leakage and a decreased
downscatter source, which, when combined, produces a

10 q

O 10"

5 10"

\0~z

I I I I M I

1

1 I I I I I II 1 I I I I I III I 1 I I I I M I

2-D 10-GRP CALC
1-D 171-GRP CALC

10 -J-

10 10' 10 10

NEUTRON ENERGY (eV)

Fig. 5. Comparison of 1-D infinite slab and 2-D flux

spectra at core center.
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Table IV. Detailed Reaction Rate Comparison
Between 1-D and 2-D Models With

Infinite Slab 1-D Approximation.

Reaction Rate

C2 4 19

F2 -7 86

(N2N)2 -7 88

F3 0 06

C8 5 53

F8 -7 83

F9 -0 06

harder neutron spectrum relative to the infinite slab
geometry. Figure 6 compares the flux spectra from the
infinite slab, buckling correction, and buckling search

one-dimensional approximations. As can be seen, the

buckling correction spectrum varies significantly from
the infinite slab calculation. On the other hand, the
buckling search and infinite slab calculations are
quite similar with the former producing the slightly
harder spectrum. Investigation of Fig. 5 indicates
that this type of spectral change is what is needed to
bring the 1-D and 2-D calculations into better
agreement.

The first half of Table V displays the central
C/E values from the three 1-D model approximations. If

the cross sections collapsed using these different
approximations are utilized in the 2-D calculations,
the 2-D C/E values in the second half of Table V re-

sult. As would be expected, the sensitivity of the C/E
values to the 1-D weighting spectrum is much greater in

the 1-D calculations than the 2-D calculations. How-
ever, there is still a significant difference between
the 2-D results when using the infinite slab and buck-
ling corrected weighting spectra. This indicates the
importance of having the correct weighting function in

the collapse of a fine-group data set to a broad-group
1 ibrary.

The most important observation from Table V is the

good agreement of the central C/E values in the 1-D and
2-D geometries when using the critical flux spectrum
from the buckling search calculation as the weighting
function for the cross section collapse. Obviously,
this is the best 1-D approximation for the CORE 14

analysis, since good agreement between the 1-D and 2-D
models is obtained. Thus, this approximation should
have been used for all the data comparisons previously
described. However, Table V also shows good agreement
between the 2-D central reaction rate ratios using the

infinite slab and buckling search approximations.
Thus, the previous conclusions concerning the ENDF/B-4
and ENDF/B-5 thorium data comparisons are still valid.
The trends in the comparisons are the same, only the
absolute numbers will change slightly.

10' i6' 10' ic' 10° lo'

NEUTRON ENERGY (eV)

Fig. 6. Comparison of flux spectra at core center
for various 1-D model approximations.

Theory Comparisons

In addition to the analyses described above, the
effect of some theory approximations were also investi-
gated. A comparison of diffusion theory versus trans-
port theory methods showed that the two theories gave
very similar central C/E values. However, recent Swiss
analysis has shown that the axial profiles of several
of the important reaction rates were slightly improved
with transport theory methods.

The reference transport calculations were per-
formed using a Pq cross section expansion and an Se
symmetric quadrature approximation. However, PsSg and

P3S1J calculations were also performed. Comparison of
these last two theory variations showed no observable
differences in either the central or axial profiles of
the calculated reaction rates. Therefore, the C/E
values are not sensitive to the quadrature approxima-
tion utilized.

On the other hand, the P3 cross section expansion,
showed some interesting differences from the reference

Po calculation. Although central C/E values were un-
changed, the variation in the axial distribution of the
reaction rates was quite apparent. A harder flux spec-
trum as well as an increased flux magnitude relative to

core center were observed in the axial blanket region
for the P3 cross section expansion. These effects are

due to increased leakage from the core due to the bet-
ter scattering approximation associated with the P3

expansion.

Table V. Sensitivity of Important Central C/E Values to the 1-D Weighting Spectra.

1-D C/E Values 2-D C/E Values

Central Infinite Buckl ing Buckling Infinite Buckl ing Buckling
Ratio Slab Search Correction Slab Search Correction

C2/F9 0.987 0.928 0.722 0.947 0.934 0.884
C8/F9 1.079 1.023 0.808 1.022 1.013 0.975
C2/C8 0.920 0.913 0.899 0.932 0.927 0.911

F2/F9 0.827 0.926 1.386 0.897 0.901 0.915
(N2N)2/C2 1.113 1.334 2.646 1.261 1.287 1.425
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Summary and Conclusions Acknowledgment

In summary, the analysis of the CORE 14 Th02 axial

blanket experiment has produced the following results:

1. The EIR and ORNL ENDF/B-4 data libraries produce

similar central reaction rates (±3% difference) except
for the significantly higher ^^^Th (n,2n) rate obtained

using ORNL ENDF/B-4 data.

2. Both libraries underpredict the central ^^^Th cap-

ture and fission rates with C/E values of 0.93-0.96
and 0.88-0.90 for C2/F9 and F2/F9, respectively.

3. ENDF/B-5 thorium data produce significantly lower

capture rates (-7%) and better fission and (n,2n) rates
(+5% and -6%, respectively) relative to ENDF/B-4 data.

4. The central C/E values were insensitive to the

theory and modeling approximations investigated, how-

ever, the weighting spectrum utilized in the cross
section collapse must be properly matched to the calcu-
lated broad-group spectrum.

Two main conclusions can be drawn from these
results. First, one can conclude that since the cen-

tral C/E values are insensitive to theory and modeling
approximations, a comparison of calculated and mea-

sured reaction rate ratios at the center of the CORE 14

configuration is a true measure of the adequacy of the
nuclear data in the energy range of interest. Thus,
from the C/E values obtained in this study, one can

only conclude that the present thorium data appears
inadequate for accurate GCFR fuel cycle analysis. Al-

though the more recent ENDF/B-5 ^^^Th fission data

appears satisfactory, the discrepancies in the observed
232Th capture rate in a PuUOa fast lattice spectrum is

greatly exaggerated with ENDF/B-5 data. In addition,

the 2321-^ (n,2n) cross section uncertainties in both

ENDF/B data sets appear to be extremely large. This

all indicates that relatively large uncertainties must
be associated with many of the results obtained from

a wide variety of recent fast reactor alternate fuel

cycle studies.

Finally, it should be stressed that the above
conclusions are based only on the core center results
from the CORE 14 analysis. This analysis was pri-

marily concerned with infinitely dilute thorium data

in a PUUO2 fast spectrum. However, analyses of other
PROTEUS experimental configurations which provide more
information about 2327^ data in a thorium-bearing
lattice are planned. When these latter analyses are

complete a more detailed set of conclusions regarding
the adequacy of thorium cross section data will be

possible.

Research sponsored by the U. S. Department of
Energy under contract W-7405-eng-26 with Union Carbide
Corporation Nuclear Division.
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DATA NEEDS FOR FUEL HANDLING AND WASTE MANAGEMENT ASPECTS OF THORIUM FUEL CYCLES
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The cross-section data needs for strategies employing various feed fuels in a thorium-fuelled
HTR have been examined from the viewpoint of fuel handling and high-level waste management. The
important nuclides and their major production routes have been identified and tentative accuracy
requirements are suggested for some key spectrum-averaged cross-sections not covered by the
requirements for reactor physics calculations.

[Thorium HTR fuel cycles, fuel handling, high-level waste management, cross-section
accuracy requirements.]

Introduction

The use of thorium fuels in power reactors has
been proposed both as an alternative to plutonium
production and as a potential energy source in itself.
An important consideration in a comprehensive assess-
ment of any such fuel cycle would be the identifica-
tion of the novel radiological protection aspects
arising from the use of thorium. In this paper we
have examined the cross-section data needs for
strategies employing various feed fuels in a thorium-
fuelled High Temperature Reactor (THTR) from the

viewpoint of fuel handling and transport, and long-
term high-level waste management.

Definition of the fuel cycles

Most thorium-based fuel cycle strategies fall

into two groups, namely, those designed to be based
eventually entirely on thorium (once sufficient ^^^U
has been bred) and those designed to use thorium as a

complement to uranium. The examples of these strate-
gies considered here are depicted schematically in
figures 1(a) and 1(b) respectively. The effects of

using high and low ^ ^ ^U-enrichment U02/Th02 fuel in

strategy 1(b) was also investigated, as was recycling
of uranium and, where appropriate, plutonium. A per-
spective on the results obtained was achieved by com-
parison with a reference fuel cycle using UO2 fuel of

low ^^^U-enrichment. Details of the fuel cycles con-
sidered are given in table I and in figures 1(a) and

Kb).

Calculational methods

The calculations utilised the CEGB reactor inven-
tory code RICE^»2 in conjunction with the WIMS reactor
physics code^. Full details are given elsewhere'*.

Identification of the critical nuclides

Fuel handling and transport

A detailed study^ of the cycles described above
lead to the following conclusions:

(i) the requirements for decay heat removal and

Y shielding of spent fuel are largely independent of

fuel type being dominated by fission product decay.

(ii) significant differences were found for the
neutron emissions; the results are presented in figure
2. The neutron emissions from cycle HTRl, THTR20 and
21 spent fuels are dominated by the spontaneous
fissions of '^^^ t^^'^Cm for up to three years after dis-
charge from the reactor. In contrast, cycle THTRIO,
11, 30 and 31 spent fuels exhibit much reduced neutron
emission rates. Up to 80% of the emitted neutrons are
produced by (a,n) reactions on oxygen and Be, B, F, Li,
Na, Mg and Al impurities in the fuel. The a particles
are produced mainly by the decay of ^^^Pu.
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(iii) the y emissions from cycle THTR21 and 31

unirradiated fuels can also be an important considera-
tion. Results are presented in figure 3, which shows
the temporal variation of the hard y emissions from the
uranium, plutonium and thorium isotopes incorporated in
the unirradiated fuel. These arise from the decay of
208x1 and 212g£^ the latter being produced by 232u
decay in the fuels. Similar conclusions applied for
cycle THTRIO and 11 unirradiated fuels.

Waste management

The important parameters of interest from the
viewpoint of high-level waste (HLW) disposal are the a

activity and biological toxicity of the separated HLW
over a geological timescale. The biological toxicity,
T., of isotope i may be expressed by the relation:

T.
1

^i

(MPC )

.

w 1

(1)

where Q. is the isotopic activity and (MPC ). is the
corresponding maximum psrmissible concentration in

water for the critical organ as defined by ICRP^>^.
The overall biological toxicity, T is then given by:

isotope 1

in waste

'^i

(MPC ).w 1

(2)

The validity of this method of assessing relative toxi-
city has been critically reviewed by ^,

The conclusions from the present study'* may be
summarised as follows:

(i) the a activity and biological toxicity of the

separated HLW after 99.9% extraction of thorium,
uranium and plutonium are dominated by the same iso-
topes in all cases.

(ii) the differences in actinide HLW toxicities
for the first 500-800 years after reprocessing are

masked by the much greater fission product toxicity,
which is similar for all the fuel cycles considered.

(iii) the results of the toxicity calculations for

the actinide component of the HLW from cycles HTRl,

THTRIO and 20 are presented in figure 4 for both water-
soluble and insoluble chemical forms. The toxicities
of cycle THTRIO, 11, 30 and 31 waste are dominated by
the daughters of ^^^Pa decay for timescales in the

range 10^-10^ years after reprocessing. The correspond-
ing isotopes for cycles THTR20 and 21 are 2'tl,2't3^

times in the range lO^-lO"* years. The dominant iso-

topes for subsequent time periods up to 10^ years are

22^Ra, formed by ^^^Cm and 238pu decay, and the daugh-
ters of 2^^Np decay, for all the fuel cycles considered.



Cross-section data requirements

The major production routes for which reactor
spectrum-averaged cross-sections are required are

shown in figure 5 for the various critical nuclides.
The accuracy requirements for the capture and fission
cross-sections of ^^^1h, 233, 234,235, 235, 238u and
239,240,241py^ which determine the inventories of

237]vip ajj(j 21*1^^ covered by those for reactor
physics calculations and will not be considered
further. A sensitivity study was made to assess the

changes in the critical nuclide inventories for corre-
lated and uncorrelated changes in the remaining key
cross-sections. The results were used to determine
the accuracy requirements for these cross-sections,
the aim being to predict the ^^^Pa, ^^^U, ^^^Np,

^'^^Am and 2^+2 , 244
qjj, inventories to within ±25%. This

target was considered realistic in the light of

errors always present in non-nuclear parameters such

as fuel rating and irradiation history that are also
important in inventory predictions.

The tentative cross-section accuracy require-
ments are listed in table II. Also given are suggested
requirements for various (a,n) reactions on light
elements.

TABLE II: Tentative cross-section accuracy
requirements

(Reactor spectrum-averaged cross-sections)

Reaction Required accuracy

231pa(n,Y) + 15%
2 37Np(n,Y) + 20%

2'+2pu(n,Y) + 10%
2'tlAm(n,Y) + 10%

2'*3Am(n,Y) + 10%
232Th(n,2n) + 20%

233u(n,2n) + 15%
238u(n,2n) + 20%

(a, n) thick target yields)

*

on elemental 0, Be, B, F,> + 20%
Li, Na, Mg, Al, (E = 5-

a
-6 MeV)

*Some of these requirements may be relaxed or even
deleted if fuel impurity levels can be shown to be
low enough to make negligible contribution to the
total (a,n) emission.

Conclusion

A preliminary study has been made of the cross-
section data needs for a radiological assessment of

various thorium-fuelled HTR fuel cycle scenarios. The
important nuclides and their major production routes
have been identified and tentative accuracy require-
ments are suggested for various cross-sections not
covered by the stricter requirements for reactor
physics calculations.
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(a)

Recycle

TABLE I: Listing of fuel cycles considered

Cycle Feed fuel composition Comment

HTRl 10% 2 3 5u_gnj-iched U0„ fuel Reference cycle.
THTRIO 3.5% U02/96.5% ThO„ U bred in CFR Th blanket.
THTRll 4.5% U02/95.5% Th02 U recycled from THTRIO.
THTR20 65% UO„735% Th02 12% 2 3 5u enrichment.
THTR21 53% U02/l% PuO 746% ThO„ U & Pu recycled from THTR 20.

THTR30 5% UO 795% ThO^ 94% 2 3 5u_enrichment.
THTR31 5% U02/95% Th02 U recycled from THTR 30.
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NEUTRON SCATTERING CROSS SECTIONS
from (n,n') and (n,n'Y) fffiTHODS - A COMPARISON

F. D. McDaniels*, G. P. Glasgowt, and M. T. McEllistrem
University of Kentucky, Lexington, Kentucky 40506, USA

Neutron inelastic scattering cross sections can be obtained conveniently from (n,n'Y)

yields provided a good normalization standard is available. Measurements from independent
neutron and y-ray detection experiments are compared to confirm the use of the ^^Fe(n,n'Y)
S^Fe - 846.7-keV production cross section as a normalization standard.

[^^Fe {n,n' Y) ^^Fe compilation; (n,n') and (n,n'Y) results compared for Zr, Mo, and Sm isotopes]

Introduction

Neutron scattering measurements to separate
levels of a target nucleus are made either directly
through detection of scattered neutrons, (n,n')

measurements, or indirectly through detection of
siibsequent Y~3rays, (n,n'Y) detection. In neutron
detection the pulsed - and bunched - beam tech-
niques provide level separations^, and in y-ray
detection similar methods reduce backgrounds.^ For
experiments in which the scattering cross sections
Ojj, are a principal concern, and for nuclei with
large level separations, neutron detection is the
method of choice because of two key advantages:

1) observed scattering yields directly reflect CTj^i

for individual levels, and 2) many scattering cross
sections are known with enough accuracy, ^ ± 2%,

to serve as convenient normalization standards.
These include neutron total cross sections meas-
ured with white source techniques at electron
linear accelerators-^ and with monoergic beam tech-
niques at electrostatic accelerators.'^

But current neutron detection methods also have
severe problems and disadvantages. Most serious is

that the resolving power R = E/Ae ~ 100 always , . and
usually R ^ 70. It is rare, therefore, to see a

neutron detection experiment in which a^i are re-

ported for more than a few levels, except for a few

cases near closed shells, like the Zr isotopes.^
The (n,n'Y) methods have the major advantage of
greatly expanding the number of levels separately
studied, even in the Zr isotopes;^ but most impor-
tantly they extend the range of nuclei which can be
studied, since in practice one usually has R > 1000.

The resolving power advantage also improves detec-
tion sensitivity by a factor of 3 to 4, in compar-
ison to neutron detection.

The 0j^i from y-ray detection have been received
with less confidence than those from neutron detec-
tion, because of key disadvantages of the Y~^3Y
method: 1) the need for accurate decay scheme and
branching ratio knowledge which enables the conver-
sion from Y~i'ay production cross sections iOy) to

Qji' , through corrections for Y~^ay cascades, and
2) the lack of a convenient, high accuracy (n,n'Y)
standard for normalization. We will attempt to

address the latter problem to some extent, and
compare some a^'s measured both with neutron and
Y-ray detection.

Normali zation

The straightforward way of normalizing Y~ray
yields to CTy-values involves measuring the neutron
flux incident on a scattering sample using cali-
brated neutron detectors, and the Y~i^ay detection
efficiency as a fxinction of Y~i^ay energy using
standard sources. Most experiments, in order to

have good sensitivity to weak transitions, use sub-
stantial scattering samples located close to the

neutron source -typically the source-to-sample dis-

tance d ~ (3-4) Jl, where £ represents the maximum
linear dimension of the sample. Since the anisot-
ropy of neutron source reactions is energy depend-

ent, determining the flux incident on all parts of
the scattering sample over a large range of incident
neutron energies is reasonably difficult. The Y-^ray

yields obtained from a scattering sample in an ex-

periment must subsequently be corrected for geometry
and other effects associated with sample-size.^'^

A secondary normalization method is that of
normalizing detected y-ray yields to those for an

(n,n'Y) reaction of known ay. This is convenient
if a good standard Oy is available, and in addition
appropriate choices of sample-sizes can lead to

approximate cancellation of corrections for sample-

size. The correction uncertainties are thus re-

duced, at the expense of introducing the uncertainty

in the "known" Oy.
The yields of the 846.7-keV 2i'^

->- 0+ transition

of the ^^Fe (n,n'Y) ^^Fe reaction have been measured
perhaps more often than those for transitions in

most other nuclei combined; it is a strongly ex-

cited, well separated line, the atomic density is

larger for Fe than for other elements, and ^^Fe is

91.7% abundant. Measurements of Oy for this line

exist from numerous experiments spanning at least
25 years, and over the incident neutron energy
range from 1 to 14 MeV. In spite of the many meas-
urements of Oy , early compilations of them were
quite discouraging. Examination of some of these

compilations showed, however, that they included
results measured at different observation angles,

sometimes normalized per atom of Fe and sometimes
per atom of ^^Fe , and for widely differing incident
neutron energy spreads.

Compilation - ^^Fe (n,n'Y) ^^Fe

A special compilation of Oy - values for this

line has been prepared and updated at the University
of Kentucky for several years. The values compiled
are for differential production cross sections at
90° laboratory angle. Many good measurements have
been reported for this or nearby angles, and it is

a convenient angle for use with a well shielded
Ge(Li) detector. All measurements included in the

compilation met the following criteria:

a) All measurements transformed to Y~ray
differential production cross sections

at 90° laboratory angle.

b) The Oy are normalized as isotopic cross

sections, per atom of SSpe.

c) Measurements correspond to an incident

energy spread between 50 and 100 keV
over the incident energy range bett^een

2.0 and 4.0 MeV. Tests made by energy

averaging the high resolution results

of Voss et.al.S showed average values

which were little dependent upon the
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averaging interval Ae for 50 keV ~ AE S 100 keV.

d) All measurements are carefully corrected

for the effects of sample-size, either

through empirical test or calculations.

Even with these restrictions, many measurement sets

are available for inclusion in the compilation.

Some older data sets were omitted when:

1) They deviated systematically two

standard deviations or more above

or below the compilation of included
values , and

2) They were noted in other pi±ilications

as being in substantial disagreement
with other measurements.

The compilation is shown in Fig. 1, which includes

a least-squares-fitted curve to the measurements

over the incident energy interval from 2.0 to 4.0

MeV. The fit is calculated as a sequence of curves,

each fitted to the form: A + BE^ + CE^ , where E^^

is the incident energy and A, B, C are fitting

constants; each curve is least-squares-fitted to

all measurements in a 0.5 MeV interval to determine

the three constants, together with the constraint

that the curves join each other smoothly at the end

points of the fitting intervals. The combined
curve is that shown in Fig. 1.

Comparisons from Neutron and y-ray Detection

During the last 5 or so years we have had occa-

sion to study neutron scattering from many nuclei
using both neutron and y-ray techniques. The latter
technique allows us to separate scattering to levels

not resolvable in neutron detection.^'® In all

cases so far, at least a few well separated levels

have been observed in both types of experiments, so

that comparisons of the two methods are possible.

The neutron and y-ray detection experiments , though
carried out in the same laboratory, were done at

completely different times, and normalized to dif-

ferent cross sections used as standards. The neu-

tron detection experiments were normalized both
to the (n,p) scattering cross section^ and to the

total cross section of C.-^

Zrisotopes

A recent study of 52,942j- presented several

comparisons of pairs of (n,n') cross sections, from

(n,n') and (n,n'y) techniques. In all 18 pairs of

cross sections were examined,^ at incident neutron

energies of 2.75, 3.20 and 3.50 MeV. At each in-

cident energy the results of each technique can be
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Fig. 1. Differential y-ray production cross sections for the 847-keV transition in SSpe. Some
measurements were corrected to 90° from an observation angle of 125° using measured anisotropies

.

All measurements correspond to an incident energy spread between 40 and 90 keV. The rms deviation
of points from the fitted curve is ±4%. More than 80% of them lie within ±5.5% of the fitted curve.
Symbols are identified in Ref. 10.

Above 4.0 MeV the data are too sparse and insuffi-
ciently consistent to encourage a compilation ef-
fort. Values of ay taken from this curve are
assigned an imcertainty of ± 7%, based on uncer-
tainties reported from individual measurements and
the internal consistency of the measurements. About
80% of them lie within 5.5% of the fitted curve.

This curve provides values for use in normalizing
yields in (n,n'y) experiments.

summed, to give an overall comparison which re-

flects normalizations of the two methods. The de-

viations of the (n,n') and (n,n'y) sums are 4%, 2%,

and 5% respectively^, well within the assigned 7%

uncertainty of the Fe compilation above. Compari-

sons of cross section pairs for individual levels

produced average deviations of 10%, 13%, and 13%

respectively. Thus mcertainties for individual

lines - background sxabtractions, statistics, peak
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separations are considerably more important now than
normalization uncertainties. The errors reported^
on individual inelastic scattering cross sections

are ± 10%.

152sn,

A recent study of neutron scattering in the Sm
isotopes presents one comparison^, that for scat-

tering to the 4^"'" state of 1523it,^ where the devia-
tion of the values from the two methods is 5%.

Mo isotopes

Finally a comparison of several cross sections

for the Mo isotopes is presented in Table I below.
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Level
Ej^ Isotope Energy (n,n') (n,n'Y) % Difference

2.50 ^^Mo 1.509 917 830 10

94mo 0.871 641 607 5.5

;^.75 l°°Mo 0.535/9.694 441 438 0.7

3.50 92^0 1.509 577 577 0

2.281 257 220 15.5

2.517/2.525 164 140 5.3

2.849 170 158 7.3

The top part of Table I presents cross sections
and comparisons for scattering to the first excited
2"*' states of three even A Mo isotopes (and includes
the 0"*" state of -''-"-'mo) . The average deviation is

5.5%. The bottom four rows present values for sev-
9 2eral levels of semi-magic Mo, which show an average

deviation of 7%. Individual level deviations in

these Mo comparisons suggest, as in the Zr isotopes,
that errors which may vary from group to group or
peak to peak are now more important than the overall
normalization errors. All of the comparisons cited
above suggest that the method of normalizing (n,n'Y)

yields is effective within the incident energy
range from 2 to 4 MeV, and that (n,n'Y) methods pro-
vide reliable neutron inelastic scattering cross
sections when the level and decay schemes of the

target nucleus are well determined.
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DOUBLE DIFFERENTIAL NEUTRON SCATTERING CROSS SECTIONS FOR Fe, Cu, N± and Pb BETWEEN 8 AND 12 MeV

A. Beyerle, C. Gould, W. Seagondollar and P. Thambidurai
North Carolina State University

Raleigh, NC 27607 USA
and

Triangle Universities Nuclear Laboratory
Duke Station, Durham, NC 27706 USA

S. El-Kadi, G. Glendinning, C.E. Nelson, F.O. Purser and R.L. Walter
Duke University and Triangle Universities Nuclear Laboratory

Duke Station, Durham, NC 27706

Neutron emission spectra have been measured for iron, nickel, copper, and lead at incident
neutron energies from 8-12 MeV. The TUNL tlme-of -flight system has been used to obtain data
at about 5 scattering angles for each incident energy down to an emitted neutron energy of less
than 500 keV. The experimental procedure and progress toward converting the yields to double-
differential cross sections will be reviewed.

(Fe(n,n'), Ni(n,n'), Cu(n,n'), Pb(n,n'), 8-12 MeV, 6, , 40°-lA5O, measure time-of -flight spectra)

Introduction

Measurements of the spectra of neutrons emitted
following neutron bombardment of nuclei are of both
theoretical and experimental interest. Information on
nuclear level densities can be extracted from an
analysis of the spectral shapes. In addition, the

cross sections are of importance in design calculations
for fusion reactor blanket and wall structures. There
have been many measurements of neutron evaporation
spectra at 'vlA-MeV bombarding energy-'- and at energies
below 7.5 MeV^ . There have been relatively few studies
in the 8- to 14-MeV region however.^''* In this energy
range (n,2n) channels are becoming energetically
accessible, and preequilibrium effects may cause the
neutron angular distributions, predominantly isotropic
at lower energies, to become forward peaked. Thus ex-
trapolations of spectral shapes from higher and lower
energy data may not necessarily be reliable. Even at

14 MeV, discrepancies exist between several sets of

measurements .

^

In order to complement theoretical predictions of

neutron emission cross sections, we have recently
undertaken a program of (n,n') measurements on medium
mass to heavy nuclei, with particular emphasis on in-
elastic scattering to the continuum region. Our first
experiments concentrated on neutron emission spectra
measurements for natural iron, nickel, copper and lead
following 7.5-MeV, 10- and 12-MeV neutron bombardment.
Here we report on our data acquisition and analysis
procedures, and review our progress in converting the
data to absolute double differential inelastic
scattering cross sections.

Experimental Procedure

The present TUNL neutron time-of-flight system is
reviewed in a separate contribution to this Conference.^

Source neutrons are produced with the ^H(p,n)^He
or ^H(d,n)^He reactions using a 3.0 cm-long gas cell
pressurized to two atmospheres of tritium or deuterium.
The neutrons from the cell are scattered from cylindri-
cal samples, suspended vertically 7.8 cm beyond the end
of the cell and are detected in either of two massively
shielded liquid scintillators via the time-of-flight
(TOF) method. For the continuum neutron studies de-
scribed here, the proton or deuteron beams from the
TUNL FN Tandem Van de Graaff accelerator were pulsed
and bunched into about 2 ns bursts at a repetition rate
of 1 MHz with typical beam currents on target of 1.5 yA.

The neutron flight paths were 2.76 and 3.73 m respec-
tively for the two detectors, permitting detection of

neutrons below 300 keV in energy without overlap from

previous beam bursts. The neutron detectors were

biassed near the pulse height minimum between the 26-

and 59-keV y rays from our ^'*-'Am source, corresponding

to a threshold neutron energy of 'v^300 keV. The de-

tection efficiency of the scintillators was measured

in separate experiments from threshold to '^'20 MeV

using the 2H(p,n), ^H(d,n), ^H(d,n) reactions and the

absolute cross sections of Liskien and Paulsen^ and

Drosg^

.

The data at 7.5 MeV were taken with the ^H(d,n)

reaction. This corresponds to a deuteron energy which

is below threshold for deuterium gas breakup and there-

fore this neutron source is strictly monoenergetic

apart from ^H breakup in the cell and entrance foil.

At higher energies the D+d gas breakup cross section

relative to the monoenergetic cross section rises more

rapidly than for the ^H(p,n) reaction. As discussed

in Ref . 9, the ^H(p,n) source is a factor of 3 better

in this respect than the ^H(d,n) reaction. Therefore,

the 10- and 12-MeV data were taken with the 2H(p,n)

reaction. Background neutrons from (p,n) reactions in

the cell material and beam stop are also present but,

as in the case of the D+d experiment, can be taken into

account by performing a gas-out measurement. These

background contributions were large for the T+p ex-

periments, even with the use of a ^^Ni beam dump. For

the D+d experiments a tantalum beam dump was used and

the backgrounds were much lower. The entrance foil in

all experiments was of 3.5 -pm molybdenum.

At 7,5 MeV the samples were in the form of small

solid cylinders 3.0 cm high and 2,0 cm in diameter.

At 10 and 12 MeV hollow cylindrical samples were used

of height A. 5 cm, 3,0 cm outside diameter and 1,3 cm

inside diameter.

Neutron angular distributions were typically

measured at five angles from 40° to 145° at each energy

At each angle four TOF spectra were accumulated. These

corresponded to (1) gas in, sample in, (2) gas out,

sample in, (3) gas in, sample out, (4) gas out, sample

out. Here 'gas in' refers to deuterium or tritium gas

in the cell. 'Gas out' refers to the hydrogen isotope

having been removed and replaced by an equal pressure

of helium. This simulates energy loss effects. These

four spectra were normalized to the integrated charged

particle beam on target. Fig. 1 shows TOF spectra for

the scattering of 10-MeV neutrons from iron at 100°.

The neutron elastic scattering peak is visible in about

channel 700 only In spectrum 1. The sample out back-

grounds in spectra 3 and 4 are relatively flat. The

contribution of the (p,n) background in spectrum 2 is
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Fig. 1 Four neutron scattering spectra.

1) Tritium in cell, sample in place

2) Helium in cell, sample in place

3) Tritium in cell, sample removed
A) Helium in cell, sample removed

structured because of resonances in the elastic

scattering cross section of iron. The background
associated with (p,n) reactions in the cell material

is eliminated by forming the difference (l-3)-(2-4).
This is the final TOF spectrum and is shown in Fig. 2.

Most of the structure between channels AOO and 550 is

removed and the final spectrum is relatively smooth.
Scattering of tritium-gas breakup neutrons is still
present in this spectrum and is not removed by sub-
tracting the 'gas out' spectra. The contribution of

these neutrons to the continuum yield is taken into

account later in the analysis.

Experimental Results

The final time of flight spectra are transformed
to energy spectra, folding in the detector efficiency.
Figures 3-5 show energy spectra for iron, nickel,
copper and lead scattering at '^^125° for incident neu-
tron energies of 7.5, 10 and 12 MeV . These spectra
are arbitrarily normalized and are not corrected for
attenuation effects or for multiple scattering. The
spectra for copper are relatively structureless at all
energies. At 7.5 MeV the iron, nickel and lead spectra
show fairly pronounced structure but at 12 MeV all
spectra are fairly smooth. The fluctuations below
'^l MeV for the iron and nickel data at 12 MeV are an
artifact of the data due to a slight energy shift be-
tween the gas-in and gas-out runs. As in Ref. 2,

there is some evidence for collective enhancement in

the region of the 3~ states of the even-even nuclei.

Fig. 6 shows the angular distributions for the
scattering of 10-MeV neutrons from iron. The spectral
shapes are almost identical apart from the effects of
the highly anisotropic elastic scattering peak.

Multiple scattering corrections will be made with
the code EFFIGYC, discussed in a separate contribution
to this conference^^. This code takes as input known
source cross sections, differential cross sections to

'discrete groups', and parameters describing the time-

of-flight system. It then determines through Monte

Carlo simulation the energy distribution of continuum

scattering processes that reproduces the observed TOF

1000
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Q
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Fig. 2 Difference spectrum from Fig, 1 (l-3)-(2-4)
This spectrum is biased by 100 counts.

spectra. In this manner a cross section for scattering
to the continuum is developed. In addition to calcu-
lation of attenuation, multiple scattering, and finite
geometry effects, EFFIGYC removes the effects of source
gas breakups.

Preliminary results indicate that at the lower
energies, the dominant corrections are due to attenua-
tion in the samples. This does not greatly distort
the spectral shapes and the uncorrected energy spectra
can then be used to extract nuclear temperatures.
Assuming the emission spectra have the form
(N(E) " E exp (-E/kT) (see Ref. 11), plotting
In N(E)/E against E yields a straight line whose
slope is -1/kT. Fig. 7 shows such a plot for the iron
scattering data at 10 MeV, The excess yield at 45°

below 3 MeV is due to the scattering of the tritium
gas breakup neutrons. Fitting to the regions between
0.5 and 4.5 MeV at the other angles yields the straight
lines shown. The average temperature found from these
lines is 1.00±0.05 MeV, in agreement with values ob-
tained from lower energy neutron scattering. The ex-

pected variation of the apparent temperature^^ with
scattering angle is negligible. More detailed com-
parisons of spectral shapes with theoretical pre-
dictions will be made once the experimental spectra

have been fully corrected with the code EFFIGYC.

Summary

The TUNL neutron time of flight system is being
used to measure neutron emission spectra for medium
mass to heavy nuclei bombarded by neutrons in the
7.5-14 MeV region. Preliminary results indicate that

emission spectra can be measured down to ^^500 keV
emitted neutron energy with the D+d and T-p source
reactions. Statistical accuracies of --5% are obtained
in the experiment. Overall accuracies of "^10% are
expected for final double differential cross section

data once corrections for multiple scattering and

source gas breakup have been made.
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Elastic scattering cross sections have been measured for 8 to 12 MeV neutrons for ^^Cu, ^^Cu,
^"^Fe and ^^fe using the TUNL time-of-flight facility. The measurements are compared to earlier
data and to optical model calculations.

£63, 65^^ ^j^jj ^''^^FeCn.n) , differential cross section, 8-12 MeV, optical model comparison.]

Introduction

During the past few years, the neutron time-of-
flight group at Triangle Universities Nuclear Labora-
tory (TUNL) has concentrated on differential cross-
section measurements for elastic and discrete inelastic
scattering for targets A ^16. The energy range typi-
cally was 8 to 15 MeV, a region important in the de-
velopment of fusion-energy sources. Recently, we ex-
tended these measurements to the medium weight isotopes
5it,56pg

gj^jj 63 ,65Qy^ elements which also will enter in-
to the design of such devices.

In this paper we report on the progress made in de-
termining the elastic scattering cross sections for
these isotopes. The final uncertainties to be assigned
to the data and all the normalization errors have not
been fully assessed yet, and therefore the data are
still subject to small adjustments.

Experimental Procedure and Data Processing

At TUNL, a direct extraction negative ion source
produces a beam of negative deuterium ions which is

chopped and bunched by a standard High Voltage Engi-
neering Corporation pulsing and bunching system prior
to injection into the FN tandem Van de Graaff accel-
erator. The accelerated deuteron beam is transported
to a deuterium gas cell via an all metal and ceramic
beam line which is maintained at a vacuum of approxi-
mately 10~^ Torr by a combination of diffusion pumps,
a titanium sublimation pump, and liquid nitrogen traps.
The deuteron beam bursts at the target are about 1.5 ns
wide and the average current is about 2 yA.

Source neutrons were obtained from the 2H(d,n)2He
reaction using 3 bar of high purity deuterium gas in

a 3.2 cm long tantalum lined cylindrical cell isolated
from the vacuum system by a 5.8 mg/cm^ Havar Foil. An
overview of the system is given in the paper of

Table I. Scattering sample properties.

Sample Radius
(cm)

Height
(cm)

Mass
(gm)

Purity

(%)

0.95 2.40 50.9 97.6

0.95 2.91 63.4 99.9

"Cu 1.00 2.97 82.1 99.9

6 5cu 1.00 2.94 84.6 99.7

Seagondollar et al.^^ contained in these proceedings.

The flight paths of the two detectors were set at
the maximum permissible amount approximately 4 m and
6 m. The detectors are made from NE218, and a bias of
about 1.9 MeV neutron energy was used throughout. The
efficiency function was determined by using known
^H(p,n) and ^H(d,n) reaction cross sections.

The physical data of the cylindrical scattering
samples are given in table I. These samples were
supported with thin stainless steel wire.

Representative 10 MeV time-of-flight spectra for

^'*Fe at 40° and 100° are shown in fig. 1. The promi-
nent peak is due to elastic scattering and the neigh-
boring peak is due to the first excited state at

1.41 MeV. The spectra have been offset by 100 counts
per channel to facilitate the data analysis. To

measure the neutron background, a sample-out count

was taken with a bare wire in place of the sample.

To minimize accelerator time, no background measure-
ments were taken with the deuterium gas removed from
the cell.

400 450 500 550 COO 650

CHANNEL NUMBER

Fig. 1. Time-of-flight spectra for ^'*Fe. Time resolu-

tion is approximately 3 ns (FWHM) , Both spectra are
offset by 100 counts /channel.
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The differential elastic scattering cross-section
measurements were performed at the three energies 8.0,

10.0 and 12.0 MeV, and at angles from 30° to 155° in

5° increments. At 8.0 MeV the cross-section measure-
ments for the odd angles were performed with the 4 m
detector and the even angles were performed with the

6 m detector. At 10.0 MeV and 12.0 MeV we used the

longer flight path detector to measure the cross
sections at forward angles. The differential cross
sections were normalized to the accurately known n-p
scattering cross-sections. This was accomplished by
measuring the number of neutrons scattered by a poly-
ethylene sample.

proceedings. This program takes into account the
anistropy of the incident flux from the ^H(d,n)^He
source reaction, the attenuation of this flux in the
sample, the effects of multiple scattering in the
sample, and the angular resolution of each detector.
With the samples sizes mentioned above and with a gas
target to scatterer distance of about 8 cm, multiple
scattering and finite size effects are substantial.
Figure 2 shows a calculation of the ratio of multiple
scattered neutrons detected to singly scattered neu-
trons for ^^Cu at 8.0 MeV. As can be seen, at the
scattering minimum around 55°, approximately 45% of the
neutrons detected are multiple scattered.

The normalized cross sections were corrected for

the effects of finite neutron source, sample size, and
multiple scattering. These corrections were performed
by a Monte Carlo calculation using the program EFFIGY
described in the paper by Hogue and Beyerle^) in these

Figure 3 shows our corrected 8.0 MeV data for
^^Cu and ^^Fe compared to an earlier measurement of
natural copper and natural iron by Holmquist and
Weilding^^ The agreement with their data is quite
good except in the forward scattering peak where our
results are somewhat higher

.
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Comparison of present results to previous

Optical Model Comparison

Due to time limitations, a comprehensive optical
model analysis has not been completed. Our ^^Cu and
^^Fe data are shown in fig. 4 and 5 along with an
optical model prediction obtained using the parameter
set reported by Wilmore and Hodgson'*). A standard

30 60 9O120e03O6O90 12Ot90 3O 60 90 120 1SO

Fig. 4. Present results compared to optical model pre-

dictions based on Wilmore and Hodgson parameters.'*)

Fig. 5. Same as fig. 4.
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Fig. 6. Present results compared to optical model
search on V„ and W„

.

o o

Fig. 7. Same as fig. 6.

spin-orbit term of Vg=6.2 MeV, rg=l.l fm, and ag=0.75fm
has been added. This term was not included in the work
of ref. 4. The agreement is already quite good even
without varying any of the parameters. We took the
straightforward step of allowing the real well depth
and imaginary well depth to vary. The search results
indicated some improvement in the fits with very small
changes in Vq and moderate changes in Wj. These calcu-
are shown in fig. 6 and 7 respectively. As can be seen
for this modest search, the data are reasonably well
fit; however, the calculations do fall below the data
in the region of the first minimum in the case of the
5^Fe at 8 and 10 MeV.

were performed using the computer code GENOA obtained
from Perey^) . We intend to use the global feature of

this code to search simultaneously three such sets of
data for all four isotopes to obtain the best overall
description for neutron scattering in the region 8 to

12 MeV. However, before we Initiate these searches,

all the cross-section values will be checked and

proper uncertainties will be assigned to the data.

Conclusion

We have obtained the differential cross sections
for elastic scattering for two isotopes each of Cu and

Fe from 8 to 12 MeV. However, our optical model
fitting of these data sets has not been completed, and
we are not yet able to specify the details of the

systematics of the optical model parameters. On the

other hand, it does appear that most of the data for

all four isotopes can be described reasonably well
with only slight changes from the global parameters
of Wilmore and Hodgson.

We have not completed our analysis of the inelas-
tic data for the first excited states for these iso-

topes. These data are being analyzed using a peak
fitting routine, but it has been difficult so far to

assess the background uncertainties. In general, the

preliminary results show that the cross sections range
from a few mb/sr around 90° to perhaps 10 mb/sr at
forward angles.
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The agreement of the Wilmore and Hodgson predictions
for ^^Cu were similar to that for ^^Cu, and for ^'^Fe

were similar to that for ^^Fe. In addition, the op-
tical model searches for ^^Cu and ^'*Fe followed closely
the features of the searches for the ^^Cu and ^^Fe,
respectively.

Compound elastic scattering calculations have not
been conducted by us for these isotopes. Holmquist^)
tabulated the results of calculations for many elements
and reported the energy dependence of the total com-
pound elastic cross section for copper and iron between
1.5 and 8 MeV. Based on these values, the compound
elastic scattering contribution will be too low to

affect the present optical model search conclusions.

All the optical model calculations mentioned above
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Differential cross sections for the scattering of 24 MeV neutrons from ^®'^°Ni were
measured as part of a continuing study of nucleon scattering from single-closed-shell
nuclei. Measurements were taken every 5° from 15° to 150° using the Ohio University
time-of-flight spectrometer. Inelastic excitation of the first 2"^ and 3" states was
measured simultaneously with the elastic scattering in each case. Results are analyzed
in terms of a global nucleon-nucleus optical model potential, DWBA and coupled-channel
calculations using collective model.

[Global optical potential, elastic scattering, inelastic scattering, neutron, 24 MeV, ^^'^°Ni, DWBA,
coupled-channel, deformation parameter, differential cross sections]

Introduction

Neutron scattering experiments in the energy
range from 11 to 26 MeV have been carried out to

investigate the energy and isospin dependence of the
nuclear optical-model potential ' . These experi-
ments are indispensable to get deeper understanding
of the systematics for the nucleon-nuclear optical
potential. This work is one of several in a series
of neutron scattering studies in the mass region
where neutron scattering data are not available.

The reaction mechanism of nucleon scattering in
this energy range is generally described by the
DWBA^^ and/or the coupled-channel formalism^'

.

In this paper the measured differential cross
sections have been analyzed in terms of a global
nucleon nucleus optical model potential, the DWBA
and the coupled-channel formalism. The deformation
parameters obtained in the (n,n') reaction are
compared with those obtained in the (p,p') reaction.

Experiment

The 24 MeV pulsed neutron beam was obtained
from the Ohio University 11 MeV Tandem Van de
Graaff Accelerator. Monoenergetic neutrons were
generated by the ^H(d,n)'*He reaction.

Experimental Result s

Experimental yields were calculated by fitting
the peaks of interest with line shapes of an

Hermite polynomial expansion superimposed on a

residual linear background. The analysis of the

time-of-flight spectra was done using the least-
square curve-fitting program PEAKFIT^^ . The relative
efficiencies for the neutron detector were calculated
with the code DETEFF''-^^ . The resulting differ-
ential cross sections were corrected for finite
angular geometry, multiple scattering and neutron
flux attenuation in the sample using the Monte
Carlo code MULTISCAT^^^

In this experiment measurements were made for

the elastic scattering and the inelastic scattering
leading to the excited states at 1.454 MeV (2"^]

and 4.472 MeV (,3-) in ^^Ni, and 1.332 MeV (2'*")

and 4.045 MeV (3-J in ^°Ni, respectively. The
cross sections for the 3" for ^^Ni and ^^Ni may
include the contribution from adjacent states
around the 3 states because of the insufficient
energy resolution of the time-of-flight method.

In this paper the "3 " cross sections were assumed
to have the contribution from only the 3 state.
The measured cross sections obtained in this
experiment are shown in figures 1-4 together with
theoretical cross sections.

Scattered neutrons were observed by a very large
NE224 liquid scintillator detector^' 28.6 cm thick
by 18.2 cm in diameter which was viewed by two
RCA 4522 photomultipliers from the front and rear
faces. Protons generated at the point of inter-
action travel to the rear and front faces of the
scintillator where they generated time signals t^

and t2, respectively. The total flight time is

related to and t2 in a term proportional to

(t| - a t2). Time-of-flight spectra by the very
large detector were observed with a = 0.4. A small
5.1 cm thick by 5.1 cm in diameter NE102 scintil-
lation detector was used as a neutron flux monitor.
Pulse shape discrimination was employed to eliminate
gamma-ray events from the time-of-flight spectra for
these neutron detectors.

58 60
The enriched ' Ni samples were all right

cylinders. Dimension, mass and isotopic abundance
of the scattering samples are listed in table 1.

Permanent address: JAERI, Japan
Permanent address: Lawrence Livermore
Laboratory, Livermore, California

Permanent address: Emporia State University,
Emporia, Kansas

Analysis

Optical Model Potentials

A local optical model potential was used in

the analysis of the neutron scattering data. The
form of the potential used in this evaluation is

similar to the global optical potential parameter
set A in ref . ' , and these optical potential
parameters were used as initial set of the para-
meter searches. The data were fitted with the

optical potential search code GENOA . In the

first step the optical potential parameters were

searched to get the individual best fit on each
of ^^Ni and ^'-'nI. The best fit optical potential
parameters obtained in the searches are given as

set A in table 2. In the second step, searches
for all the potential parameters except spin orbit

part were performed by fitting the two sets of
elastic scattering simultaneously to see the

isospin dependence of the optical potentials.
The geometrical parameters obtained from the

individual best fit searches for ^^Ni and

were averaged for the starting parameters of the

second step.
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14)
In the Lane model the neutron optical

potential has isoscalar and isovector parts in the
form U = Uq - U^e, where U = V + iW and e = (N-Z)/A.

The starting values for the isoscalar and isovector
strengths were taken as those of the global
optical potential parameter set A-*-^^.

The results of these searches are given as

set B in table 2. The best fit isovector strengths
for the real and imaginary potentials were V = 21.67

MeV and 10.01 MeV, respectively.

DWBA Calculations

Collective-model calculations were made for

the experimental cross sections by using the DWBA

code DWUCK 4^^'. The individual best fit optical
potential parameter set A in table 2 was used in

the DWBA calculations. The deformation parameters
obtained in the calculations are listed in table 3.

The results obtained by the DWBA calculations are
shown in figures 1-4. The experimental cross

sections were well reproduced by the DWBA calcula-
tions .

Coupled-Channel Calculations

The experimental cross sections were analyzed
by the coup led- channel formalism by using the code

CHUCK 31^). In the coupled-channel calculations,
the individual best fit optical potential parameter
sets were adjusted to preserve the fit to the
elastic scattering cross sections. It was suffi-

cient to reduce only the imaginary potential depths

Wy and W]-) by 10%. The coup led- channel calculations
based^on the vibrational model were carried out with

the 0-2 -^3 coupling scheme. The coupling
between the 2 and 3 states was taken into account

in addition to the couplings to the ground state.

The deformation parameters 62 and 63 were chosen to

get best fit to the experimental cross sections for

the 2"^ and 3" states, respectively. The results
obtained in the coupled channel calculations are
shown in figures 1-4 together with the experimental
cross sections and the DWBA predictions. The
results are in good agreement with the experimental
cross sections. The deformation parameters obtained
in the coup led- channel calculations are listed in

table 3 together with the deformation parameters
obtained in the (p,p') reaction^^'^D for comparison.

Discussion

In table 3 it is noticed that the present 32
parameter obtained in the [n,n') reaction is system-
atically smaller than those obtained in the (p,p')
reaction. Madsen, Brown and Anderson presented
numerical relationships between the deformation
parameters fcij^^i and Bppi from the microscopic
effective-charge theory^^^. The model ratios

B ,/B , are given to be 1.21 and 1.19 for ^^Ni

and ^'^Ni, respectively by using the eqs. (13) and

(14J in ref. 22. While the experimental ratios

^p'^^nij'
obtained by the DWBA were 1.21 and 1.32

for ^^Ni and ^'^Ni, respectively. These experimental
results satisfy the inequality relationship

&nn' ^pd'' ^'^i^h is expected for the single-
closed-snell nuclei (neutron vibrational nuclei)

.

work no neutron scattering data at this energy and
range of nuclei were available. Isospin dependent
optical model potential parameters are presented as

well as the individual best fit optical potential
parameters

.

The DWBA and coupled-channel calculations
resulted in a good agreement to the experimental
cross sections for ^°Ni and ^"^Ni at 24 MeV.

I'he comparison between fn.n'l and (p,p') data
shows that B , is systematically larger than 6 ,

?P
JO

jjj^
I

ely 20% or more. This difference
between Bjm' and 3ppi is explained by the predic-
tions based on the microscopic effective-charge
theory.

The authors wish to thank Dr. R.D.

for the helpful discussions.
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DWBA and coupled-channel fits to the^inelastic
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TABLE 1

60,
Ni

60
Ni

Dimension, Mass and Enrichment
of Scattering Samples*

Deformation parameters of Ni from (n.n') and (p.p') experiments

Sample Diameter
(cm)

Height Mass
(cm) (g)

CO
Ni 1.541

1.546

2.00

2.41 34.493

2.41 38.678

2.08 57.434

Enrichment

99.935

99.79

99.62

*The samples were obtained on loan from the Isotope
Division, Oak Ridge National Laboratory.

(n,n')

(p.p")

(p.p')

(P.P')

(p.p')

(P.P')

Incident
Energy Analysis
(MeV)

15

18.6

18.6

20.4

24.6

30.3

40

"1

DWBA

DWBA

cc

DIVBA

DWBA

DWBA

cc

0.175 0.16 0.185 0.16

0.190 0.164 0.202 0.163

0.234 0.141 0.247 0.186

0.21

0.24

0.24

0.22

0. 18

0. 19

0. 19

0. 19

0. 155

0.30

0.30

0.27

0.25

0.22

0.22

0.183 0.173 0.203 0.174

present
work

TABLE 2

Best Fit Optical Potential Parameter'^

58
Ni

set A set B

60
Ni

set A set B

44.80

1.194

0.615

45.36

1. 190

0.625

44.75

1. 191

0.646

44.81

1.190

0.625

2.181

5.301

1.219

0.707

2,096

5.184

1.233

0.737

2.315

4.661

1.232

0.762

2.096

4.860

1.233

0.737

'SO

SO

^SO

6,2

1.01

0.75

6.2

1.01

0.75

6.2

1.01

0.75

6.2

1.01

0.75

2.36 2.42 2.49 2.44

set A: individual best fits

set B: best fits obtained with the average geometry
and simultaneous fitting to two sets of
elastic scattering

t Potential depths in MeV, geometrical parameters
in fm, total cross sections in barn
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MEASUREMENT OF DIFFERENTIAL ELASTIC AND INELASTIC SCATTERING CROSS SECTIONS

WITH 14 MeV NEUTRONS ON BARIUM AND CHROMIUM *

G. Winkler, K. Hansjakob and 6. Staffel

Institut fuer Radiumforschung und Kernphysik
A-1090 Vienna, Austria

The elastic scattering of 14 MeV neutrons has been measured at angles from 20° to 130° with an

accuracy of about 10%, the high energy part of the inelastic neutron spectrum has been measured as

a function of e and Ep- in the region of 6 = 20° - 130° and Ep' =4-12 MeV with an energy reso-

lution <_0.5 MeV, on elemental Barium and Chromium, using time-of-flight techniques. The cross

sections for forming the first 2+ level of ^^%a and ^^Cr and the 3" level of 52cr(4.56 MeV) have

been measured. The results are compared with optical and statistical model calculations. The know-

ledge of the neutron interaction with Barium is important due to its use in reactor shielding.

Chromium is expected to be an important structural material in fusion reactors.

(Nuclear reactions, 14 MeV Ba(n,n), Cr(n,n), a(e) Ba(n,n'), Cr(n,n'), a(En',e), Epi = 4 to 12 MeV,

138Ba(n,n'), 52cr(n,n'), discrete levels, eiab = 20° to 130°, optical and statistical model)

Introduction

The measurements reported in the present work were
undertaken as the first part of a program to determine
energy and angular differential cross sections for ela-

stic and inelastic scattering of 14 MeV neutrons on

elements of practical importance in shielding and
structural materials. The measurements were carried
out with the fast neutron generator of Cockcroft-Wal

-

ton-type at the IRK, Vienna, using the pulsed-beam
time-of-flight (TOF)technique. In the case of Barium,
which occurs in the form oi^ barite as a constituent of
heavy concrete, no differential scattering cross sec-
tions in the energy region considered have been previ-
ously reported. The results are compared with calcula-
tions based on the optical and statistical model of
nuclear reactions.

Experimental Apparatus

The scattering geometry is shown schematically in

Figure 1. The accelerator room is about 6.5 m x 6.8 m
wide and 5.2 m high. Source neutrons in the 14 MeV re-

gion were produced via the 3T(d,n)^He reaction by a

pulsed deuteron beam (FWHM of the deuteron pulse

0.8 - 1.0 ns)"! with an energy of about 220 KeV at a re-

petition rate of 2.5 and 5.0 MHz. The average beam cur-
rent at the target was about 4-7 yA. Solid state
Tritium-Titanium-Copper targets were used in a low

mass aluminum target assembly.
The position of the target and of the neutron de-

tector was fixed. The axis of the access channel for
the detection of scattered neutrons was defined by the

axis of a cylindrical collimator consisting of three
parts which had been carefully aligned: the section
with the detector shielding, the section through the
shielding wall (doped with boric acid), and an addi-
tional paraffin collimator to reduce the acceptance
angle and thereby reducing the influence of scattering
by air molecules. A hole had been broken through the
opposite wall of the accelerator room to keep wall
backscattering as low as possible. The angle between
the deuteron beam axis and the collimator axis was 167°.

The scattering angle was defined by the position of
the scattering sample along the access channel axis.
The normal distance from the beam spot on the tritium
target to the access channel axis (position of the
sample center for 90° scattering angle) was 34.7 +

0.2 cm. The variation of the scattering angle in the
course of the measurements was achieved by moving the
sample along the access channel axis by means of a

precision positioning system consisting of an optical
bench 2 meters long, a carrier combined with a trans-

verse, a vertical motion unit and an inclining and ro

tating table. In this way the different degrees of
freedom of the sample could be adjusted independently
and the symmetry axis of the sample set perpendicular
to the scattering plane defined by the neutron source
and the access channel axis. This simplified the geo-
metrical conditions and made analytically calculated
corrections for finite dimensions, absorption, and

multiple scattering of the sample, possible. The di-

rection of the optical bench, the position of the

sample center and the stability of the collimator was

determined by a laser beam aligned with the access
channel axis, which could be split into a second pa-

rallel beam along the optical bench.

The neutron detector consisted of a NE 213 cylin-
drical liquid scintillator cell (12.7 cm diameter,
5.1 cm thick) mounted on a Phillips XP2041 fast photo

multiplier. In addition, it was shielded by a 5 cm

thick and 60 cm long quadrangular lead cage (with the

scintillator cell in the center) to reduce the uncor-
related gamma-background. The flight path from the

90°-position to the center of the detector scintilla-

tor was 734 + 1.5 cm. This enabled an energy resolu-

t\ \ M concrete

T-Targef \

\
\

0 100 TOO on

V

Fig. 1. Schematic view of scattering geometry
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tion of about 450 KeV for 14 MeV neutrons, taking into

account an overall time resolution of about 1.6 ns of
the detector electronics and a flight path uncertainty
of about 5 cm due to the scintillator thickness. The
energy spread for the incident neutrons due to the

neutron source was about 120 KeV, FWHM. The entrance
aperture of the collimator and the air volume close to

the collimator entrance was shielded against direct
source neutrons by a conic shadow bar of 31 cm tung-
sten combined with 25 cm copper.

A second neutron detector consisting of a small

plastic scintillator (2.0 cm diameter, 0.2 cm thick)
coupled to a Phillips 56 AVP photomultipl ier, which
was positioned at backward angles relative to the
deuteron beam at'a distance of 1.0 m from the Tritium-
Target, viewed the primary neutron source directly and
served as a monitor for normalizing the incident neu-
tron fluence.

Experimental Procedures

Samples

.

The experiments were very low in inten-
sity due to the geometrical conditions. Therefore a

good compromise had to be worked out between a toler-
able net count rate and several effects that reduce
the quality of the experiment and increase with the
size of the sample. Detailed investigations were
carried out to determine which sample shape would be

best for the given scattering geometry. The following
facts limiting the lateral dimensions of the sample
were considered:

(1) The angular resolution, which must not exceed a

few degrees to resolve the structure in da/dr2(e),

(2) The spread of the path lengths due to scattering
events at different points of the sample, which
should not exceed the detector thickness appre-
ciably,

(3) The spread in energy due to the source characteris-
tics ,

(4) The absorption and multiple scattering events in

the sample, which decrease and/or increase the
number of scattering events in the measured TOF-
spectrum.

The dimensions of the sample perpendicular to the
scattering plane have less influence on the angular
resolution, path jitter and multiple processes than
the lateral dimensions. It turned out that a plane
rectangular slab with an approximate length of 12 cm
and lateral dimension of 4 cm would be a good choice.
The effects (1) to (4) depend on the orientation of
the sample and also change with the scattering angle
(here the position of the sample). The two favored
positions of a rectangular sample relative to the

incident neutron beam, (called tangential (t) and
normal (n)) are shown in Figure 2. Obviously the

spread in path length becomes a minimum in the tan-
gential position. In that position the sample can be

neutron source

normol position

o(= 90" 8/2

tangential poiition

o<= e/2

Fig. 2. The two favored orientations
of the slab sample

considered as a part of the tangent plane of an

ellipsoid with its foci at the neutron source and the
neutron detector, respectively. As a compromise bet-
ween all the effects (1) to (4) the sample was used
for scattering angles up to 75° in the normal position,
for larger scattering angles in the tangential po-
sition. The thickness of the polyethylene covered

Barium samples was 1.67 cm for measuring the elastic^
scattering and the inelastic scattering to the 2+

level of 138Ba, 4.0 cm for measuring the neutron
spectra between 4 and 12 MeV. The thickness of the
Chromium samples was 0.4 and 0.8 cm.

Detector calibration. The efficiency of the main
neutron detector was calibrated by measuring the
scattering of neutrons from hydrogen in polyethylene
samples with the same dimensions as used for the Ba-
and Cr-samples, but thicknesses of 0.1, 0.2, 0.4 and
0.6 cm. 5 Separate runs with a graphite scatterer were
necessary to correct for the background stemming from
the carbon in polyethylene. Efficiency points at 13 -

14 MeV neutron energy were based on carbon scattering
only. Thus all cross sections were determined relative
to the well known H(n,n) and C(n,n) cross sections. 2, 3,

4

The neutron fluence monitor detector was cali-
brated to absolute yields by irradiating small pure
aluminum foils at definite distances from the target
and measuring the 24Ma-acti vity induced by the
27a1 (n ,a)24Na reaction, the cross section of which is

well known in the 14 MeV region. 6 The relative de-
pendence of the neutron fluences on the different
sample positions (averaged over the sample surface),
were measured by activating pure Aluminum sheets of
the same size and in the same position as the
scattering samples.

Electronics and data aquisition. A simplified
block diagram of the electronics for the main neutron
detector and the neutron flux monitor is shown in

Fig. 3. A fast negative stop pulse for all TOF-timing
was derived from the capacitive beam pick-off signal
by a zero-crossing discriminator. Also, streched
signals were available from a trigger (T) to auto-
matically correct for a stop-efficiency less than 100%,
by running the timing signals from the main detector
as well as those from the monitor over a coincidence
(K) with these streched pick-off signals prior to

further processing. The electronics used with the main
neutron detector involved three circuits, each of
which fed an ADC:

(1) The pulse shape discrimination circuit,' which pro-

vided a separation of gamma and neutron pulses
due to the different decay times of the light-out-

put in the scintillator,

(2) The slow analog circuit which processed the re-

coil-energy information and

(3) The TOF-circuit, using a constant-fraction trigger.
If all conditions applied to the signals were met, a

tripple coincidence provided a common gate signal for

the three ADC's. A common ADC-busy signal prevented
the acceptance of pulses from the detector via the

above mentioned veto-coincidence during the ADC-busy
time. The total dead-time was counted by overlapping

it with pulses from a 1 MHz oscillator. The same dead-

time was also applied to the monitor circuit by means
of coincidence, thus securing an automatic dead-time
compensation. The three ADC's providing the PSD-cross-
over time spectra, the energy-loss, and time-of-fl ight
information of each event, were interfaced to an on-
line PDP 11/10 computer for data storage, on-line dis-
play and analysis. 8

Data for the elastic scattering and the inelastic
scattering to discrete levels were taken in steps of
5° for scattering angles from 20° to 130°, employing
a beam-pulse separation of 200 ns. To measure the in-
elastic cross sections d2a(n,n' )/dEn'dn for the high
energy part of the inelastic neutron spectra (i.e.
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Fig. 3. Block diagram of the electronics (A... path of

neg. fast anode signal, B...path of pos. linear signal

from the 13th dynode, PO. . .beam-pick-off , V. . .ampl ifier,

K. . .Coincidence, ED... pulse height selector, T.. trigger,

CFT. . .constant fraction trigger, LG... linear gate,

SC. . .scaler, TAC. . .time-amplitude-converter)

for 4 ^ En' i 12 MeV) data were taken from 20° to 130°

in steps of 15° with a beam-pulse separation of 400 ns.

To obtain an accuracy of about 10% for the differenti-
al elastic cross-section, it was necessary to get a

statistical uncertainty of about 5 - 1%. This required
an effective beamtime of about 300 hours for the Ba,

Cr and calibration runs, each. Twelve scalers con-
trolled by the on-line computer were included at cri-
tical points of the electronics set-up to signal elec-
tronic instabilities.

Data reduction

Multiparameter analysis was done off-line using
the program MPASW.^ The first step in data reduction
was generating TOF-spectra including all events pro-
duced by neutrons with a pulse-height above 1.5*Cs
(compton edge which resulted from 137cs gamma rays

interacting in the scintillator). The separation bet-
ween gamma- and neutron pulses was performed by a two
dimensional sorting pulse-height versus pulse shape
information(Fig. 4). The background was substracted

ABSORPTION

-1 1
1 I r-

Cr elastic 0.8 cm Cr inelostic 0 8 cm

s

1
E—
S
s

i|
It
1 Si.

E

PULSE SHAPE

Fig. 4. Two dimensional spectrum: pulse height versus

pulse shape cross-over. (The thickness of the point is

proportional to the number of counts).

• • T • • <

Fig. 5. Background subtracted neutron TOF-spectra

(bias 1.5*Cs) for Chromium, eiab = 70°

from these TOF-spectra after normalization (Fig. 5)
The elastic cross sections were determined by direct
integration over the elastic peaks in the TOF-spectra.
For the determination of the inelastic scattering cross
sections d2a/dEn'dn (4 <_ Ep' i 12 MeV) the spectra were
transformed to energy spectra in the CM. -system, di-
vided by the efficiency and corrected for absorption
in the sample. As the incident neutron energy varied
between 13.6 und 14.6 MeV, depending on the sample po-
sition, the energy spectra were transformed to an in-
cident neutron energy Ep = 14.1 MeV, and were integra-
ted over 0.5 MeV energy bins. An analytical approach
was used for the estimation of absorption and multi-
ple scattering effects. ^0 In estimating double scatter-
ing for the inelastic case, for every energy bin E^

the probability was computed for events being scattered
first to an energy bin El, and then being scattered to
the energy bin Ex with EpEx. When comparing the proba-
bilities W(En->Ex) and W(En->Ei, E]->Ex) double scat-
tering effects were found to be less than 1%. Nonelas-
tic cross sections were computed by the code STAPRE.H
Fig. 6 shows an example of the estimated correction

DOUBLE SCATTERING

e laegl

30 eo 90 120 ISO 30 60 90 120 150

Fig. 6. Absorption correction factors for elastic and

inelastic scattering, and double scattering correction
factors for elastic scattering in the case of the Cr-

sample used. Note the difference between the tangen-

tial and normal orientation of the sample.
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Fig. 7. The results for the elastic scattering cross section of natural Barium and Chromium compared with

optical model calculations using different model parameter sets (full, dashed and dotted lines). The re- .

suits measured in the present work are also compared with previously reported measurements by Stelson et al

.

factors for absorption, and the correction for double
scattering as applied to the case of the elastic
scattering. In a few instances the corrections for ab-
sorption and multiple scattering were compared with
results from a Monte Carlo calculation done at the
PTB Braunschweig, 12 which simulated the experiment.
The agreement was better than 25% for corrections up to
30%. Corrections for air-absorption were done, when
necessary, to account for large differences in the
flight-path between the calibration runs and the sam-
ple runs using data from Refs. 13 and 14.

Results

The experimental results obtained for the elastic
scattering cross section of natural Barium and Chro-
mium are shown in Figure 7, indicating uncertainties
and the angular resolution. The overall accuracy ob-
tained was about 10%. The results are compared with a

calculation based on the optical model of nuclear re-
actions using the computer code ABACUS II.l^ The re-
sults of the calculation are illustrated for the com-
monly used optical potentials of Becchetti and Green-
less, 1° Engelbrecht and Fiedeldey,17 and Bjorklund
and Fernbach,l° assuming an incident neutron energy of
14.1 MeV. Calculations using the actual angle depen-
dent incident neutron energies do not show deviations
of more then 5% from these results. The best agreement
between experimental and calculated results is achie-
ved using the optical model parameters of Bjorklund
and Fernbach in the angular range 25° to 130°.

The results for the inelastic scattering cross sec-
tion to the first 2+ level of 138Ba(1.44 MeV) are shown
in Fig. 8. The experimental accuracy was between 10 and
20%. The calculations were done using the coupled-channel
optical model code JUPITOR I^^ which used the po-
tential of Bjorklund and Fernbach that best reproduces
the elastic scattering results. Good agreement between
calculation and experiment is achieved assuming the
deformation parameter to be 6 = 0.13 + 0.02.

Inelastic scattering cross sections for the first
2+ level in 52cr(1.43 MeV) and for the 3- level

-s—n r-

Ba (n.n-)

1.44 MeV STATE

\ \

* ^-^ I T

> \ V

30 60 flO 120 150

Fig. 8. The cross section for inelastic scattering to
the first 2+ level of '^^%a. The dashed lines repre-
sent results from a coupled-channel optical model cal-
culation.

(4.56 MeV) are shown in Figure 9. The calculated valu-
es are from a DWBA calculation taken from a work by
Stelson et al.20 jhe deformation parameters assumed
were g = 0.21 for the 1.43 MeV level and 6 = 0.18 for
the 3- level in good agreement with e = 0.23 derived
from inelastic scattering of protons. 21

Double differential inelastic cross sections for
4 ^ En' <^ 12 MeV were determined with an accuracy of
10 - 20%. Angle-integrated inelastic cross sections de-
rived from these data are shown in Figure 10
They are compared with statistical model calculations
done with the code STAPRE,^ using the Hauser-Feshbach-
formalism22 and taking into account preequi librium
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emission on the basis of the exciton model. 23 Trans-
mission coeffirients were calculated by means of the

optical model code ABACUS II There is a good agree-
ment between experimental and calculated data.
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DETERMINATION OF THE CAPTURE WIDTH OF THE 27.7 keV s-WAVE RESONANCE IN ^^Fe
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56
The capture width of the 27.7 keV s-wave resonance in Fe has been determined using a

setup completely different from previous experiments. A pulsed 3 MV Van de Graaff accelera-
tor and the ^Li(p,n) reaction served as a neutron source. Capture gamma rays were observed
by a Moxon-Rae detector and gold was used as a standard. The samples were positioned at a

flight path of only 7.6 - 8.0 cm. This allowed the use of very thin samples avoiding large
multiple scattering corrections. Three metallic discs enriched in ^^Fe were used with a

thickness between 0.6 and 0.15 mm. Capture events in the detector due to resonance scattered
neutrons were discriminated by time-of-fl ight. The result for the capture width is

r = 0.99 with a statistical uncertainty of 1.3 % and a systematic uncertainty of ^^5 %.

[ Fe(n,Y), capture cross section, 10-60 keV, multilevel analysis, of s- and p-wave resonances]

Introduction

The experimental determination of the capture
widths of s-wave resonances in structural materials is

complicated by the fact that the ratio of neutron to

capture width is typically of the order 10^. This

caused two main difficulties in previous experiments,
large corrections for multiple scattering and self-
shielding as well as severe problems with the neutron
sensitivity of the respective capture gamma ray

detectors.

Both effects required sizeable corrections to

the observed capture yield and introduced large syste-
matic uncertainties. For the 27.7 keV resonance in

^^Fe, one of the most important s-wave resonances in

structural materials, the experimental values for

the capture width vary between 1.6 and 0.7 eV ^"^
.

As proposed earlier^, in the present investigation
of the 27.7 keV resonance in ^''Fe the difficulties
mentioned above have been avoided by an experimental
setup completely different from all previous measure-
ments. A flight path of 8 cm between neutron target
and sample was chosen which was much shorter than the

distance between sample and the capture gamma ray

detector (16 cm). This geometry was enabled by using

kinematical ly collimated neutrons from the ''Li(p,n)-

reaction in the energy range from 10 to 60 keV in con-

junction with a very fast pulsed proton beam.

The main advantages of this experimental arrange-
ment are the following:

1. The high neutron flux at the sample position ob-
tained with the short flight path allowed the use
of very thin samples with thicknesses between 0.15
and 0.6 mm. Consequently this reduced the correc-
tion for multiple scattering events considerably.

2. The distance between sample and detector is a fac-
tor of two larger than the flight path of the pri-
mary neutrons. In addition the immediate surrounding
of the sample to a distance of at least 8 cm in all
directions (corresponding to the flight path) was
free from any material. Therefore, in the time-of-
fl ight spectra capture of sample scattered neutrons
in the detector or in the surrounding materials ap-
pear with a long delay with respect to prompt cap-
ture. These events are clearly discriminated in the
spectra and do not contribute to the area of the
27.7 keV resonance.

3. The limited energy range of the neutron spectrum
from 10 to 60 keV guarantees that no other s-wave
resonance in ^"^Fe contributes to the background.

4. The good timing properties of accelerator and de-
tector allowed for an overall time resolution of
1.2 ns. Thus a flight path of about 8 cm is

sufficient to unambiguously separate the 27.7 keV
resonance in ^^Fe from the neighboring p-wave re-
sonances.

TRANSMISSION DETECTOR
(at 93.5cm flightpathl

MOXON-RAE DETECTOR

PHOTOMULTIPLIER

NE 111 PLASTIC
SCINTILLATOR 10.5mm)

GRAPHITE CONVERTER

LEAD SHIELDING

PROTON BEAM

Li-TARGET

Fe SAMPLE

NEUTRON CONE

NEUTRON FLUX MONITOR
lot 160 cm flightpath )

56,
Fig. 1, Schematic setup for the capture cross section measurement on Fe
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Measurements

The scheme of the experimental setup is shown in

Fig. 1. The proton beam from the Karlsruhe 3 MV Van de
Graaffl accelerator hits a water cooled lithium target
producing kinematical ly collimated neutrons. The sample
is located at a flight path of a.8 cm. Beside of three
very thin copper wires fixing the sample in its posi-
tion the immediate surrounding of the sample to a

distance of the neutron flight path is free from any
material

.

A Moxon-Rae detector situated at a backward angle
of 120 deg outside the neutron cone is used for the
detection of capture gamma rays. The distance from
the detector to the sample is 16 cm which is a factor
of two larger than the primary flight path. With this
geometry a complete discrimination of the background
due to capture of scattered neutrons is achieved via
time-of-flight. Four samples were used in each run

and cycled in equal intervals into the measuring posi-
tion: rg

1) The Fe sample: All samples were metallic discs
38.2 mm in diameter and enriched in ^^Fe to
99.93 %. In the course of the measurement, three
different samples were used with thicknesses of
0.6 mm (5.282.10"^ A/b), 0.3 mm (2.653«10-=' A/b)
and 0.15 mm (1.375«10-^ A/b). Compared to pre-
vious measurements our samples were thin-
ner by factors of 3 to 10.

2) The -^^'Au sample: In all measurements gold was
used as a standard cross section. The sample
thickness was 0.25 mm (1.358.10"^ A/b).

3) The scattering sample: A graphite sample was used
as a pure scatterer. The thickness of the sample
was adjusted such that the scattering yield
No -, is the same as for the gold sample.

4) No sample: An empty position in the sample chan-
ger frame was also measured.

Since in the Li(p,n) reaction at energies just

above the reaction threshold even small energy modu-
lations cause strong variations in neutron intensity,

precautions had to be taken to ensure that all samples

were irradiated by the same neutron flux. Therefore a

time-of-flight spectrum was recorded from a lithium

glass transmission detector at a flight path of 93.5

cm. A second lithium glass detector was positioned at

an angle of about 20° to the beam axis, which served

as an additional neutron flux monitor.

To demonstrate the experimental signal to back-

ground ratio Fig. 2 shows the time-of-flight spectrum
measured with the thinnest ^^Fe sample. As can be

seen the time resolution was sufficient to separate

the 27.7 keV resonance uniquely from the neighboring

p-wave resonances.

Determination of the Capture Widths

The calculation of the capture widths from the ex-

perimental capture yields was performed using the

FANAC code of Frbhner . This code is based on level

statistics using a Reich-Moore formalism and level

level interference for s-waves. p-waves are treated

as single levels with doppler broadening. This program

is especially well suited to fit the present data be-

cause it takes into account that at the very short

flight paths used multiple scattering events are slight-

ly delayed in time and consequently are shifted to

lower energies in the TOF spectra.

The calculations were performed in two steps:

First, except the resonance energies only the capture

width of the 27.7 keV resonance was taken as a free

parameter. For all other parameters like the neutron

width of the 27.7 keV resonance or neutron and capture

- TOF- SPECTRUM /

o
-J
LU

277 keV RESONANCE JgAMMA-
1 k . Jr

(\ \\ n td PEAK

zwm

PER BACKGROUND

COUNTS

FLIGHT PATH :76.0mm
SAMPLE THICKNESS: 1.38-10"^ A/b

20 40 80 100

NEUTRON ENERGY (keV)

Fig. 2. Experimental TOF-spectrum of the Fe sample
(sample thickness 0.15 mm) and the corresponding back-
ground.

widths of other s-wave and p-wave resonances fixed va-
lues were taken from literature. Here, two different data
sets were used from Frohner^''^ and Perey et aT.\ the
first of which described the p-wave resonances slightly
better. The so determined resonance energies were taken
as fixed parameters for the final fits. Now the smaller
values of and Fy of the p-wave resonances and r.,^ of
the 27.7 keV s-wave resonance were determined by the fit.
This procedure gave a slightly better description of
the p-wave resonances and changed the value for the
capture width of the 27.7 keV resonance by less than
1 %.

Results

The results for the capture width of the 27.7 keV

resonance obtained with different samples and different
sets of fixed parameters are compiled in Table I.

The uncertainties given are the statistical uncertain-

ties only. Fig. 3 shows the final fit to the capture
yield measured with the 0.15 mm thick sample. The
dashed line indicates the contribution due to multiple

h£UTRCIN Er€RGY (keV)

Fig. 3. FANAC fit to the capture yield measured with

the sample of 0.15 mm thickness. The dashed line indi-

cates the component due to multiple scattering in the

sample. The uncertainty given for is the total sta-

tistical and systematic uncertainty.
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Table I. Results for the capture width of the 27.7 keV s-wave resonance in Fe

Sample thickness (mm)

Flight path (mm)

0.15

76.0

0.3

80.0

0.6

79.5

Fixed parameters
from Frbhner

Fixed parameters
from Perey et al

.

^es

(keV) (eV)

28.0 0.99 + 0.027

27.9 1.02+0.027

E qr
res ^ Y

(keV) (eV)

28.0 1.00+0.023

28.0 1.03+0.023

^es

(keV) (eV)

27.5 0.98 + 0.020

27.5 1 .00 + 0.020

scattering events which amount to only -vS % of the ob-

served yield. In spite of the fact that the systematic
uncertainties are quite different for different sample
thicknesses no systematic effect was found in the
data. Using the fixed parameters from Frbhner''' we
obtained an average mean value Vy - 0.99 eV with a sta-
tistical accuracy of 1.3 %. A systematic difference of
about 1.5 % is observed in the results obtained with
the data set of Perey et al . ®. This difference is

correlated with the higher value of rn = 1.52 keV

for the 27.7 keV resonance compared to the width of

1.4 keV quoted by Frbhner.

56
surement of cross section ratios. But in case of Fe
one deals with a spectrum which is certainly harder
than that of '^'^Au". A preliminary estimate yielded
a possible correction of the order of only 5 %.

This is supported by the fact that our results for
the p-wave resonances agree well with the data of
other authors''^, although some of these resonances
have even harder capture gamma ray spectra than the
27.7 keV resonance-"^^.

Conclusions

The results for the p-wave resonances are given
in Table II. This Table lists the mean values from
the three measurements together with their statistical
accuracy. Finally, it has to be mentioned that in

spite of the short flight path used the energy of the

27.7 keV resonance could be determined with an accu-

racy of 'vl % (see Table I). For the p-waves the expe-

rimental resonance energies agreed within

2 % to the values given in Table II.

Discussion of Uncertainties

A detailed evaluation of the systematic uncer-

tainties of the measured capture yield has been per-

formed. This includes the uncertainties in the mea-

sured flight paths, in the background subtraction

and differences in neutron beam intensity. It also

considers gamma ray self absorption and multiple

scattering in the gold sample as well as an uncer-

tainty of 2.5 % for the capture cross section of

gold taken from ENDF/B-IV. The resulting systematic

uncertainty is 3.8 %, 4.6 % and 6.7 % for the 0.6,

0.3 and 0.15 mm thick sample.

An additional systematic uncertainty may arise

from the detector efficiency. The present results are

based on the assumption of a linear increase of the

detector efficiency with gamma energy. However, for

a pure graphite converter, as it was used in this ex-

periment, theoretical calculations^'^" indicate slight

nonlinearities. As long as the capture gamma ray spec-

tra are similar, this effect cancels out in the mea-

Table II. Results for the capture widths of p-wave

resonances in ^^Fe.

Resonance energy (keV) g •
^

"
(eV)

22.8 0.160 + 0.008

34.3 0.526 + 0.015

36.7 0.325 + 0.014

38.4 0.305 + 0.014

In the present investigation of the capture width
of the 27.7 keV resonance in ^^Fe difficulties of pre-
vious experiments have been avoided using a comple-
tely different experimental setup. Data were recorded
from very thin samples (0.6, 0.3, 0.15 mm) but still

with a statistical accuracy of 2-3 %. The final re-

sult is a weighted average of fy ' O-^^ eV with a

statistical uncertainty of 1.3 %. The total systema-
tic uncertainty is 5-7 %.

This result is significantly lower than most of
the existing data but slightly larger than the fi-

nal result of Gayther et al •''^^ who obtained rY=0.85
jh0.09 from a measurement with natural iron samples
of 6.0, 2.0 and 0.5 mm thickness. Recently, another
experiment using a Van de Graaff accelerator and a

Moxon-Rae detector has been performed by Allen et

al

.

'^'^ .However, due to the limited time resolution
a flight path of 30 cm was necessary to separate
the 27.7 keV resonance from the neighboring p-wave
resonances. Consequently, a much heavier sample of
2 mm thickness had to be used to obtain a sufficient
effect to background ratio. The result of this mea-
surement is Fy = 0.76 + 0.11 which is significantly
lower than our value.
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E.M.R. CORNELIS
University of Antwerp, R.U.C.A.,

B-2020 Antwerp, Belgium

C.R. JUNGMANN

CEC - JRC, Central Bureau for Nuclear Measurements

B-24^0 Geel , Belgium

L. MEWISSEN and F. POORTMANS

S.C.K.-C.E.N. , B-2400 Mol , Belgium

High resolution total neutron cross section measurements have been performed on samples of

enriched isotopes (on loan from ORNL) of 54Fe, 56pe and 57pe in the energy range from 35 keV up

to 2 MeV. The experiments were made on a 200 meter flight path at the GELINA facility using a

plastic scintillator (NE 110) as neutron detector. The R-matrix multi-level code FANAL^ was used

to fit the broad s-wave resonances and the multi -level Breit-Wigner code SIOB^ to fit the narrow

l> 0 resonances. The analysis is completed for ^^Fe and ^'^Fe up to a neutron energy of 300 keV.

(oj, time-of-flight, ^^Fe, ^^Fe, 57Fe, R-matrix, Breit-Wigner resonances)

Introduction

The cross sections of structural materials have

considerable impact on important parameters of fast

reactors such as critical enrichment, breeding gain

and Doppler coefficient. Furthermore, total neutron

cross section and resonance parameters provide important

information about compound nucleus formation in the mass

range A = 40-70, where the s-wave strength function has

a maximum.

We have started at the CBNM a series of experi-

ments on Fe and Cr isotopes. The present report will

discuss the results from an analysis of transmission

experiments on ^^Fe and ^^Fe below 300 keV.

Experimental Details

The experiments were performed at the 150 MeV

electron linac of the CBNM. Operating conditions of

the linac were 4 ns beam burst and 800 Hz repetition

rate. A 400 mg/cm2 IOb filter was placed in the beam

for absorption of low-energy neutrons. An automatic

sample changer was installed on a 100 meter flight

station and the transmission detector was mounted at a

distance of 197.85 meters from the pulsed neutron

source.

digitizer with minimum channel width of 4 ns-^ inter-
faced via a double data buffer (2 x 128 words, each 32

bits) to a computer HP 2113-E with 96 K words of memory
available for data storage. The data-taking system
could handle a count rate of more than 10^ events per
second and the dead time after each event was only
300 ns.

The total background in the experiment was low;
"

typical values were : 0.5% at 1 MeV, 0.3% at 500 keV,

3% at 100 keV and 16% at 40 keV. The background
consisted of two components : a constant room back-
ground, determined for each pulse-height window at long
flight times, and an exponentially decaying background
due to gamma rays produced in the neutron target and
surrounding moderator. This last component was
measured by eliminating the beam neutrons using a 16 cm
thick polyethylene filter.

The time-of-flight resolution was determined by
fitting narrow resonances in Fe and S. At present, our
resolution is not known to better than 20%, and we have
planned additional experiments to improve the situation.
Typical neutron resolutions were 80 eV at 100 keV and
1.1 keV at 1 MeV.

Analysis

The samples were prepared from oxide powder

(Fe203) canned in aluminium tubes with windows of 0.3mm

thick. The sample diameters were 35 mm and the thick-

nesses were :

^^Fe (97.68%) 6.98 lO'^ Fe atoms/barn

^^Fe (99.93%) 7.81 10-2 pe atoms/barn

^^Fe (91.69%) 5.11 10-2 pg atoms/barn

A neutron monitor was used to normalize the sample-in
and sample-out data to the same neutron source inten-

sity. The alternation of sample-in and out of the beam
was under the control of the data- taking system.

The transmission detector was a plastic scintill-
ator NE-110, with viewed side

on by four photomul ti pi iers type RCA 4516 (diameter of

0.75 These photomul ti pi iers have very low noise

so that above 20 keV neutron energy no coincidence
operation was required. In order to optimise signal to

background ratio, we divided the pulse-height into four
windows and stored only those time-of-flight events
when the pulse-height was within the required window.
The time-of-flight analyzer consisted of a time

Background and dead time correction as well as the
reduction to transmission has been performed using the
ANGELA^ procedure, a system program for the off-line
reduction of nuclear data at the CBNM.

Parametrisation of the transmission was performed
using two shape-fitting procedures : The SIOB-code,
developed at Oak Ridge by de Saussure et al 2, uses a

multi-level Breit-lJigner formalism and gives satisfact-
ory results for isolated and weakly interfering reson-
ances. The FANAL-code by Frohnerl from K.F.K.
Karlsruhe, uses a R-matrix formalism for the s-wave
resonances and correctly takes into account strong
interferences. The original FANAL-code which describes
the Doppler-broadened p-wave resonances with a gaussian
shape, yielded higher neutron widths for p-wave reson-
ances than SIOB in identical conditions. The FANAL-
code has therefore been modified to include single
level Breit-Wigner formula for I > 0 resonances.
Doppler broadening was calculated using the complex
error integral. This description is acceptable below
roughly 300 keV because p-wave resonances are well
separated and have small neutron widths so that level-
level interference in negligible.

In those cases where p-wave resonances have been
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Resul ts

Fe

Strong level-level interference between s-wave
resonances complicates the spectrum of ^^Fe. Neverthe-
less the R-matrix calculation is able to reproduce this
behaviour fairly well. In figure I the experimental
and fitted total cross-sections for the oxide sample
are plotted from about 100 keV to 300 keV. Only where
deviations are larger than the statistical fluctuations
can the fitted curve be seen. A few isolated s-wave
resonances have been analysed with both codes and the
results agree. The assignment of s-waves was taken
from the work of Pandey et al^ and the goodness of the
fits reconfirm this choice.

In table I our results are compared with those of
Pandey et al 5. Beer et al 6 and earlier work of Bowman
et ar . All our resonance parameters quoted in this
table were obtained with the R-matrix fit.

On the average, there is best agreement with the
work of Pandey et aP , with a striking disagreement in
the resonance width of the resonance at 257 keV. This
resonance shows strong interference with the resonance
at 244 keV, and visual inspection of the plotted
spectra favours our value of .37 keV against 3.36 keV
for the neutron width quoted in ref. 5. A comparison
of the results for s-wave resonances from various
laboratories can best be made through the s-wave
strength function, taken in the same energy interval
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analysed with SIOB and the modified FANAL-code (^^Fe
from 50 keV to 215 keV), the results are in good

agreement.

Both codes use a picket fence model to take into

account the contributions of far-away s-wave resonances
outside the analysis region. It is well known that

their contribution to the phase-shift affects the

fitted value of the potential scattering radius con-

siderably.

We tried to reduce this effect by explicitly intro-

ducing all known s-wave resonances up to 400 keV.

Fairly realistic values for the potential scattering

radius were found.

In order to obtain a good overall fit in both

interference minima and peak maxima, we had to intro-

duce a potential scattering radius for oxygen of

5.17 fm. The analysis is completed from 40 keV to

300 keV.

The resonance energies listed in the tables are

based on the work of Pandey etal_5. Meanwhile our

flight path has been calibrated using well known reson-
ance energies^ in 32$ but these data have not yet been

analysed.
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Fig 1 : Total cross section of ^^Fe203, data were fitted using a R-matrix

formula for s-waves and a single Breit-Wigner formula for p-waves;

s-wave resonances up to 400 keV taken into account explicitly;

fitted channel radius was a= 5.5 fm.
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Fig 2 : Total cross section of Fe203, same fitting conditions as fig 1.

Fitted channel radius a= 5.0 fm.
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(52 keV - 292 keV) and ignoring the large statistical
error due to the small number of resonances :

7
Duke '

So = 6 4 10" (9 resonances)

K.F.K.6 So = 7 9 10- 4
(9 resonances)

0.R.N.L.5 So = 7 7 10-4 (11 resonances

present work So = 7 5 10- 4 (11 resonances

As no spin and parity assignment has been undertaken
for the resonances with I > 0, all narrow resonances
have been analysed using a g-value of 1. Our results

for p-wave resonances are still preliminary because of

uncertainties in the resolution width, but individual

resonance widths seem^ in general, to be lower than

those of Pandey et aP .

In the region from 50 keV up to 290 keV, we find

a p-wave strength function

$1 = .45 lO""^ (34 resonances)

as compared to the value

S-^ = .43 10-4 (23 resonances)

for the corresponding data set of reference 5.

For this isotope, the fits are better than for

^^Fe. S-wave resonances are perfectly described by the

R-matrix formalism as can be seen in figure 2.

In table II we compare our result with the evalu-

ation of Perey et al^, which is mainly based on the

results from reference 5. With this limited sample,

we find a s-wave strength function of

Sq = 1.9 10-4 (9 resonances)

which compares favourably with the value

Sq = 2.0 10"4 (9 resonances)

using the values quoted by Perey et a1 ^. Also in this

case, the results were taken from the R-matrix fit.

For the p-waves, we inserted the g-values corres-
ponding to the spins and parities as assigned by Perey

etal^. For this isotope, we find systematically
slightly higher neutron widths for p- and d-wave reso-

nances than those of the Perey-eval uation^-

Using the same sample (resonances from 40 keV up

to 300 keV), our results for the p- and d-wave
strength functions compare as follows with this

evaluation :

Perey et al

.

Present work

h .20 10-4 .26 10-4 (20 resonances)

h 2.0 10-4 3.1 10"4
(16 resonances)

Both our results are preliminary.
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NEUTRON CAPTURE CROSS SECTION MEASUREMENTS OF ^Se
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High resolution capture cross section measurements have been carried out on an enriched sample
of ^^Fe at the Geel linear electron accelerator. The data have been analysed up to 100 keV and the
deduced capture areas and relevant 'resonance parameters are given. Special emphasis has been given
to problems connected with the weighting method and the capture data normalization.

[ ^^Fe(n,7) , 1-100 keV, E
7

'

Introduction

According to the European Category 1 'request list

and Filip et al . ^ the iron neutron capture cross
section in the range 1-100 keV is required with a

5-10% accuracy. A working group on differential
data convened at the Geel 1977 meeting-^ estimated that

a (n ,7 ) for Fe in the range 100 eV to 1 MeV is,

at present, only accurate to ± 20%. Also in view of
the amount of work already spent on such an element in

the past 20 years, it is therefore clear that the final
goal can only be achieved through a major improvement
in the state-of-the-art of resonance neutron capture
measurements. It is the opinion of the authors that
this can be obtained, if at all, by careful considera-
tion of the various steps incorporated in the experi-
mental procedure rather than by refining the technique
of analysis of neutron resonances. The most important
of such steps will be briefly reviewed in the following
section after a short description of the experimental
set up.

Experimental Method

Apparatus

The measurements were performed at a 60m flight-
path station at the Geel linear electron accelerator
operated at 4ns burst width and 800 hertz repetition
frequency. The capture detectors consisted of two

deuterated benzene (CgDg) liquid scintillators en-
capsulated in thin aluminium containers of 10.2 cm
diameter and 7.6 cm height. The detectors which were
10 cm apart and placed perpendicularly to the neutron
beam, were coupled to two 5" photomultipliers with
flat quartz windows. The system, which was placed
about 1.8 m above the concrete floor, was completely
unshielded and supported only by a light aluminium
frame. The sample, on loan from ORNL, consisted of

iron oxide enriched to 99.93% ^^Fe, packed in an
aluminium container of 8 cm diameter and 0.3 mm thick
wall. The sample thickness was 0.015 atoms/bam.

For each detected event, the amplitude infor-
mation was analysed over 256 channels and the time-
of-flight over 16 K. Via a satellite computer the

information was then stored in listing mode on a disk
connected to the IBM 370/138 main computer.4 On this

disk 2 files were defined each with a capacity of
3.4 million events working in ping-pong mode : when-
ever one file was filled, data were sorted out and
weighted according to the associated pulse height in

order to achieve a detector response proportional to

the total energy released in the capture reaction.
Three types of time-of-flight spectra were recorded :

unweighted, weighted (see fig.l) and weighted squared,
the latter for calculating the statistical error. An
average weight w corresponding to the ratio between
weighted and unweighted areas, can be defined for each
resonance.
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3 400-
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200

'Te (n,Y)

uUJJ L
1100 1200 13 00 HOO 1500 1600 17 00

CHANNEL NUMBER IxlO^)

60 70

800 1900 2000

2800 32 00

CHANNEL NUMBER 1x10^)

Fig. 1 : Time-of-flight spectrum of the relative
yield of ^^Fe resonance neutron capture between
35 and 170 keV.

Weighting Method

The validity of the main assumption of the

weighting method^, i.e. a detector response indepen-
dent of the particular 7-ray decay mode, depends
entirely on a correct evaluation of the weighting
function W(E) . This has been calculated by means of
a Monte Carlo based computer code initially developed
at Cadarache^ and later modified for the geometry of
our detector system in collaboration with Karlsruhe.^
This programme takes into detailed account the com-
position of the detector and all surrounding materials.
Further improvements have recently been made on this
programme, in particular, the energy loss of electrons
in the scintillator has been increased by using newly
available data from Atomic Data^.

The new W(E) , so calculated, results in a

decrease of 18% at 8 MeV as compared to the old W(E)

(normalized to the same value at 1 MeV)

.
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Structural materials such as Fe, Cr and Ni re-

present a particularly severe test for the weighting
method because of two reasons: firstly, their capture

T-ray spectra are much harder than those of elements
such as Ag or Au, which are normally used for cali-
bration. Secondly, the shape of the capture spectra of

different resonances belonging to the same isotope can

vary widely due to Porter Thomas fluctuations, since
the high energy part is made of few 7-rays of high
average intensity. This is illustrated in Figure 2,

where the mean value of the average weight w is plotted
vs A for various nuclei. The error bar associated to

each isotope gives the + \o deviation of the w values
distribution for different resonances. The total
number of resonances considered is given in brackets
near the isotopic symbol.

ISkeV resonance

'^Pd(35l '°«Pd

Background

^(10 p-woves)

(58 s-waves)

107,109,Ag 13,51

above 6 MeV, listed in the second column , is re-
presentative of the hardness of the capture spectrum.
In column 3 are given the assumed thermal capture cross
sections, taken from ref. 10, and in column A the ave-
rage weights w,-j^ calculated with the old W(E) . The
detector efficiency e given in the fifth and sixth
columns for the old and new W(E) respectively, is

defined as the ratio between the thermal "weighted"
counting rate and the product of B.E. and capture
probability P,y . This ratio is normalized to unity for
Ag and for a correct W(E) should not vary for
different target nuclei. This is not really satisfied
even for the new w(E) and in particular there is a

contradiction between the values obtained for Fe and
50cr and that for 53cr. We thus believe that further
investigation is needed in order to confidently apply
the weighting method to structural materials. For
this reason, any calibration of the data to Ag or Au
saturated resonances was avoided in the present work.
Rather, the data were normalized to the 1.15 keV
resonance of ^^Fe, as explained in the next section:
this resonance has a capture 7-ray spectrum very
similar to the thermal one, i.e. v A correction
for the spread in spectral shapes between different
56Fe resonances was calculated by linear interpolation
in the following way: based on the results of Table I

for the old w(E) , which was the one actually used in

the measurements, an average deviation of 10% between
Ag and the 1.15 keV resonance was assumed. Then for

a resonance of average weight w(Ejj) the relative
change in the capture area A A,^/A^ was given as

A A,^/A^ = 0.10 X [w(1.15)-w(E^)] /[ w( 1 . 15)-w(Ag)]

For the various resonances considered, this correction
ranged from - 4% to +8%. This correction and its un-
certainty, estimated to ± 50%, is included in the
results of Table III.

Fig. 2. Experimental mean values of w averaged over
many resonances for various nuclides (arbitrary
units)

.

In order to test the weighting function thermal
capture measurements were performed on a number of
targets, with widely varying binding energy B.E,
and spectral shape but with high (except for Fe)
and well known aj.j^(n,7), in order to minimize back-
ground and multiple scattering effects. The results
are listed in Table I: the sum of photon intensities

Data Normalization

The isotope ^^Fe has the nice feature of having
at low energy, namely at I.l5 keV, a well isolated
resonance which is dominated by capture. This fact
can be exploited to normalize the capture measure-
ments to transmission data. Unfortunately there is

a large spread in the values of given in the

literature for this resonance, as can be seen from
Table II. To clarify the situation, a transmission
measurement on a 2 mm thick natural iron metallic
sample was performed. The detector consisted of a

3 mm thick ' slab viewed by two Nal(Tl) crystals

Table I. Test of the weighting function at thermal neutron energy

Target 2 I
y

a^^(n,7)
^th

e (B.E.)'

P

7
E > 6 MeV

(%) (bam) (old) Old W(E) New W(E)

Ag 4 63.6 + 0.6 10.9 1 .00 I .00
Au 16 98.8 + 0.3 13.5 1.018 + 0 .01 0.997 + O.OI
Fe 66 2.55+ 0.03 28.9 1 .082 + 0 .03 1 .045 + 0.03

59cr 71 15.9 + 0.2 23.1 1 .093 + 0 .02 1 .063 + 0.02
53cr 82 18.2 + 1.5 26. 1 1 .24 + 0 .09 1.19 +0.08
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of 10.2cm diameter and was placed at 50m from the

Linac target.

were taken for normalizing our capture data.

Table II. Summary of experimental results for the

1.15 keV resonance of ^^Fe.

Author Year Type of measurement r
n

(meV)

r
r

(meV)

Blockl2 1964 Transmission 68+6 600+60

Moxon'

3

1965 Transmission 52±5 560

Hockenbury

'

^

Julien'5
1968

1969

Capture
Transmission

86±21
62±4

(600)^

570±60

Gayther'6 1979 Capture 53±7 615±26

Present work Transmission 58±4 610±60

Present work Capture (thermal

calibration)
56+6 (610)^

^ Assumed T
r

value, used to derived r .

n

The data were analyzed with the shapd fitting pro-
gramme SIOB' ' : a plot of the fitted transmission is

given in Figure 3. From this a value of F = 58+4 meV

was obtained.
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Tn = 58 1 4 meV
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ENERGY (eV)

1158.0 11610 1164.0 1167.0

Fig. 3. Transmission of a 2mm thick Fe metallic
sample in the region of the 1.15 keV
resonance. The fitted curve (continuous

line) was obtained with the SIOB

programme

.

A second approach used was to measure capture from
the 1.15 keV resonance down to thermal energy for

a 1mm thick natural metallic sample and to normalize
to the thermal value C7(n,7) = 2. 55+0. 03b. A cor-

rection for the difference in B.E. of the other Fe

isotopes was introduced. This measurement was per-
formed on a 12m flight path and a BF^ detector was
used to measure the relative flux. A spectrum of

the relative capture yield is shown in Figure 4:

the background refers to a run done with an equivalent
scatterer of graphite. This measurement was performed
twice, with and without shielding around the de-

tector, and a consistent value of T = 56+6 meV was
found, giving good agreement wi th tRe previous
measurement. The transmission value and its error
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2.0

15-

z
oo

1.0-

0.5

En (eV)

10 0.2 0,1 0j05 .025 .015

Fe THERMAL CALIBRATION

Eo = 1.15 keV

Fe (n,Y)

800 1000 1200 100 200 300 AOO

CHANNEL NUMBER

Fig. 4. Thermal energy calibration of the 1.15

keV resonance using a 1mm thick Fe

metal sample. The background is mea-
sured with an equivalent scatterer of

graphite

.

Neutron Flux

The energy dependence of the neutron flux was
measured with a 0.5mm thick Li-glass detector type

NE 912 enriched to 95% ^Li, situated in air and

viewed by two 5 inch photomultipliers placed out-
side the neutron beam and perpendicular to its axis.

The
''^-oj-

and a(n,T) cross sections for ^Li, needed
to calculate the detector efficiency, were taken

from ref. 17. The experimental neutron flux per
unit energy interval ({(E) deduced after correction
for the efficiency could be fitted with the fol-

lowing expression

(f(E) K E
la(E)-1.5]

where a(E) = 0.598+0.364* 10"^.%/T-0. 523 • 10~-E and

the energy E is in eV.

Since the data were normalized at the 1.15 keV re-

sonance, the uncertainty in the neutron flux was
estimated to vary from 0 at 1 keV to ± 5% at 100 kd?.

This uncertainty is included in the errors given
in Table III.

Results

A modified version of the TACASI code was
employed to deduce resonance parameters, either
r or whichever is the lower , from capture

ateas. This code takes into account Doppler, re-

solution and multiple scattering corrections, the

latter by means of a Monte Carlo routine. The
jg

results are listed in Table III aside the Perey

evaluation and the Harwell preliminary data^^.

Apart from the usual resonance parameters

it was thought useful to introduce in the second

ml limn the value of w associated to each resonance
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in order to give information about its spectral

shape

.

The values of J, 1 and F or T (which ever is

the lar^r) from ref . 18 were taken as fixed input

parameters in the TACASI programme.

The given uncertainties are composed of the

statistical plus three types of systematic errors:

a 5% uncertainty in the 1.15 keV capture area nor-
malization, the uncertainty due to difference in

spectral shape and the uncertainty cn flux.

A comparison with refs. 18 and 19 shows that

the present data, while being in good agreement

with Harwell's preliminary results are systematically
about 15% lower than the Oak Ridge values.

56
Table III. Resonance parameters of Fe between 1 and 100 keV.

PRESENT RESULTS OAK RIDGE EVALUATION 18 HARWELL '5

E
o

w gr r /r r
n

r
7

gr r /r
n 7

r
n

r
7

J 1 gr r IT
n 7

V Rev ) (eV) (eV) (eV) (eV)

a)

(eV) (eV) (eV)

b)

1 1 R 0
. 7 (53. +4. )xlO

^
(58 . +4

.

-3
)xlO

-3
(55.+3.8)xl0

_
(60.+4.)xl0

3
Q6+0 .06 1/2 1 (49. ±70x10-

2.352 1 7 .7 (0.54+0 .l)xlO I (0.27+0 .05)xlO (0.4+0. 12)xlO~ (0.2+0.06>d0":3 0.84 3/2 2 0.5x10-3
12. A6 14 .8 (2.3 +0.4)xl0 (2.3 +0 .4)xl0~-^ 2.3^10-3 (2.3^0.3)xlO-3 0.54 Ml 1

17.76
20. 18

28

23

.6

2

(17. +2

(7.8 +1

.)xl0-3

.2)xlO
(17. +2

(3.9 +0
.)xl0-3
.6)xI0"3

19.xlO~:^

9.4x10
^

(19.±2.)x]0-
(4.7+0.5)xlO

3
-3

0.54
0.84

1/2

3/2
1

2

22.80 23 4 0.17+0 .03 0.24+0 .04 0.18 0.27+0.06 0.54 1/2 1 0.17
27.68 24 4 0.80+0 .20 0 80+0 20 1520. +30. 1 .4+0.1 1/2 0 0.85±0.09'^
34.24 35 8 0.54+0 .08 0 46+0 .08 0.64+0.05 0.79+0.3 0.54 3/2 1 0.52
36.73 21 2 0.23+0 .03 0.086+0 .01 0.28+0.02 0.11+0.01 0.84 5/2 2 0.24
38.42 29 3 0.34+0 .05 0.25 +0 .035 0,4 0.32+0.08 0.54 3/2 1 0.33
46.06 18 9 0.45+0 06 0 48+0 06 0.5 10.0+3.0 0 .53+0.05 1/2 1 0.47
52. 14 24 0 0.68+0 .08 0 35+0 04 0.81 12.0+1.0 0 42+0 04 1/2 1

53.57 18 8 0.33+0 .07 0 51+0 09 0.4 1 .0+0.4 0 .67+0 17 1/2 1

53.70 29 6 0.032+0 01 0.034+0 .01

59.23 30 5 0.74+0 1 0 42+0 05 0.87 4.0+0.5 0 49+0 05 3/2 1

63.47 17 5 0.55+0 I 0 41+0 075 0.65 0.8+0.16 0 55+0 13 3/2 1

72.98 37 2 0.61+0 09 0 62+0 09 0.7 20. +4. 0 72+0 07 1/2 1

74.00 29 2 0.57+0 07 0 57+0 07 0.73 535. +10. 0 73+0 07 1/2 0

77.07 25 4 0.27+0 04 0 29+0 04 0.3 3.6+0.5 0 33+0. 03 1/2 1

80.84 20 5 1 .75+0 2 0 63+0 085 2.04 7.0+0.7 0 74+0 08 5/2 2

83.69 18 4 0.94+0 13 0 94+0 13 I .28 1250. +50. 1 28+0. 13 1/2 0

90.33 20 9 0.73+0 1 0 37+0 05 0.89 14. +1

.

0 46+0. 05 3/2 1

92.70 21 7 0.93+0 2 0 66+0 12 0.93 1.6+0.3 0 65^0. 1 1 3/2 2

92.93 23 5 0.40+0 1 0.32 +0 08 0.53 0.52+0. 15 0 54 3/2 1

96.22 26 3 0.55+0 2 0.22 +0 08 1 .26 0.67+0.40 1 1 +0. 9 5/2 2

96.37 21 6 0.38+0 1 0. 51+0 15 0.3 1.3 +1.1 0 4 +0. 3 1/2 1

96.62 23 6 1 .06+0 2 0 68+0 1 2 0.7 2.5 +0.3 0 4 +0. 2 3/2 1

a) 10% error unless given

b) r assumed to be leV

c) Values from ref. 16.

166



Conclusions

A serious systematic discrepancy is apparent

between the present results and the Oak Ridge ones.

It is believed that this arises from a different way
of normalizing the capture data. More work is there-

fore needed in order to fulfill the + 5% accuracy re-

quest. On the other hand, the excellent agreement with
Harwell's preliminary values is very promising. It is

particularly rewarding to notice the agreement between
the values of the 27.7 keV resonance, a fact which

indicates a very low neutron sensitivity of our de-

tector system, comparable to that measured at Harwell
for the liquid scintillator tank' 6. Our plans for the

future include extension of measurements and analysis

up to 400 keV, a precise assessment of the neutron
flux also up to this energy, a continued investigation
on the weighting method and a measurement of the

neutron sensitivity. Also, R matrix multilevel codes

such as FANAC20 and REFIt21 will be implemented. For

all these reasons the present results should be con-

sidered as preliminary.
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FAST-NEUTRON TOTAL AND SCATTERING CROSS SECTIONS OF
Cr, Fe and ^^Ni*

A. B. Smith, P. T. Guenther and J. F. Whalen
ARGONNE NATIONAL LABORATORY

9700 South Cass Avenue
Argonne, Illinois 60439, USA

Neutron total cross sections are measured with broad resolutions (50-100 keV) from
5:1.0-4.5 MeV at intervals of £50 keV and to accuracies of using a variety of sample
thicknesses. Differential elastic-scattering cross sections are measured at >10 scat-
tering angles distributed between 20-160 deg. from s:l. 5-4.0 MeV at intervals of <50 keV.
Angle-integrated elastic scattering cross sections are deduced from the measured^values
to accuracies ^5%. Inelastic-neutron-scattering cross sections are determined up to
incident neutron energies of 4.0 MeV, at scattering angles distributed between 20-160
deg., and for 5 observed excitations in Cr, for 7 in Fe and for 6 in ^"Ni. The experi-
mental results are discussed in terms of conventional optical-statistical models with
attention to cross section fluctuations and in the context of direct-scattering processes.
The experimental and calculational results are compared with the corresponding evaluated
quantities given in the ENDF/B file with attention to regions of agreement and inconsistency.

[Nuclear Reactions, Cr, Fe and ^^Ni , measured Oj and a^^p^ 1-4.5 MeV, Model interpretation.]

I. INTRODUCTION

The fast-neutron data of the primary constituents
of stainless steel remain remarkably deficient and fall

far short of meeting the stated need. ^ This is despite
of the fact that many of the data needs in this area
can be met with relatively modest applications of exist-
ing measurement systems and techniques. These observa-
tions stimulated new interest in structural-material
measurements at Argonne. This report outlines results
obtained in this renewed effort.

The objective was the measurement of energy-averaged
neutron total and scattering cross sections of chromium,
iron and nickel providing the neutron elastic-and
inelastic-scattering cross sections to the requested ac-
curacies of R!5% over the energy range 1-5 MeV. The
procedure was the measurement of broad-resolution neu-
tron total and elastic-scattering cross sections to ac-
curacies that imply a non-elastic cross section to an

uncertainty of ^5%. Concurrently, neutron inelastic-
scattering cross sections were sought consistent with
the non-elastic cross section and to the same accuracies.
This procedure implies energy-averaged total neutron
cross section accuracies of xl% and neutron elastic-
scattering cross sections to accuracies of X5%. Gen-
erally, the detailed aspects of this work are given in

the Laboratory reports of Refs. 2-5.

II. MEASUREMENT METHODS

A. Samples

All measurement samples were fabricated into cyl-
inders from high-chemical -purity metal. The Cr and Fe
samples consisted of elemental material while the Ni

sample was essentially 100% enriched in the isotope ^°Ni.
All scattering samples were approximately 2 cm in diam-
eter and 2 cm long. The Cr and Fe total-cross-section
samples varied in length so as to provide a number of
transmissions over the range of 20-80%. The ^°Ni total
cross sections were determined using the above scattering
sample.

B. Neutron Total Cross Sections

The neutron-total -cross-section measurements were
made using the monoenergetic-source facilities at the
Argonne National Laboratory Fast Neutron Generator.
The neutron source was produced by a proton burst of
«1 nsec duration incident on a lithium metal film
at a repetition rate of 2 MHz. The energy of the re-

sulting neutrons was governed by the proton energy and

the neutron-energy resolution was controlled by the
thickness of the lithium-target film. A shield and
associated collimator around the source were used to
obtain a neutron beam r;1 cm in diameter at a zero-
degree source-reaction angle. The samples were placed
upon a wheel so that they rapidly rotated through the
beam. The neutron detector was a proton-recoil scintil
lator placed on the neutron-beam axis approximately 5 m
from the neutron source. Conventional time-of-f 1 ight
techniques were used to obtain the velocity spectra of
neutrons arriving at the detector. Backgrounds and
source perturbations were small and easily determined
from an analysis of the velocty spectra. A random
signal was introduced into the data acquisition system
in order to precisely determine dead-time corrections.
In-scattering corrections were estimated and found to
be negligible. The neutron transmissions through the
samples followed directly from the observed detector
responses. The total cross sections were calculated
from the transmissions in the conventional manner^.

C. Neutron Scattering Measurements

The neutron scattering measurements were made
using the Argonne National Laboratory 10-angle,
pulsed-beam time-of-f 1 ight system using the above

pulsed ^Li(p,n)^Be source. The mean incident-neutron
energy at the scattering sample was known to xlO keV.

The scattering samples were placed s;13 cm from the neu-

tron source at a zero-degree reaction angle. Proton-
recoil scintillators were placed at flight paths of 5

to 5.5 m. The flight paths extended over a scattered-
neutron angular range of 20 to 160 deg. The scattering
angles were determined to a relative 'o.5 deg. accuracy

*This work supported by the U. S. Department of Energy.
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and to an absolute accuracy of £l.O deg. The relative
energy dependencies of the scattered-neutron-detector
sensitivities were determined by observation of neu-

trons scattered from hydrogen (polyethylene) at se-

lected angles and a fixed incident energy or from
measurements of the neutron spectrum emitted during
the spontaneous fission of ^^•^Qf?^ normalizations
of the relative-detector sensitivities were determined
by observing neutrons scattered from hydrogen (polye-
thylene) at selected energies and angles. Thus all

scattering cross sections were determined relative
to well known H(n,n) cross sections^. The measured
velocity spectra were reduced to cross sections and
corrected for angular resolution, sample attenuation
and multiple-event effects^. Concurrent determina-
tions of the elastic scattering cross sections of

carbon verified the fidelity of the measurement system.
In the case of ^°Ni there were some ancillary measure-
ments of the (n;n', gamma) cross sections using con-
ventional GeLi detector techniques^.

III. EXPERIMENTAL RESULTS

A. Neutron Total Cross Sections

low values at energies below 1 MeV. This distortion
rapidly decreases as the energy increases. There is no

comparable ENDF/B file, but optical models based upon
high-energy scattering measurements generally predict
higher neutron total cross sections in this mass region
near 1 MeV. The discrepancies may be due, in part, to
shortcomings in the models or physical behavior such as

fluctuations, "doorways"^^, etc., that are not consist-
ent with the underlying precepts of the optical model.
However, the model -measurement discrepancy has been
widely observed and an extreme example is shown in Fig.

IC. Such discrepancies tend to be consistent with
shortcomings in the experimental determinations of
energy-averaged neutron total cross sections in this
mass-energy region.

A
Fe

The objective of the total cross section measure-
ments was the determination of precise energy-averaged
magnitudes comparable with the subsequently measured
scattering cross sections, model predictions and evalua-
tions. Resolution of detailed resonance structure was
explicitly avoided. The measured energy range varied

somewhat from sample to sample but generally extended
from 1.0 - 4.5 MeV with mesurements made at intervals
of ^0 keV with incident resolutions of >50 keV. The

Cr and Fe measurements envoi ved at least four sample
thicknesses. The experimental values for a given
sample thickness were averaged over incident energy
intervals of 100 - 200 keV to obtain average values
with a statistical accuracy of ~L%. The energy-
averaged results were appreciably dependent upon sam-

ple thickness. The results obtained with the thicker
samples were very much lower than those obtained with
the thin samples due to the appreciable self shielding

of the samples. The results obtained with the various
sample thicknesses were extrapolated to the zero-
thickness value to obtain the "true" energy-averaged
cross sections. In the case of Fe carefully-measured
high resolution results have been obtained by Harvey
et al. . In this unusual case the resolution is suf-

ficient to resolve the structure well into the MeV
range and thus the average of the high resolution
results should be consistent with the present broad-
resolution values. The agreement is generally within
~1% as illustrated in Fig. lA. On the average, both
of the measured sets of values tend to be systemat-
ically larger than a corresponding average constructed
from the ENDF/B-IV file. A somewhat similar trend
was observed in the comparison of the measured and

evaluated neutron total cross sections of Cr shown in

Fig. IB. These comparisons suggest that experimenters
have not generally given proper consideration to the
interplay of resolution, sample thickness and resonance
structure and that, as a consequence, the neutron-total-
cross-section data base in the highly fluctuating struc-
tural region may be systematically distorted to too
low values in the MeV range with consequent impact upon
the evaluated files. Similar problems are known to
occur in other mass-energy regions-

The ^°Ni neutron total cross sections measurements
had to be confined to a single and relatively thick
sample. As a consequence the measured values are
systematically lower than an equivalent average con-
structed from the better resolution results of Clement
et al.^" at lower energies as illustrated in Fig. IC.
Numerical estimates suggest that the present values are
distorted by 5-10% (or in the extreme, 20%) toward too

E,M<V

B

Cr

En.M«V

c

a 3

E„,MeV

Fig. 1. Neutron cross sections of: A Iron, present
total-cross-section results (0), equivalent average

of the Ref. 9 values (X), and ENDF-IV (curve). B.

Chromium, present total (0) and elastic-scattering

() results, and ENDF-IV (curves). C. o^Ni

,

Present total (0) and elastic scattering () results,

equivalent average of total cross sections of Ref. 10

(X), and results of model calculations (heavy curves).

B. Neutron Elastic Scattering

Elastic neutron scattering cross sections were
measured at incident energy intervals of <50 keV from
1.5 to 4.0 MeV with incident-energy resolutions of
r20-60 keV. The objective was an angle-energy scope
that would well define the elastic scattering cross
sections to an intermediate energy resolution. The
individual differential scattering cross sections were
generally determined to 5 to 8% accuracies. Statisti-
cal uncertainties contributed 1-3% to the overall un-
certainties. Correction procedures, including those
for effects due to angular uncertainties, made a

similar small contribution. The largesl; contribution
to the overall uncertainty came from the calibration
of the detector efficiency (typically 3 to 5%). The
uncertainty in the H(n,n) standard was a small factor
(i.e. in).
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Despite the relatively-broad incident-energy

resolutions, considerable variation in the distribu-

tions with energy was discernable throughout the mea-

sured energy range. Any single distribution was not

necessarily representative of the more general energy-

averaged behavior. A better representation of the

average behavior was obtained by averaging the mea-

sured values over 200-keV intervals with results as

illustrated in Fig. 2. With these 200-keV averages,

the behavior of the distributions varies reasonably

smoothly with energy, and is comparable with predic-

tions of the energy-averaged models.

The 200-keV averages of the present results were
least-square fitted with a Legendre polynomial expan-

sion from which the angle-integrated elastic-scattering

cross sections were derived. The accuracies of the
latter were generally 3-5%, i.e. essentially dominated

by the uncertainties associated with detector calibra-

tions. Representative elastic-scattering cross sec-

tions are shown in Fig. IB-C. The angle-integrated
elastic scattering cross sections fluctuate with energy

in a manner consistent with the fluctuations of the

neutron total cross sections. Together the two sets

of cross sections yield the non-elastic cross sections.

The non-elastic cross sections were generally known to

^% and consistent with the directly-measured neutron
inelastic scattering cross sections above 1.5-2.0 MeV.

C. Neutron Inelastic Scattering

Di fferential -neutron-i nel astic-scatteri ng cross

sections were determined concurrently with the elastic-

scattering values. Scattered neutrons were observed

corresponding to levels in Cr at 1.433 ± 0.009, 2.377

± 0.008, 2.665 ± 0.005, 2.778 ± 0.007 and 2.970 ±

0.006 MeV; in Fe at 0.853 ± 0.050, 1.389 ± 0.030,

2.097 ± 0.022, 2.579 ± 0.035, 2.677 ± 0.014, 2.974 ±

0.011 and 3.152 ± 021 MeV; and in ^°Ni at 1.342 ± 0.013,

2.168 ± 0.010, 2.304 ± 0.026, 2.509 ± 0.022, 2.636 ±

0.019 and 3.164 ± 0.041 MeV. These observed excitation

energies are averages of a number of independent mea-
surements and the uncertainties are RMS deviations from
the mean. The presently observed excitations correspond
reasonably well to previously reported levels as sum-

marized in the compilations of Ref. 12.

Angle-integrated neutron inelastic-excitation
cross sections were determined by least-square fitting
no fewer than four differential values at each energy
with Legendre-polynomial series. The uncertainties
in the differential-cross section values ranged from

a minimum of xb% for prominent and wel 1 -resolved neu-
tron groups at favorable energies to ^20% for less
well resolved and/or low-intensity neutron groups.

There was a similar spread in the uncertainties of •

angle-integrated cross sections ranging upward from a

minimum of

A major feature of the inelastic process is the
prominent excitation of the first, 2+, levels. These
levels are either vibrational (as in °°Ni^^) or rota-
tional (as in ^^Fe^^). The differential cross sec-
tions for the excitation of these levels fluctuate
with energy in a manner analogous to that of the
elastic scattering cross sections. In order to remove
these fluctuations the measured inelastic-scattering
distributions were averaged over si200 keV incident-
neutron energy intervals in the same manner as for
the elastic-scattering distributions. The resulting
averages behaved in a relatively smooth manner.
Furthermore, there was a trend from distributions
symmetric about 90 deg. at lower energies to those
that were somewhat peaked forward at upper energies
in a manner that could be expected as the result of

increasing contributions from direct-inelastic proces-
ses. Cross sections for the excitation of higher-
lying levels also fluctuated, and averaging procedures
were used to obtain the energy-averaged behavior in

the same fashion as outlined above for the first, 2+,

levels. Scattered neutron distributions resulting
from the excitation of these higher-lying levels were
generally essentially symmetric about 90 deg.

Fig. 2. Measured differential elastic scattering cross sections of chromium (A), iron (B), and ^^Ni (C).

The present experimental results are indicated by data points. Curves denote the results of fitting Legendre
expansions to the chromium and iron data and the results of model calculations in the case of 60|\|-j . ah data
have been averaged over 200 keV increments.
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The above direct-neutron measurements extended to

within siO.8 MeV of threshold. In the case of ^°Ni,

(n,n',Y) techniques were used to extend the measured

cross sections for the excitation of the prominent

1,342 MeV level to threshold. The measured relative

(n;n',Y) results were normalized to the directly mea-

sured (n;n') values near 2.0 MeV.

The angle-integrated neutron inelastic scattering

cross sections derived from the measurements are shown

in Fig. 3. There are a number of previously reported

results some of which are indicated in these figures.

The agreement with the present results varies from good

to very poor. Many of these previous results consist

of isolated or a few experimental values. The validity

of comparisons of isolated values is questionable in

view of the fluctuations in the cross sections and

unavoidable variations in experimental energy scales

and resolutions. Additional discussions of data com-

parisons are to be found in Refs. 3 to 5.

Many of the present neutron-inelastic-scattering

results can be compared with values given in the
ENDF/B-IV files, corrected to isotopic quantities where

necessary. The comparisons, indicated in Fig. 3 sug-

gest that portions of the differential inelastic scat-

tering files are discrepant with the present results

by 15-20% or more. Some of these discrepancies appear

in the largest inelastic excitation cross sections (e.g.

the 2+ level of iron) and amount to 5-10% (or larger)

discrepancies between measured and evaluated total neu-

tron inelastic-scattering cross sections. The present
inelastic-scattering results are further supported by

their consistency with the above non-elastic cross sec-

tions to within Ri5%, i.e. to within the experimental
uncertai nties.

IV. INTERPRETATION

The theoretical interpretations sought to: a)

establish spherical optical potentials providing an

acceptable description of the energy-averaged neu-

tron cross sections in this mass-energy region of

strong fluctuations, and b) explore the effect of

direct-inelastic processes in the neutron interaction.

The scope and detail of the present experiments pro-

vides a suitable foundation for such investigations.

The spherical optical potential was entirely
based upon the 200 keV averages of the measured dif-
ferential elastic-scattering cross sections. The
averaging increment was a compromise between a rep-
resentation consistent with the concept of the optical
model and the excited-level spacing influencing the
compound-elastic component. The initial step in the
deduction of the potential was a 6-parameter (real

and imaginary strengths, radii and diffusenesses) Chi-
square fit of a conventional surface-absorption optical
potential to each of the measured elastic-scattering
distributions. The compound-elastic contributions
were calculated using the Hauser-Feshbach formula with
width-fluctuation corrections^"* > The initial fitting
procedures reasonably defined real and imaginary radii
and diffusenesses. These four-parameters were then
fixed for subsequent and more detailed two-parameter
(real and imaginary strengths) Chi-square fitting pro-
cedures. The latter included the enhancement of

compound-nucleus components using the formalism of
Hofmann et al.^^. The level-density-distribution of
Gilbert and Cameron^^ was used for the description of
levels with excitations of ^3.0 MeV. The resulting
V (real strength) and W (imaginary strength) followed
a general linear energy dependence. Superimposed on

these general trends were relatively small (s: ± 1 MeV)

fluctuations with a periodicity of s^.5 MeV. These
fluctuations reflected those of the underlying data
bases. The fluctuations were not characteristic of

a general energy-averaged behavior and were ignored
in the resulting "general potenti'als" derived for
each target. These "general potentials" were the
basis for subsequent comparisons of measured and
calculated values and the investigation of direct-
vibrational processes. The numerical potential
parameters are given in "Refs. 3-5. It must be

stressed that these potentials are pragmatic parame-
terizations of the particular experimental results
and are not "global" or even "regional". Indeed,
there are pronounced differences between the poten-
tials. These differences may well be rooted in the
nature of the cross section fluctuations inherent
to each target. However, the "general potentials"

b"

En. MaV

Fig. 3. Measured inelastic-neutron-excitation cross sections of Cr (A), Fe (B) and ^"^Ni (C). The present
results are indicated by solid data points. Corresponding ENDF-IV values are noted by dotted (Fe and "'^Ni)

and solid (Cr) curves. Spherical (S or no notation) and deformed (D) model results for ^^Ni are indicated
by solid curves.
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provide an acceptable description of measured
neutron-elastic-scattering cross sections of each

target as illustrated in Fig. 2C. Differences be-

tween measured and calculated results were generally
small and ramdom in nature as might be expected from

the residual fluctuations and doorway configurations^^.

Comparisons of measured and calculated neutron

total cross sections follow the same general trends

as those of the angle-integrated elastic-scattering
cross sections. In addition to the effects of fluc-

tuations and doorway levels there were the problems

of experimental sample-size perturbations outlined

above. The differences between measured and cal-

culated values were generally within the range of

estimated experimental perturbations alone. The
inability of optical potentials based upon higher-
energy elastic scattering to describe neutron total

cross sections near 1.0 MeV in this mass region has

long been observed. As outlined above, much of thi-s

discrepancy may be experimental in origin, but there
may also be a shortcoming in the concept of a simple
spherical optical potential. In either event, there
remains an uncertainty in energy-averaged neutron
total cross sections in this mass-energy region of

!s:10% in a number of nuclides.

The neutron-inelastic-scattering cross sections
calculated using the spherical "general potentials"
were qualitatively descriptive of the measured values
(as illustrated in Fig. 3C) but there were quantita-
tive discrepancies. The calculated excitation of

the first, 2+, levels tend to be larger than the
measured values below a2.5 MeV and smaller above
«3.0 MeV. These differences are s:10-30%. In addi-
tion, the calculated angular distributions of scat-
tered neutrons do not show the forward peaking
observed at higher energies. Some of the compari-
sons between measured and calculated excitation
cross sections do suggest reconsideration of some

previously assigned J-n values (see Refs. 4-5).

At higher incident energies (e.g. ^3.0 MeV)

the above spherical interpretations have three short-
comings: a) the calculated excitations of the first,
2+, levels are systematically smaller than the meas-
ured values, b) measured neutron distributions re-

sulting from the excitation of the first, 2+, levels
are not symmetric about 90 deg. as predicted by theory,
and c) the measured elastic-neutron distributions
deviate systematically from the calculated values as
4.0 MeV is approached. It is difficult to attribute
these shortcomings entirely to fluctuations and/or
the level -density approximation employed in the cal-
culations. However, qualitatively the above features
are characteristic of direct-inelastic processes.
Coulomb-excitation, (T,n) and stripping studies in-

dicate that the first excited, 2+, levels are rota-
tional (e.g. ^^Fe) or vibrational (e.g. 6°Ni) states.
The effects of these direct interactions were esti-
mated using a coupled-channels calculation, coupling
the ground (0+) and first-excited state assuming the
B2 values of Ref. 18. In doing so it was assumed that
direct and compound-nucleus processes were approximately
separable and that the latter could be reasonably cal-
culated using transmission coefficients derived from
the spherical potential. The "general potentials"
were used for the direct calculations except for the
imaginary strengths which were adjusted to improve
the description of the observed differential elastic-
scattering distributions. The direct calculations
were an approximation in that they did not derive
transmission coefficients directly from the deformed
potential nor was there an attempt made to explictly
Chi-square fit the measured elastic distributions
using the deformed potential. Such procedures would
have been very costly and deceptive if applied to
only a few measured distributions.

The coupled-channels results mitigated the
shortcomings of the spherical calculations. The
calculated distributions of neutrons resulting
from the excitation of the first, 2+, level were
peaked forward in the manner of the measured values.
The inelastic cross section magnitudes and the neu-
tron differential-scattering distributions were in

much better agreement with the measured values than
those obtained from the spherical calculations (as

illustrated in Fig. 3C). Thus the comparisons of
measured and calculated values suggest that direct-
inelastic processes are significant in the present
energy range. In particular they account for facets
of the interaction not consistent with the spherical
optical-statistical model. Consideration of direct-
inelastic interactions does result in modifications
of potential parameters relative to the spherical
model (e.g. 30% reduction in imaginary strength.
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NEUTRON RESONANCE PARAMETERS OF Br AND Br up to 15 keV

Makio OHKUBO, Yuuki KAWARASAKI and Motoharu MIZUMOTO

Japan Atomic Energy Research Institute, Tokai-mura, Ibaraki-ken, Japan

Resonance parameters of separated isotopes of bromine were measured using TOP spectrciteter of
tiapan Atcmic Energy Research Institute linear accelerator. Transmission and capture measurertents
were made with ^Li-glass and ttoxon-Rae detectors, on separated isotopes (-^98%) of ^%r and ^-^Br.

Resonance analyses were made on transmission data with an area analysis code, and on capture data
with a Itonte-Carlo program CAFIT, For ^Sgj- g|-o values for 156 levels below 10 keV are obtained,
and for ^-^Br 100 levels below 15 keV. Strength functions are obtained: for '^Br S^=(1.27 + 0.14)
xlO"^ below 10 keV, and for Sler So=(0.86 + 0.14)10-4 below 15 keV. Intentediate structures
are observed in the resonances of 8lBr showing clusters of levels at 1.2, 10, 11.5 and 14 keV,
vAiere the sum of gf§ vs. neutron energy shows steep rises.

79 81 f) —
[ ' Br {n,n) , (n, y) ,50eV~15 keV, resonance parameters, E ,gT ,T ,r,g, S , D ]

Introduction

Neutron cross sections of bromine are of inport-
ance as one of the fission products. Resonance para-
meters of these nuclides were rather poor; isotopic
assignments of resonances had not been made except low-
est 10 levels, though 157 levels of natural bromine
have been observed in the energy region below 4 kev4-'2/3)

In order to obtain precise resonance parameters of
these nuclides, transmission and capture measuremeiaits
were made on separated isotopes of ^%r and ^'Br using
the TOF spectraneter of the Japan Atomic Energy Research
Institute linear accelerator.

Measurements and Analyses

Measxjrements were mainly made at the 47-m station
of the JAERI linac TOF facility. '^^ Neutrons were
produced by bombarding a tantalm target with an elec-
tron beam of 120 MeV energy and 2 A peak current. The
beam pulse width was 30 or 80 nsec with repetition
rate 300 pps. Neutrons were traversed to the 47-m sta-
tion via evacuated flight tubes, and were collimated to
have the beam diameter of either 7 cm for capture meas-
urement on thin sanples or 3.5 cm for transmission
measurements on thick sanples. A 6Li-glass and a
MoxDn-Rae detectors were used for transmission and
capture measurements . Neutron flux on the sanples
was detected with a ^Li-giass transmission type flux
mDnitor, placed 1.1 m i:pstream in the nexitron beam.
Flight path distance was 47.08 m from the neutron
source to the capture saitple. Additional transmission
measurements of 8lBr were performed at the 190-m sta-
tion to achieve a better resolution, and for these
measurements another i-glass scintillators were em-
ployed.
Sanples used were separated isotopes of (98.61%)

and ^^Br(97.81%) in chemical fom NaBr, loaned by ORNL
isotope pool. Three kinds of sanple thicknesses
were adopted, 2 nm, 10 ran and 30 mm for each isotope.
For 2 mn sanple, NaBr powder was sandwiched with two
1 nin thick aluminum to have the dimension 120 mm x 90
ran. To keep imiformity in thickness a block guage
was used to make the sanple. These were for capture
measurements, and were set at the sanple position
inclined to 45 deg. to the neutron beam. For thick
sanple, the NaBr powder was packed in aluminum cylin-
ders to have the dimension 40 ran diameter and 10 ran

and 20 ran thicknesses. They were set in the collimated
beam of 35 ran diameter.
A time analyzer used was a TMC-4096, with a TOF unit
of a minimum channel width 31.25 ns vAiich was made

at this laboratory. The accumulated data were sent in
a disk-file of the FAOCM-230/75 at the ccitputer center
of JAERI. Resonance analyses and plottings were
made with the FADCMyi-230/75 in remote batch operation,
using FADOM-U-200 conputer as a terminal station in-
stalled at the linac laboratory.
Transmission raw data with open beam and correspond-

ing capture data for ^^r and BlBr are shown in fig.l,
viiich were measured with channel width of 31.25 nsec.
From these data isotopic identification of resonances
are clearly made even in the region of the 2.85 keV
sodium resonance. For transmission analyses, area
analysis program modified from the Harvey-Atta program
was used. Nexitron capture yields were obtained by
dividing the capture spectra by the neutron flux and
the efficiency of the Moxon-Rae detector. Effective
background in capture counts for NaBr was estimated
from the capture counts for a sanple of Na2CD3 powder
packed in the sane manner as that of the NaBr.
Capture yields for resonances were analysed by a pro-
gram CAFIT, in vAiich multiple scattering correction is

made by the Monte-Carlo nethod. r values were obtained
for assumed values of gf^ for two possible spin states
{J=l or 2) of the conpound nucleus.

Results

For 156 resonances of ^^r below 10 keV and 100
levels of 8lBr below 15 keV, paraneters are obtained
and listed in table 1 and 2, vdiere gf^ valines in the
region from 2.5 to 3.9 keV are taken from those of
Garg et al.^^ Cumulative number of levels vs.neutron
energy are shown in fig.2A for "^^r, and in fig.2E
for olBr. Level selections with several cut-off values
in gTS performed to see the level strength distri-
bution over neutron energy. Ordinary level spacings
are obtained from the curves ,vdiich correspond to cut-
off value of zero, to be

^^Br: <D> = 45 + 6 eV t>elow 3.5 keV

^W: <D>= 70 + 16 eV below 2.5 keV

Cumulative sum of gf^ versxjs nexitron energy are shown
in fig. 3a for 79bj- and in fig. 3b for Sler.

The gradient of the staircase plots is reasonably well
approximated by a straight line for ^^r, but it clear-
ly shows sharp rises at 1.2, 10, 11.5 and 14 keV and
probably at 4 keV for ^-'-Br. The intermediate
structiores of level distributions are due to the exist-
ence of level clusters at these energies, as also seen
in fig.l. It is to be rested that the number of levels

with gf^ values between 3 and 7 meV seems to be much
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Fig.l Transmission and corresponding capture counts vs. TOF channel for 79Br (i:5)per half) and "^rt lower half)i,

in the energy region fron 750 eV to 16 keV. Open beam are also shown with the transmission data.

4000

smaller than expected in a Porter-ThcitBS distribution.
The s-wave strength function for 79Br is obtained
from fig. 3 (A) as ,

"^^Br; So= (1.27 + 0.14)10"'^ below 10 keV

For S^Br local strength fxjnctions seem to have tv\0

values; one is 0.54 x 10~4 between level clusters,
and the other 3 x 10"^ in the region of the level
clusters. However if the intermediate structures are
neglected, the strength function is

8lBr; So= (0.86 + 0.14)10"'^ below 15 keV

In the energy region below 4 keV, Sq are (1.4 + 0.2)

x

10-4 antj (1.0 + 0.2) 10"^^ for '^r and ^J-Br respec-
tively, which are consistent with the value obtained
for natural bromine^) So=(1.2 + 0.18) 10"^ below 4 keV.

The ctoserved strength functions for both isotopes are
consistent with the trend in the mass dependence of
strength functions in the mass region of A=80.

The radiatioh width are obtained for 17 levels of
7"Br below 2 keV, and the average value<r ^is obtained
to be < r > 293 + 20 itEV r

Level spacing distribution between two arbitrary levels
are examined in the energy region from 9 to 15 keV of
8lBr, where three level clusters are observed. Then
spacings of 943 + 5 eV appear much frequently than in
the case of random level distribution.
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Table 1 Resonance Parameters of

Energy (eV) DE gf^ °<3r°) Energy (eV) DE g| Energy (eV) DE gr_ Dfgr^)

10

30

io'.i .'^4 lo.
135.5 .05 14.
20A.9 .1 0.41 .04
255.3

•i
0.058

536.4 o.n(>9 .0^
369.2 II 0.083 .01
560.0 .15 0.32 .05
578.4 .15 10.5 1.
668.4 .15 40. 4.
771.6 .2 0.07 .01

849.8 .2 0.9 .1
95<?. .5 0.15 .1

993.7 .3 0.83 .1
1038. .3 0.15 .05
1068.7 , 3 0.22 .03
1082.1 .3 0.5 0.1
1102.1 0.3 17.0 1.0
1146.3 . 3 ?0. 2.

1209.3 .4 60. 6.

1^75.9 .4 55. 5.

1440. .7 0.1 0.1
1547.7 .5 60. 6.
1666. .6 0.1 0.1
1708 . .6 1.4 0.2
1824. 1 . 0.5 0.1
1834. .7 8. 1.
1897. .7 1.0 0.1
1908. .7 0.3 0.1
20,1.5 .8 I3. 1.5
2097. 1.0 0.1 0,1

2140. .9 0.3 0.1
2250. 1. 1.7 0.2
2618.5 1.2 6.5 1.
2907. 1.4 40. 10.

40

50

60

^t
11. ?.
1.4 0.6

3121. 1.6 2.8 0.4
3163. 1.6 0.5 0.1
3202. 1.7 0.] 0.05
3586. 2.0 28. 4.

3610. 2.5 0.5 n.i
3694. 2.1 1.0 0.5
3782. 2.1 12.5 2.5

3890. 2.2 0.2 0.1
4O56. 2.4 1.0 0.3
4156. 2I4 1.0 0.3
4199. 2,5 32. 4 .

4289. 2.6 3.0 0.5
438?. 2.6 h. 5.

4488 .
2*7 ?3. 3.

45?9. 1 7 ^5
4725. kl it! 2,

4975. 0.6 18. ?.

51<57, 0.9 9.0 1.0
5642. 0.8 l'>. 1.5
6075. 0.8 20. 2.

6207. 1.2 6. 1.
6348. 1.5 2.5 0.4
6374. 0.9 13. 1.5
6547. 1.2 1.7 0.3

6705. 1.0 11. 1

.

6752. 1.0 3.5 0.5
6950. 1.5 2.0 0.5

6964. 1.5 1.0 0.5

7o6,.
7259. U 2.

2.

735q. 1.2 9. 1.
7716. 1.3 3. 0.5

70
8038 . 1.3 13. 1.
8106. 1.4 10. 1.

8182. 1.4 5.0 1.0
8329. 1.* 7, 1.

8666, 1.5 IT. 2.
8773. 1.5 18. 2.

9011. 1.6 12. 1.
9163. 1.6 4, 0.5
9704. 1.8 48. 4.

9881. 1.8 18. 2.

9964. 1.8 52. 5.
10109. 1.9 13. 1 .5

10165. 1.0 22. 2,
10278. 1.9 13. 1

.

10320. 1.9 13. 1.

106?2. 2.0 8 . 1.
11113. 2.1 25. 2.
11310. 2.2 5. 0.5
113«6. 2.2 24. 2.
11457. 2.2 10. 1.
11564. 2.2 48. 5.

11922. 2.4 22. 2.

12197. 2.4 8. 1

.

12326. 2.5 5. 0.5
12507. 2.5 18. 2.

12769. 2.6 6. 1.0
13266. 2.7 15. 1.5
13708. 2.9 17. 1.5
13998. 3.0 32. 3.

14169. 3.1 42. 3.

14346. 3.1 36. 3.
16430. 3.8 10. 2.
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Table 2 Resonance Parameters of Br

Energy (eV) DE
1—
/

nf r

)

\ 1 1

1—

'r Ln; ^; a

* 35.8 0.1 0 ^5

53.6 0.02
138.0 0.2 i" 03 8:Ji
189.3 0.1 ^ 2 J ±' ' a 50 j^f •

"1 / QJ / n

192.

a

.1 0.13 !o2

211. 0.1 0.043 .01
2 3 8.5 0.l3 •> 3

.

?

.

8cO.5^* cO. 300

.

1O

.

5/8
294 ,

1

0.2 1.5 0.3 330

.

50

.

260 . 30

.

3/8
318.3 0.2 1 9 2 0 8 50. 50

.

2 80 5/8
10 394.4 0.3 3.2 0I2 420. 50. 26o! 30. 3/8

463. 0.5 0.004 . Oui

467.9 0.4 1.3 0.2 300 . 50 •

402.5 0.4 1 5 0.2 300. *^ A _
230. <;0 • 3/8

490, 3 0.5 o.ne 0.02
564.7 0.5 12. 1.5 700. 50, 260. 20. 5/8
604.0 0.5 7.7 0.5 750. 50. 270. 30. 3/8
637.6 0.6 1.8 0.3
646.1 0.6 8.0 0.8 600. 60. 240. 30. 5/8
749.4 0.2 5 8 0 6 find loo 360 lO / 0

20 788 .0 0.2 13.0 1.5 920 . 70

,

290 • 30, 5/8

631.6 0.2 n QU . 0 n 1

870.2 0.5 0.02
892.5 0.3 0.75 0.1
930.4 0.3 5.5 0.5 ( •

1 aa ^ oU • 3/8
l02*.5 0.5 0.1 0.0^
104?.8 0.3 0.9 0.1
1164.7 0.3 U . 1

6

1186.8 0.3 0.6 0.1
l200.3 °. ^ 6 , 2

.

2tOn •*0a ^2n 3n 5/8
30 1228.0 0.4 A An

1311.8 0.5 ft 7 *; A 1

1379.5 0.5 1.1 0.1
1454.8 0.5 J. H « X • 1800. 200

,

420, 40

.

3/8
1469.6 0.5 7 • 5 0*5
1404.4 0.5 0.15 0.05
1531.5 0.5 3^. 3. 2700. 300. 330. 30. 5/8
1571.3 0.6 1 • 8 0.2
1590.0 0.6 17. 1

.

1300. 200, 300

.

30. 5/8
1634. 0.8 0.3 0,1

40 1721.3 0.6 6.5 0.6

1744. 0.8 0.17 0.03
1771.5 0.7 g ty 1

1 •

1803. 1.0 0.05 0,05
1829.1 0.7 • 2300 * 300

.

360 40 . 5/8
1874.5 0.7 38. 4

,

1969.0 0.8 5 4 0 5

2081 . 0.9 1
1 •

2096. 0.9 1 1 1

2^99. 1^0 a A <^U.J
2209. I'O JO, 0

c •

22^,1. 1.0 0.5 0.1
2340. 1.0 10, 1.5
2370. 1.0 3 ^

2380. 1.0 4 •

2467 . 1 . 2 2,5
2506. 1.2 9. 2.

2 5 1. 8 . 1.2 29
2579. 1.2 8 • 1

.

2595. 1.2 •J 1

.

60 2691. 1.3 U . £

2709. 1.3 6. 1 .

2729. 1.3 0,5 0.1
2759. 1.3 1 - "a1 3 0*2

2770. 1.4 3.2
2850

.

1.'* 0.06
2897. 1.4 12. 4.
2927. 1.4 2 7 u • c

2956. 4

.

2

.

70
297°. 1.5 2.

i ' 043009. 1.5 'J . 1

3102

.

1.6 0.15 0.05
3167. 1.6 30. 4 .

3222. 1.7 16.5 3

.

3327. 1.8 5

.

0-8
3346. 1.8 13. 2.
3401. 2. 2. 0.4
34 }7. 2. 0.5 0.2
3490. 2. 0.1 0.1

80
3509. 1.1^ 0.3
3528. 0.5 0.2

Energy (eV) DE gf^ D{gr°)

90

110

I2O

150

362 5. 2.1 2.5 1

.

3718. 2.1 7.5 2.

3743. 2.2 0.5 0.1
3859. 2.2 12.5 2.5
3895 . 2.2 2.5 0.5
39''7' 2*2 3.5 1

.

4002 . 2,5 0.2 0.1
4025

.

2.4 4. 0.5
2.4 4.2 0.5

40^6

.

£ . 4 1

.

(J . 2

4 \ 4 0 . 2

.

15. 3.
4lB3. 2.5 33

.

3

.

4279. 2.5 13. 2.
4342. 2.6 0.5 0.2
437?. 2.6 3. 0.5
4407. 2.6 5. 1.

4461. 2.7 16. 1.
4530. 3. 1.0 0.3
4573. 3. 0.5 0.2
4645, 2.8 u. 1.

4714

,

2.8 7

.

1

.

4775. 3. 6. 1.
4966. 3-2 18 . 5.
5016. 3*2 2

,

u , 3
n 0 ^ J • J 1

.

A 'K

5123. 3-4 3. 0.5

JJm
5263. 3.5 4. 0.*5

5299. 3.5 1. 0.2
5353. 4. 1.0 0.3

J J 7 tJ . J . 0 n s

5431. 3.7 4. 0.5

5752. 3.9 1. 0,3
5900. 5

.

10. 5

.

6000. 20. 5.

6032 . 4.5 6. 1.
6O7O. 4.5 2

.

0.5
6180. 4.5 66. 10.
6320. 4.5 4 . 0.5
0 J V 0 •

4 2n •1
J .

£ Q c6 5 5 J . 1

.

0 . i

6623. 4!8 8. 1.

6722. 5.0 8. 1.
6792. 5.2 6, 1.

6863. 6. 2. 0.5
6897 . 5.3 10. 2

.

7075. 5.4 16. 2.
7100. 5 .

5

20. 3.

7^65. 5.6 5. 1.
7222 • J . 1

.

K 0

518 E:5
7457. 5.8 18. 2.
7a QQ A nD . u •J 11 .

7544

.

A n0 . u 9 2

7606

.

6.1 ^

,

A R

7662. 0 . ^ A 5 .

7704

.

6.3 10 • 2 •

7 7 A 7 7 1X . A S

784^^. 6.4 6. 1.

7952. 6.4 1

.

7988 . 6.6 10! 2.
8080. 6.6 2 . 0.5
8228 . 6.9 5, 1

.

8367. 7.0 25. 4.
3430. 7.1 8

.

2.

8480. 7.2 8

.

2.
8665 . 7.4 6

,

2

.

8786. 7.6 8

.

2

.

9009. 7.8 33. 5.

92A4. 8.2 4

.

9'»03. 8.4 3.
9479. 8.5 7. 1.

9685. 8.7 13. 2.
9808 . 8.9 2.
9920. 9.1 2.

* data frcffti reference 1.
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CROSS SECTION ADJUSTMENT APPLIED TO ESTIMATION OF UNCERTAINTY IN THE BREEDING RATIO OF AN LMFBR

J. H. Marable, C. R. Weisbin, and G. de Saussure
Oak Ridge National Laboratory

Oak Ridge, Tennessee 37830, USA

Eleven fast-reactor benchmark experiments and two neutron-field benchmark experiments
were applied to a least-squares adjustment of a 26-group cross section library based pri-

marily on ENDF/B-IV. The covariance data includes correlations between cross sections for

different energies, reactions, and materials, and between integral experiments, and covari-
ances of calculational bias factors due to specific modeling and calculational procedures.
The results of the adjustment are applied to the determination of the uncertainties in the
multiplication factor and in the breeding ratio of a large LMFBR design model fixed by the
Large Core Code Evaluation Working Group (LCCEWG).

[least-squares adjustment, group cross sections, fast reactors, integral experiments, LMFBR,
breeding ratio, uncertainty analysis, sensitivity analysis, calculational bias uncertainties]

Introduction

The significance of nuclear data uncertainties to

LMFBR design performance parameters and the resulting
economic implications have been generally recognized.

^

Uncertainties in calculated performance parameters may
necessitate excessive and expensive design margins.
In order to reduce these uncertainties, integral ex-
periments are often introduced. Using recent develop-
ments in sensitivity and uncertainty analysis, this

study applies a large data base of fast reactor bench-
mark sensitivities, of nuclear data uncertainties, of

integral experiment measurements and uncertainties,
and of computed results for integral experiments and
design parameters to calculate the uncertainty in the
criticality and breeding ratio of a representative
design model of a large LMFBR. The analysis

includes the capability to handle methods uncertain-
ties and the results of related data adjustments,
based essentially upon ENDF/B-IV, are also reported.

Methods Biases

In order to include calculational uncertainties
in the least-squares adjustment, bias factors are
introduced. These bias factors b are calculation-B-
to-Calculation-C ratios, where calculation B is sup-
posedly based on a more precise calculational tech-
nique or on a more realistic model than is calculation
C. Conceptually, a chain of calculations is envi-
sioned

A^B->C^...^Y-^Z

where A corresponds to the real reactor being con-
sidered and Z represents the model actually calculated
along with the accompanying approximating techniques.
The other members of the chain B, C, Y correspond
to intermediate models and calculational techniques.
All calculations of the chain are based on the same
evaluated nuclear data file. The response R(A) for
the real reactor (and the nuclear data base) may be

obtained from the calculated response R(Z) by applying
the bias factors in turn, R( Y)/R(Z) , . . . ,R(A)/R(B)

.

Consider now the uncertainty in R(A) due to cal-
culational and modeling uncertainties only. Presum-
ably there is no uncertainty in R(Z) since that is

exactly what is calculated. Hence the uncertainty in

R(A) is the accumulation of the uncertainties of the
individual bias factors.

Adjustment Procedure

The least-squares adjustment including calcula-
tional uncertainties is based on the following formula

x, = X + P(x -X )a e c e'

where x is a vector whose components are integral ex-

periment values I^ , bias factors b|^, and discretized
nuclear data (i.e., group cross sections) Opp, respec-
tively; i.e.,

X = {Ii, ---Ij^. bi, ...b|^, oi, •a^j^}

Subscripts a, e, c refer to the adjusted, experimental,
and calculated values, respectively. P is a projection
operator in this N+K+M dimensional space given by

P = B s^ G'^ s

where B is the covariance matrix for the evaluated
values of the components of x, s is a generalized sen-

sitivity matrix (superscript T indicates the transpose)

s = [-1 : 3 : s]

consisting of three submatrices: the negative unit
matrix and the relative sensitivities 3 and S of the

calculated integral quantities with respect to

b and the nuclear data a, respectively. G is given by

G = s B s^ .

Integral Experiments

The integral experiments used in this study were
k^^r and central reaction rate ratios for four CSEWG
fast benchmark critical assemblies, ^ and two reaction
rate ratios in a clean benchmark neutron field. The
facilities in which the measurements were made include
critical assemblies of interest to the designer of a

demonstration size reactor as well as those of interest
to the designer of a large commercial power plant. The
ZPR-6/7 and ZPR-6/6A have spectra characteristic of

large, dilute mixed-oxide assemblies. The ZPR-3/48 and
ZPR-9/31 are similar to the above two but are carbide
rather than oxide assemblies. The ^^^U fueled ZPR-6/6A
was included because ^^^U fission is used as a standard
for cross sections in a number of important materials
including ^^^Pu and ^^^U. Two benchmark experiments
were carried out in the Intermediate Energy Standard
Neutron Field (ISNF)^ of the National Bureau of Stan-
dards (NBS). The spectrum of this facility is that
resulting from the slowing down in carbon of neutrons
from the thermal fission of ^^^U. The lower energy
region of this spectrum is modified by the use of a

boron shell.

These thirteen integral experiments are listed in

Table I with the experimental values, standard devia-
tions, and calculated values, calculation-to-experiment
(C/E) ratios, references. Not shown are correlations
which were evaluated by Collins and Lineberry"* for the

fast reactor integral experiments and by J. J. Wagschal

,

R. E. Maerker and D. M. Gilliam^ for the ISNF experi-
ments.
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Table I. Integral Experiment Values
and Standard Deviations.'^

Assembly Std.
and Measured Dev. Calc.
Response Value (%) Value C/E

ZPR-6/7:

k 1.000 0.

1

0.9847 n

28f/t*9f 0.02422 2.9 0.02339 0 .966

0.1422 2.3 0.1526 1 .073

ZPR-3/48:

k 1.000 0.1 0.9914 0 991

7PD Q /tl

•

k 1 . 000 n 1 u. yooo 0 .989
25f/it9f 1.036 2.4 1 .0142 nu Q7Q

28f/it9f 0.0300 2.6 0.0287 0

28c/^9f 0.1230 2.3 0.1313 1
1 vO /

ZPR-6/6A:

k 1 .000 0.

1

U yob

28f/25f 0.02388 2.8 0.02228 0

28c/25f 0.1378 2.7 0.1419 1. 030

ISNF:

it9f/25f 1.155 1.3 1.119 0. 968

28f/25f 0.0920 .62 0.0855 0. 929

These data are from References 4-10.

Sensitivity Coefficients

Sensitivity coefficients for the benchmark fast
reactor critical s for reactions other than ^38^ -jf,.

elastic were obtained from the sensitivity data
libraryii"i3 distributed by the Radiation Shielding
Information Center (RSIC). These sensitivities were
calculated at Oak Ridge National Laboratory using the
FORSS sensitivity code system^** and at the Argonne
National Laboratory using the VARI-ID code.^^

Nuclear Data and Bias Factors

The nuclear data used for the calculations of the
integral experiments and for the adjustment reported
here are based on ENDF/B-IV nuclear data evaluations
with one exception - the ^^^U inelastic cross section
data were taken from the ENDF/B-V evaluation!^'

'

because evaluated covariances were available for this
version only. The data included for adjustment
include v, Of, and of ^^^U, ^^^U, ^^'^Pu, of
2^0Pu, of 0, (Version V) of 238u^ and 2 3 5u
235Pu fission spectrum parameters. Several nuclear
data with relatively small sensitivities were not
included in the adjustment although some of these data
may have relatively large uncertainties.

The covariances for the cross sections and for v
are based on a 26-energy-group structure. However,
the 239pu and 235u fission spectra were each described
by two parameters, the mean energy E of the fission
neutrons and the relative root-mean-square width M of
the spectrum about the mean, explicitly given by

where x(E) is the fission spectrum. For the^se two fis-
sion spectra the relative uncertainties in E were eval-
uated by Peel 1 as 2%. The un£ertainties in M were
evaluated as 5% uncorrelated to E.20 The covariance
files for the ENDF/B-V 238u inelastic cross sections
were represented by grouping 26 levels and the contin-
uum into ten sets with a 26x26 covariance submatrix for
each set.21'22

The totality of covariances used in the adjustment
(taken from References 3, 4, 6, 10, 19, 20, and 22-26)
form a large matrix, which is represented schematically
in Fig. 1. The covariances of the integral experiments,
as described in the previous subsection, are repre-
sented by the first box. The second box along the
diagonal represents the covariances of the calcula-
tional and modeling biases. Starting in the third row
and third column, each box represents a 26x26 cross
section covariance matrix up to and including the
oxygen elastic cross section covariance. The next box
on the diagonal represents th^e 4x4 covariance matrix of
fission spectrum parameters E and M for 239p^J 3,^^ 235u^
and the next to last row and column represent the ten
sets of 238y inelastic levels. The last box represents
the nuclear data uncertainties associated with the flux

(f)
of the ISNF dosimetry field. Bias factor uncertain-

ties used are given in Table II.

INT. EXP.

BIAS

25f

25c

25-

28f

28c

28 V

19f

190

19-

10c

0 EL

X

28 IN,

Fig. 1. Covariance Data for Fast Reactor Applica-
tions. The matrix is symmetric, but the upper half is

left blank for simplicity of presentation. Below the
principal diagonal a blank box represents an unknown
covariance to which we have assigned zero values.

Table II. Bias Factor Relative Standard Deviations''

Relative Standard Deviations for Various Effects

Assembly Response
Plate ,

Streaming

m
Hompgeneous/
He terogeneous

(%>

Unit Cell ,

Non -normal ity

m
Cross Section

Processing
(2)

ZPR-5/7 k 0.03 0.2 0.4

0.12 0.5 1.1 0.3

0.05 0.3 0.1 0.9

ZPR-3/48 k 0.03 0.2 0.4

ZPR-9/3I k 0.03 0.2 0.4

0.04 0.2 0.8

28f/'49f O.U 0.5 0.8

28(./i.9f 0.05 0.3 0.9

ZPR-6/6A k 0.03 0.2 0.4

2Sc/"f 0.05 0.3 0.9

2ef/25f 0.12 0.5 0.8

j' J(E - E)^2x(E)dE"

j

^Bias factors corresponding to different responses or different effects are

assumed to be uncorrelated. Those corresponding to the same response (but

in different assemblies) and the same effect are assumed fully correlated.

^These data are taken from McKnight and Collins.

"^heso data are from Weisbin et al.^
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Table III. Effect of Adjustment on Integral Values and their Uncertainties

C - E^ ,„x A - E^ /o,x Std. Dev. Std. Dev. Std. Dev. S.D. Ratio S.D. Ratio
Response Facility C C Exp. {%) Calc. {%) Adj. (%) (Adj. /Exp.) (Adj./Calc.)

k ZPR-6/7 -1,555 -0.043 0.1 3.7 0.1 0.95 0.03

ZPR-3/48 -0.869 0.019 0.1 3.6 0.1 0.98 0.03

ZPR-9/31 -1.134 0.037 0.1 3.7 0.1 0.94 0.03

ZPR-6/5A -1.493 -0.007 0.1 2.6 0.1 1.00 0.04

28f/49f ZPR-6/7 -3.551 -2.145 2.9 5.6 2.0 0.70 0.36

ZPR-9/31 -4.392 -2.477 2.6 6.0 2.1 0.79 0.34

28f/25f ZPR-6/6A -7.178 -2.815 2.8 4.3 1.8 0.63 0.41

ISNF -7. 628 -0 17? 0,62 3.2 0.6 0.97 0.19

28c/'*9f ZPR-6/7 6.810 0.850 2.3 8.9 1.5 0.67 0.17

ZPR-9/31 6.296 1.830 2.3 9.5 . 1.5 0.67 0.16

28c/25f ZPR-6/6A 2.880 -2.495 2.7 7.7 1.8 0.67 0.23

25f/49f ZPR-9/31 -2.147 -1.632 2.4 6.2 1.4 0.57 0.22

i49f/25f ISNF -3.259 -1.034 1.3 5.1 1.0 0.82 0.21

"^The calculational biases are included in the calculated values (C) and the adjusted calculational biases

are included in the adjusted values (A).

The Adjustment

Table III summarizes the adjustment of the inte-
gral parameters. The adjusted data bring the calcu-
lated values closer to the experimental values and
reduce the estimated standard deviations.

It can be seen from Table III that the adjustments
of the integral responses are fully consistent with the
measurements: all differences between adjusted values
and measurements are smaller than the combined standard
deviation of the experiment and the adjusted calcula-
tion. Similarly, all differences between adjusted
values and calculated values (based on the adjusted
group cross sections) are less than the combined stan-
dard deviations of the adjustment and the calculation,
except for the 238u to ^ssy fission ratio in the ISNF
neutron field. This exception may be associated with
the change in the 235u fission spectrum. This consis-
tency in the adjustment is also reflected in the over-
all x2 per degree of freedom which is 1.2. Self-
shielding factors, which may be significant for 238u
capture, have not been included as adjustment.

The adjustment of the group cross sections of some
of the most important reactions is summarized in Tables
IV through VII. Each adjustme_nt is small compared to a
standard deviation except for E of 235u (jable VII),
for which adjustment is 1.6 standard deviations, and
for 238u capture between 0.5 and 40 keV (Table VI) and

fission between 9 and 500 keV (Table V). For
these latter two the adjustments are of the order of
one standard deviation.

The significant reduction in standard deviation
for 239pu V suggests the possibility of using an ad-
justment to improve the evaluation of some group cross
section, or some nuclear parameter, for use outside the

adjustment. In principle, this should be possible.

However, it has not yet been shown that adjusted cross

sections incorporating integral experiments will re-

sult in more reliable calculations if applied to situ-

ations quite remote from the integral experiments.

Neither has it been shown that one can make more reli-

able predictions by selecting a part of the adjusted

results on the basis of some criterion, such as the

ratio of adjusted to unadjusted standard deviations.

The LMFBR Design Model

The large fast breeder design chosen for this

study is based on the model specified in the first pro-

blem issued by the Large Core Code Evaluation Working
Group (LCCEWG).27 This is a 1200 MWe conventional
pi utonium-oxide fueled LMFBR with two core zones and a

blanket of depleted uranium. The performance parame-
ters are the multiplication factor k and the breeding
ratio, which for this static model (mid-equilibrium
cycle) is defined as fertile captures in the reactor
divided by fissile absorptions in the reactor. The
fertile nuclides here are ^ssy and and the

fissile nuclides are ^^^U, 239pu and ^'tipu.

Folding the LCCEWG sensitivities with adjusted
covariance matrix gives the effect of the adjustment on

the calculated uncertainties of the LMFBR performance
parameters, as indicated by the results presented in

Table VIII. These results indicate that a design goal

of 1/2 percent in k and 2 percent in breeding ratio

should be attainable with present calculational methods
if one incorporates the results of integral experiments.
In calculating the standard deviations and the adjust-
ment changes shown in Table VIII, it v/as assumed that

the cross-section-processing and the homogeneous-to-
heterogeneous bias factors used in the adjustment for k
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Table IV. Adjustments to 239pu ^ Table VI. Adjustments to ^^^U Capture

Upper
Energy Change (%)

Std. Dev.

Old (%)

Std. Dev.

New (%)
Upper
Energy

Change
{%)

Std. Dev.

Old {%)

Std. Dev
New (%)

17.33 MeV -0 39 1 47 1.30
1

7

33 MgV 1 1 27 Q 127 0

10.00 -0 19 0 97 0.90
1

0

00 _2 3 84 ] 73.

5

6.07 -0 .37 1 42 1.26 c
0 C\l

\jI 9 2 3 1

QO 49 1

3.68 -0 18 0 99 0.93 o
J Do 5 26 8 25.8

2.23 0 00 0 59 0.57 9 9'5
C J 1 ] 1 D 9

c. 13.8

1 .35 0 21 0 44 0.33 1
1 jD _7 5 n

y 16.3

0.82 0 31 0 52 0.29
U Q9 -5 5 1 7

1 /
c
J 12.5

0.50 0 45 0 79 0.44 nu DU -3 7 1 0 ] 8.6

0.30 0 45 0 79 0.44 Q _3 0 1

3

10.5

0.18 0 45 0 79 0.44 nU 1 o _2 Q 1 u
3 O.U

0.11 0 45 0 79 0.44 u 1

1

-4 8 oo OO 6.8

67.38 keV 0 45 0 79 0.44 C 7 Jo KGV _3 Q 7

40.87 0 45 0 79 0.44 /I n Q7o/ -7 g Qy Q

24.79 0 45 0 79 0.44 7Q -12 Q 1 ] 7.4

15.03 0 45 0 79 0.44
\ D U J -14 Q 1

4

g 10 5

9.12 0 45 0 79 0.44 q 1

2

-12 7 1

3

2 9.2

5.53 0 45 0 79 0.44 53 -7 5 g Q 7 1

3.36 0 45 0 79 0.44 36 _g 8 ] 1

2.04 0 45 0 79 0.44 2 04 -12 3 12 3 10.2

1 .23 0 45 0 79 0.44 1 23 -8 4 8 0 6.6

0.75 0 45 0 79 0.44 0 75 -6 9 8 1 7.2

0.45 0 45 0 79 0.44 0 45 -9 1 13 5 12.5

0.28 0 45 0 79 0.44 0 28 -5 2 7 7 7.1

0.17 0 45 0. 79 0.44 0 17 -3 3 4 9 4.6
0.10 0 45 0. 79 0.44 0 10 -0 0 0 0 0.0
0.4 eV 0 42 0. 83 0.61 0 41 eV 0 0 3 2 3.2

Table V. Adjustments to 235(j Fission

Upper Change Std. Dev. Std. Dev.
Enerqy (%) Old {%) New (%)

17.33 MeV 1.4 4.0 3.9

10.00 1.8 3.5 3.2

6.07 2.0 3.0 2.6

3.68 2.1 3.0 2.4

2.23 1.2 2.3 1.9

1.35 -0.1 2.3 2.0

0.82 -2.0 3.5 3.2

0.50 -2.2 2.9 2.5

0.30 -2.4 2.8 2.5

0.18 -2.1 3.3 3.0

0.11 -2.7 2.7 2.2

67.38 keV -2.8 3.0 2.4

40.87 -3.0 3.0 2.2

24.79 -3.4 3.7 2.9

15.03 -3.5 3.9 3.1

9.12 -3.7 5.0 4.1

5.53 -3.7 5.0 4.1

3.36 -3.9 5.6 4.7

2.04 -4.0 5.8 4.9

1.23 -2.5 3.7 3.1

0.75 -1.4 3.2 2.9

0.45 -1.4 3.1 2.8

0.28 -1.4 3.1 2.8
0.17 -1.4 3.2 2.9

O.IO -0.8 1.9 1.7

0.41 eV -0.0 0.3 0.3

Table VII. Adjustments to Fission Spectra Parameters.

Std. Dev. Std. Dev.
Parameter Change (2) Old {%) New [%)

0.21 2.0 1.71

- 1 .38 5.0 4.30

3.26 2.0 1.37

M25 -2.67 5.0 4.81

Table VIII. Performance Parameters, Standard Deviations, and Effects of
Adjustment for the LCCEWG Model.

Performance
Parameter

Calculated
Value
Based on

Evaluated
Data

Change in

Calculated
Value due
to Adjust-
ment (%)

S.D. 's based on

Evaluated
Nuclear Data and
Methods Biases

(%)

S.D. 's based
on Adjustment
Including Inte-
gral Experiments

(«)

k 1.000 1.5 3.1 0.3

B.R. 1.15 -5.5 7.2 1.9

B.R. (critical) 1.15 -2.5 3.4 1.7

and for 28c/'t9f gf the plutonium assemblies applied to

k and to the breeding ratio, respectively, in the

LCCEWG LMFBR design.

Conclusions

The above results support previous conclusions

that good clean integral experiments are required for

accurately predicting large LMFBR physics performance.

Moreover, the associated data adjustments suggest pro-

blem areas in which nuclear data, group cross section

preparation, and a consistent treatment of the reso-

nance region may need further study. (A more detailed

report of this work has been submitted to Nuclear
Science and Engineering. )
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RELATIVE CONSISTENCY OF ENDF/B-IV AND -V WITH FAST-REACTOR BENCHMARKS

Y. Yeivin,^ J. J. Wagschal ,^ J. H. Marable and C. R. Weisbin
Oak Ridge National Laboratory
Oak Ridge, Tennessee 37830 USA

On leave from the Racah Institute of Physics, Hebrew University, Jerusalem, Israel

The consistency of eleven selected fast-reactor and two neutron-field integral experiments
with the ENDF/B-IV and -V libraries was examined by considering contributions to chi-square.

Integral measurements least consistent with each given library were identified one at a time,

and the particular cross sections which were significantly adjusted at each step were also
identified. The results of this analysis demonstrate that, with respect to twelve out of the

thirteen integral measurements considered, ENDF/B-V is a marked improvement over Version IV in

the sense that (a) the integral data are signif icajitly more consistent with Version V than with
Version IV, (b) fewer cross sections need to be adjusted to achieve agreement between all the
experimental data and the corresponding values calculated by Version V, and (c) the necessary
adjustments are smaller.

[least-squares adjustment, group cross sections, fast reactors, integral experiments, chi-square,
data testing, data consistency, ENDF/B-IV, ENDF/B-V]

Introduction

The motivation and plan for a large-scale under-
taking at ORNL to produce an adjusted cross-section
library for fast-reactor core-physics analysis has been
elaborated in a recently published report.' Although
some consider the ideal ultimate product of adjustment
to be an improved basic data (energy-point) library,
the more immediate and practical goal here is the gene-
ration of a multigroup cross section and covariance
library to estimate core physics performance with a

minimum of data-related bias and to quantify perform-
ance uncertainties. In the last decade adjusted multi-
group libraries have been used extensively by reactor
designers throughout the world, and many now consider
that least-squares adjustment of group constants is a

most practical way to extrapolate measured performance-
parameters to similar systems. For other than a very
restricted use of the adjusted library, the quality of
the input data is critical, and therefore the emphasis
here is on using carefully analyzed integral data (in-

cluding uncertainties and correlations) and on adjust-
ing cross sections for which evaluated uncertainty
files are available.

Unless convincingly demonstrated, the validity of
any adjusted nuclear data library can be challenged.
Nevertheless, the adjustment procedure can point to

cross sections and integral data which deserve re-ex-
amination, as well as to modeling and calculational
methods inadequacies. With this in mind, procedures
were developed to analyze the consistency of the data
used to adjust the cross sections. The first such pro-
cedure to be applied was originally intended to iden-
tify definitely irregular integral data (in a compara-
tive sense to be discussed). A similar procedure has
been successfully applied in the past to achieve im-
proved agreement between measured data and correspond-
ing calculated values.

2

This procedure turned out to be a very practical
and effective tool for "data testing," and the purpose
of the present paper is to report preliminary results
of the application of this procedure to data testing
of ENDF/B-V. Since this procedure has also been ap-
plied to ENDF/B-IV data, we are able to present a com-
parison of these two libraries. In fact, much more
can be gained from a comparative analysis of two or
several libraries than from data testing of just one
given library, be it even the latest and supposedly the
"best."

In what follows we shall briefly outline the
theoretical basis for our analysis, specify our input

data, describe the results and present a partial
analysis.

Procedure

Our starting point is the observation that the
quantity which, in the context of least-squares adjust-
ment, is referred to as is acually a measure of the
consistency between the measured and calculated values
of the integral parameters. In other words, if the row

= (i^i, r2,...,rn) is the transpose of the column
vector of the experimental responses (integral data),
r = r(a) the corresponding vector of calculated re-
sponses (the vector a is the given cross-section
library), and d = r - r, i.e., the vector of the devia-
tions between the two, and if C^j is the covariance
(uncertainty) matrix of the deviations d, then our
statement is simply the identity

= d^C'^d. (1)

To derive this identity we note that by defi-
nition, is the minimum of the quadratic form

Q{a')= (r-r')*C'Mr-r^) + (a-a')^ Cjl(a-a'), (2)

where

r' = r(a') = f + S • (a'-a) . (3)

A common notation was used for all quantities in Eqs.

(2) and (3): is the covariance matrix of the given
cross-section library, C^ the measured response covari-
ance, and S is the sensitivity matrix of the responses
(S-jj = 3ri/9a-j). The components of the vector o' which
minimizes Q(a ), Eq. (2), are the adjusted cross sec-
tion, and are given by

o' = o + C^S*(C/SC^S^)''d .

'
(4)

When this result, with Eq. (3), is used to eliminate
a' and r' from Eq. (2), the latter equation reduces to

x2= d^(C^+SC^S^)''d , (5)

and it only remains to show that C^ + SC^S^ is Cj.

This is almost trivial, since obviously Cj = C^^+C^ »

and Eq. (3) implies that indeed SC^S^ is Cp.

Thus, measures the global, overall consistency
of a given set of differential and integral data.
However, underrating a complete set of data because of
relative inconsistency might be premature, since even
one single integral datum might significantly degrade
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its overall consistency. It is therefore desirable to

check whether perhaps only just few integral data are
irregular, in the sense that their inclusion signifi-
cantly increases , but most of the data are still
definitely consistent with the cross sections. However
studying partial sets of integral data for consistency
would only make sense, of course, if a definite scheme
is devised for systematically ordering the data to ob-
tain a consistency-wise optimal sequence.

Now, a very simple, and seemingly adequate proce-
dure to determine this optimal sequence would be to

order the integral data by their individual consisten-
cies, i.e., by the values of the x^'s obtained for each
datum as if it were the only integral datum. We note
in passing that these individual consistencies are just
the squares of the above-defined deviations d-j

,

measured in terms of their respective standard devia-
tions. We also note that because the deviation covari-
ance matrix is nondiagonal (and would generally still
be nondiagonal even if both Cr and Co were diagonal!)
the joint consistency, i.e., the joint of a set of
integral data is not equal to the sum of the respective
individual consistencies. Still one might hope that
this would not affect the optimal order of the integral
data. Unfortunately, this is definitely not the case,
and another algorithm had to be formulated to produce
the optimal sequence.

The following procedure was eventually adopted:
Starting from the complete set of n integral data, we
eliminate the first datum and evaluate x for the re-
maining n-1 data, which we denote by x^ Then the

second datum is eliminated from the complete set, and

Xn_-](2) is evaluated. After this sequence is repeated

for all n data, the datum m^ for which

= "'''^ ^Xn.i(ni)} (6)

is obviously the least consistent datum, and thus the
last element in the optimal sequence. This procedure
is now applied to the remaining n-1 "more consistent"
data, and the m^.i datum is determined as the one for
which

^n-2^'"n-l 1%^ " "^^^ ^Xn_2(ni|mJ}, (7)

where m = 1 ,2,. . . ,m^_^ ,m^^p. . . ,n. The procedure is

now repeated to determine m „, m and so on,
down to m^.

"'"^ ""-^

Now, x^ is certainly a valid measure of the consis-
tency between the experimental integral data and the
calculated values of the corresponding integral para-
meters, and thus essentially measures the consistency
between the integral data and the cross-section library
•used to calculate the integral parameters. However, it
is too often applied in a rather cavalier fashion. In

common usage, if x^/n ("x^ per degree of freedom") is
less than or equal to about unity, an adjustment is con-
sidered satisfactory and valid. Not only is this too
vague, it may also be misleading. For a given n, any
Value of x^ (or of x^/n) corresponds to a definite
probability p, the a priori probability that x^ (con-
sidered as a random variable) would fall at or above
that value. It is this probability which is the proper
ineasure of consistency. Thus, if for instance p(x^)

=

0.7, we say that the data are consistent at the 70%
level. Furthermore, p(x^) depends on n:p((xVn)=l) is
0.32 for n = 1, 0.44 for n = 10, and tends to 0:5 only
as n ->- oo. This is very relevant to our analysis, since
\ne shall evaluate x^ for data subsets of all orders,
from 1 up to the order of the complete set, and p(x^) is
articularly sensitive to n for the smaller values of n.
hus, even if all the data in a given set are equally

consistent with the cross sections, we shall still

expect x^/ni to increase with m.

The analysis of a given set of differential and
integral data, with respect to consistency, thus con-
sists of generating the optimal sequence, and then

plotting p(x^) as a function of m. The less consistent]

data will appear at the end of the sequence, and the p

curve will decrease as m approaches n. Such analysis
should obviously identify significantly less-consistent
data, if any, and should also indicate the "level of
consistency" of the data subsets.

So far we have elaborated on how the less-consis-
tent experimental integral data can be clearly identi-
fied, and how each datum can be even assigned a quanti-
tative consistency index. There still remains the

question of identifying the "less-consistent" cross
sections in the given library. An advantage of our

procedure is that, simultaneously with the optimal
ordering of the integral data, it actually adjusts the

cross sections by each subset of integral data along
the optimal sequence. Thus, at each step we may exa-
mine the corresponding adjustment and determine what
cross sections, at which energies, need to be modified
and to what extent.

We expect that for the more consistent subsets,
only marginal adjustments will be necessary to further
improve the agreement between the experimental and
calculated values of the integral parameters. But as

each of the definitely less-consistent data is added,
more significant adjustments of particular differential
parameters will be needed to compensate for the dis-
crepancies of these data.

The procedure for input-data analysis that we have
described actually identifies both the integral cL^d

differential data which deserve re-examination and
further study. It should furthermore, indicate the
specific differential parameters which are related to

the irregularity of each particular less-consistent
integral datum.

Input Data

The measured values and their uncertainties, the

calculated values using ENDF/B-IV data, sensitivities

and covariances are described in the preceding paper by

J. H. Marable, C. R. Weisbin and G. de Saussure.3 The

Version V calculated values are described in an ORNL

internal status report by R. Q. Wright et al .'+ and in a

paper by J. J. Wagschal, B. L. Broadhead and

R. E. Maerker.^ Table I lists the integral experiments,

their measured values and the deviations of the calcu-

lated values (IV and V) from the measured values. The

same covariances and sensitivities were used in this

work for the analysis of ENDF/B-IV and the preliminary

analysis of Version V.

Results and Discussion

Before reporting on the actual results of the

present analysis, it is instructive to briefy consider

"conventional" data testing, and at the same time to

also acquire some feeling for the evolvement of the

ENDF/B libraries. To this end we consider Fig. 1 in

which plots are given of "calculated reactivity vs.

critical assembly," corresponding to calculations based

on the Bondarenko multi group library and the five

ENDF/B versions. The Version V reactivities were cal-

culated at 0RNL;4 an other reactivities were calcu-

lated at HEDL.° Along the abscissa the order of the

U- fueled and then that of the Pu-fueled assemblies is

determined by the core fractions of the respective

fissile isotope. These fractions are also plotted in

the figure. The "curves," i.e., the segments connect-

ing the points which represent the calculated reactivi-

ties, only serve to identify the sets of calculated
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Table I. Experimental and Calculated Values of Integral

Parameters By Which ENDF/B Libraries Were Adjusted

OHNL-OWG 79-(920(

Exp. Integral Measured (E/C)-l

No. flc cpmhl

v

Pa rameter Value Version IV Version V

]^ ZPR-6/7 1.000 1 555 -0. 190

2 28f/49f 0.02422 3 551 -0.498

28c/49f 0. 1422 -6 810 -6.720

4 7PR- ^/4R l( 1. 000 0 869 -0.882

5 ZPR-9/31 1; 1.000 1 134 -0.705

5 25f/49f 1.036 2 147 5.930

7 28f/49f 0.0300 4 392 0.402

8 28c/49f 0. 1230 -6 296 -3.940

9 ZPR-6/6A k 1.000 1 493 0.472

10 28c/25f 0.1378 -2 880 -3.190

11 28f/25f 0.02388 7 178 2.040

12 ISNF 49f/25f 1.155 3 259 1.490

13 28f/25f 0.0920 7 628 2.970

values pertaining to a given library. They have no

meaning other than to serve as an eye guide. This
refers to all the following graphs as well since we
deal everywhere with discrete sets of points. Such a

graphic representation of calculated reactivities
already has an advantage over the common tabular
representation, in that certain regularities (and

irregularities) appear at a glance, which are almost
impossible to infer from a table. As an example, we

note the great similarity of the Version V k plot to

the core-235pu_percentage plot (over the ZPR-6/7,
3/56B, 9/31 and 3/48 points), which seems to indicate
that these measurements are highly consistent with each
other, and that perhaps a relatively simple and small

modification of the 239pjj file would result in agree-
ment between calculation and experiment. As another

example we note that the reactivity of ZPR-3/11
seems "irregular." The main reason for presenting this

figure, however, is to illustrate the development of
the ENDF/B libraries. The Bondarenko and Version II

libraries are rather poor. The qualities of the other
libraries are definitely better, but rather similar.
Certainly, on the basis of these data. Version V cannot
be judged as better than Version IV.

A flaw of "conventional" analysis, at least with
respect to consistency of integral and differential
data, is that it fails to take account of the joint
standard deviations (which we discussed under "Proce-
dure") of the r-Y deviations which are the appropriate
units in which these deviations should be measured.
Figure 2 shows the properly measured deviations for the
Version IV and Version V calculations. The better
quality of ENDF/B-V is already indicated. The relative
inconsistency of Exp. 11 (28f/25f ^-p ^pR 5/5^) and

Exp. 13 (same ratio in ISNF) with ENDF/B-IV is obvious.
However, not very much can be said with any certainty
regarding the other experiments. In any case, since
the limitations of this individual consistency analysis
were already discussed, we shall now proceed to present
the results of our proposed analysis. It will indeed
show that, except for the obvious irregularity of Exps.
11 and 13 with respect to ENDF/B-IV, any other tenta-
tive conclusion that we might be tempted to draw from
Fig. 2 woul d be wrong.

1 I \ \ \ r

BONDARENKO

,

I I I

1 1 X 3 -I- 1

2

\

1
1 1 1 0 1 1

1 1

G 3/6f 3/11 3/12 6/6A 6/7 3/56B 9/31 3/48 J

Fig. 1. Calculated reactivities using ENDF/B-I
through -V.

ORNL-DWG 79-19197

k 8/9 8c/9 k

^ ZPR-
ZPR-6/7 3/48

k 5/9 8/9 8c/9 k 8c/5 8/5 9/5 8/5

ZPR-9/31 ZPR-6/6A ISNF

Fig. 2. Differences between measured and

calculated performance parameters in

units of combined standard deviations

(a).
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Fi-gure 3 shows (a) the "x^/n vs. n" plots for our

13 input data evaluated for ENDF/B-IV and V,

(b) "equi-p" curves in (x^/n.n) plane, and (c) the two

"p vs. n" plots corresponding to the respective x^/"
plots. We note that the two optimal sequences are

quite different. While the integral data least consis-

tent with ENDF/B-IV, in order of decreasing consistency,

are experiments 1, 11, 13, 12 and 10, the five experi-
ments least consistent with Version V are 12, 8, 1, 3

and 6. The only datum common to the two sets is Exp. 1

(k of ZPR-6/7). We also note that the p curves drop
rather dramatically towards the end of the sequence, so

that in each case the last data in the sequence are

definitely less consistent with the respective library
than the first eight, which in both cases show a

remarkably constant consistency. Most importantly, it

is clear that ENDF/B-V is significantly more consistent
with our integral data than Version IV. However, this

strong statement should be stated with a certain reser-

vation, while it is true for almost all the integral

data, when the complete set of 13 data is considered,

it turns out to be about equally consistent with the

two libraries at the (rather unexciting) level of
30%. Further scrutiny of the curves shows that

Version V is even marginally less consistent with the

data than Version IV. This, we believe, is

"accidental." But it serves to emphasize that testing

oomplete sets only of relatively many data for con-

sistency may indeed by an oversimplification.

So far we have identified less consistent integral

data, let us now identify some differential data that
deserve re-examination. The contribution to x^ of the

cross section of isotope i for reaction k is obtained
from the term {a-a')^Cg^{a-a') in Eq. (2) by setting
all other elements of the adjustment vector (a-a') not
pertaining to the particular cross section equal to

zero. The more significant differential data contribu-
tions to x^> as more and more integral data are added
along the optimal sequence, are plotted in Figs. 4 and
5 for ENDF/B-IV and V respectively. It is seen that

1.2

1.1

1
—

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

10 11 12 13

Fig. 3. xVn and associated probability p as a

function of the number of performance parameter n. The
experiment ID numbers correspond to those in Table I.

significant contributions appear only with the addition
of the less consistent data, and that generally these

appear one at a time. In other words, there is a dis-

tinct relation between each irregular datum and a

partioular cross section.

2.0

1 I 1 I r"n \

—
\—

T

ENDF/B-IY

0.5

25x(x2)

LJ L_L
4 5 9 6 2 7 8 3 ( H (3 (2 10

EXPERIMENT NO.

Fig. 4. ENDF/B-IV differential data contributions
to as a function of the ID number of the experiment
added.

2.0

1.5

0.5

2 9 7 5 4 10 11 13 12

EXPERIMENT NO.

1 3 6

Fig. 5. ENDF/B-V differential data contributions
to x^ as a function of the ID number of the experiment
added.
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The inclusion of Exp. 11 (28f/25f ZPR-6/6A) , for

example, in the ENDF/B-IV data testing optimal sequence

resulted in a sharp drop of the "p-curve" to the 60%

level (Fig. 3; also reproduced in Fig. 4). This drop

is accompanied by a sharp rise in the ^ssy fission

spectrum contribution tox^(^^x line by No. 11 in Fig.

4). The 2^^U fission spectrum was indeed changed in

Version V, and Exp. 11 is now "regular." The inclusion

of this 28f/25f ratio in ZPR-6/6A now leaves us at the

extremely high consistency level {"^ 98%) with Version V

data. A closer look at the Version V "p-curve", how-

ever, shows a slight change in the slope when the now
"regular" No. 11 is added. Once again this is asso-

ciated with the fission spectrum of which the

contribution tox^(^^X lifie by No. 11 in Fig. 5) is now

much smaller, and indeed the actual change in the mean
energy of the fission spectrum adopted for ENDF/B-V
was less than the calculated adjustment to the -IV
fission spectrum. It is also worth mentioning that the

ISNF flux spectrum, which is dominated above the ^^^U
fission threshold by the ^ssy thermal fission spectrum
no longer contributes significantly to x^-

From the preceding discussion it is clear by now

that an irregular datum with respect to a given
differential data library may turn out to be regular
with respect to another cross-section library. This
will usually point to a particular cross section that
deserves attention rather than to the elimination of

this datum. However, if the same datum appears again
and again as irregular, with different libraries, the

measurement may be dubious. Careful judgment should
be exercised before a datum, if any, is to be

el iminated.
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Concluding Remarks

The significant undertaking at ORNL to produce an

adjusted cross section library for fast-reactor core

physics is proceeding. The library will be based on

ENDF/B-V, and sensitivities and covariances for these

data are being developed. They will be used in meaning-
ful data testing as outlined in this paper. Based on

our preliminary data testing of ENDF/B-V we conclude
that with respect to twelve out of thirteen integral

measurements considered, ENDF/B-V is a marked improve-
ment over Version IV in the sense that (a) the integral

data are significantly more consistent with Version V

than with Version IV, (b) fewer cross sections need to

be adjusted to achieve agreement between all the

experimental data and the corresponding values calcu-
lated by Version V, and (3) the necessary adjustments
are smaller.
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A TEST CF ENDF/B LISiARY IN THE CRITICALITY FREDICTICNS CF FAST A1SE1«LIES

V.K. Shukla and S.B. OaFg
Bhabha Atomic Reaearch Centre
TrcHnbay, Bombay- 5 , India

A criticality aialysis h# been carried out of several fast neutron multiplying assemblies using the

27-group cross-section set and resonance self- shielding factors vhich have been derived from version III

and IV of ENDF/B library. These assemblies utilize metallic, oxide and carbide fuels of uranium and plu-

tonium aid represent very soft to very hard neutron spectra. The analysis indicates that fission and

scattering cross-sections of uranium and its isotopes need »:53dating In the MeV energy range.

Q 27-group set, self- shielding factors, spherical model, diffusion theory, traisport theory keff 3
Introduction

A 27-group cross- section 3 set''" (Garg set) and

the resonance self-shielding factors have been gene-

rated^ for several elements from ENDF/B library. The
energy group structure of this set is identical to

that of the 26-group ABB) set^ but with an additional

group in the energy range 10.5 to 15.0 Me7 mainly to

account for the (n,2n), Cn,p) and (n,«< ) reactions

v*iich assume sigiificance in hard spectra fast re-

actors or fission-fusion ^stons. This set was used

to analyse^ seme 20 uranium and plutonium based fast

critical assemblies. Some of these assemblies were

anongst those recommended by Ihe^oss-Section Eva-
luation Vforking (S"oup5. These assemblies represent

very soft to very hard neutron spectra in carbide,

oxide aid metallic fuels of uranium and plutonium.

Thus they provide a good testing bed for the newLy

generated cross- section set in the ke7 and Me7 energy

raige. In the above-mentioned analysis the resonance

self- shielding in cross- sections was not taken into

account. It was observed that the hard spectra fast

systans could be predicted well with this set even

without accounting for the resonance self- shielding

effects in cross- sections. However, the importance

of the resonance self- shielding was found to be sig-

nificant in the Case of soft spectra cores. To

account for this effect the analysis has been carried

out for scane selected fast assemblies using the usual

self- shielding factor method of generating the self-

shielded cross- section 3. The selected assemblies are

GODIVA, TCPSI, VERA- IB, ZPR-J-Ll, ZPR->.l2, ZEStA.2,

ZPR-6-6A, JEZEBEL, ZEERA-3, SNEAK-7B, ZPR_3-48,

ZI^i-3-50, ZPR-3-53 and ZIft-6-7.

Description of Critical Assemblies

The fourteen assemblies selected for this ana-

lysis include seven uranion based and seven pluto-

nium based fast critical assemblies. The general

characteristics of these assemblies are given in

Table II.

The composition, dimension and other relevant
details of these assemblies are given by Hardie et

al6. Hills? and Benzi et al^.

Method of Calcultticn

The 27-group infinite dilution cross-section

set aid the resonance self- shielding factors for

various reactions at some specified background po-

tential scattering cross- sections have been deri-

vedl'^frran the basic nuclear data library ENIF/B,

The E3»JDF/B version III has been used in the case of

actinides whereas version IV has been used for cool-

ant and structural elanents.

The self-shieldfid multigroup cross-secions of

constituent isotopes in a mixture depend on its com-

position. These have been calculated for different

isotopes in the mixtures by the usual method of

iteration on the potential scattering cross- section 3.
Most of the cross- sections used in the neutronics cal-
culations are not very sensitive to the neutron spec-
trim within a group but the elastic slowing down and
group to groi?5 cross- sections are. The elastic slowing
down and group to group cross- sections for constituent
isotopes are, therefore,modified according to the spec-

trum calculated by one dimensional diffusion theory.
This process is iterated to obtain a converged value of
multiplication factor. All this has been done using
the code 10X9. These 27-group self- shielded cross-
sections have been used to cslculate the kgff values
of some of the assemblies, as mentioned in Table II, by
one dimensional transport theory using the code --i -

DTF-IVlO. For the other assemblies the diffusion to
transport corrections hspre been applied as reported by
Hardie et al. The final values of keff reported in

this paper have been obtained after applying heteroge-
neity and ID to 2D corrections «s given in the same
reference.

Discussion of Results

The keff values of different assemblies as cal-
culated by this 27-group set dre compared in Table I
with those obtained ty other cross- section sets.

TABIE I Intercomparison of keff Values

Sr. Asson- .Fuel |27-Group 'Refer-
1

|abbn-70 UKrnK.70

No.
,

tly 1 . keff ,ence
!
keff keff

1 1 ikeff 1

1 GODIVA U 1.0057 0.9912 1.0133 1.01587
2 TOPSY U 1.0232 0.9907
3 VERA- IB uc l.OOU 1.0C26
if ZPa-3-11 u 0.9983 0.9924
5 ZHl-3.12 1.0006 1.0017
6 ZEaiA-2 (C 0.9987 0.9902
7 zre-6-6A U02 0.9982 0.9988 1. 00CE6 1.00050
6 JEZEBEL Pu 0.9990 0.9891 0.99518 0.99185
9 ZEfflA-3 Pu 1.0026 0.9816 0.96530 0.93683
10 SNEAK-7B Pu02 1.0098 0.9893
11 zHi-3-ita 0.9970 0.9997 0.96663 0.95159
12 ZPR-3-50 PiC 0.9936 0.9940
13 ZFR.3-53 PiiC 0.9964 1.0008
lA ZPR-6-7 Pu02 1.0053 0.9926 0.97325 0.95254

In this Table, the reference values are thos© ob-
tained by Hardie et aL for all the assemblies ex.
cept GODIVA, TOPSY and JEZEBEL. The reference
values of GODIVA aid TOPSY are taken from Mills
and that of JEZEBEL from Benzi et al. Hardi et al
have calculated the keff' s of these assemblies
using different versions of ENDF/B but we are
referring to those obtained with version III for
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TABI£ II. Description of the Critical ASsembLies

J***' Assanbly
No.

,

Core

Volume

Fissile

to Fer-

' Reflector
"*

Reflector

1
Material

[ Thidcness

' Mode of

,
Investi- • Remarks

(litres) , tile

J
Ratio

, ,
(cms)

,
gation

1

t

1 G0DI7A u 2.6 15.38 Si6 A bare core aaoembly with a very
hard neutron spectron. It is aaSi,-

2 TCPST U

3 VERA-IB U

k ZPR.3-11 U

5 ZPR-3-12 U

0.93 15.53

30

lUO

100

32.5

0.13

0.26

6 ZEmA.2 U

7 ZHI-6-6A 0

430

4000

0.16

0.20

Structural
Elonents

Structural
Elements

Structural
Elements

Structural
Elonents

238u.
Structural

22.86

39.45

30.0

30.5

31.70

33.81

Sl6

Sl6

Diffusion

Sl6

Diffusion

able for testing tbe- cross- sec-
tions of and '^^^O in the
hi^ energyr range.

An assembly with a spcctrim softer
than that of GODIVA, It testa the
cross- sections of 235u and ^^^U
in the high energy region.

An assembly with a graphite con-

tent and a reasonably hard neu-
trom spectrum. It is good for

testing t^e_MeV engrgy cross-sec-

tions of 235u and

An assembly vdth § graphite con-
tent vAiich produces slightly soft
neutron spectrun. The objective

is to test the hi^ cross-

sections of ^35u aid 238u.

An assembly similar to ZPR-3-ll.
The higher content of fissile

material is compensated ty graph-

ite v*iich is added to soften the
spectrum. The objective is the

sane as in ZHl-3-11.

The core contains graphite and
produces spectrun similar to that

of a large carbide power reactor.

Self- shielding effects are to be
tested.

It represents a current large

oxide system coded ty sodium. It

is suitable for testing the reson-

aice self- shielding effects.

8 JEZEBEL Pu

9 zEaiA-3 Pu

10 SNEAK.7B Pu

11 ZFR-3-48 Pu

1.1

60

310

410

21,23

0.116 30.50
Structural
Elements

0.143

0.222

12 ZPR-3-50 Pu 350

Structural
Elements

Structural
Elements

0.222 ^-^U
Structural
Eleme nts

30,0

30,0

Sl6

34

Diffusion

Diffusion

40,34 Diffusion

A bare core assembly with a very

hard neutron spectrum. It is good

for testing the cross-sections of

239pu in the higher energy range.

A hard spectrum syst«n^_It t
itie cross-8;gtions of '^''Pu,

range.

tests

U in the MeV energy

A mixed-oxide fuel system. Suit-
able for testing the resonance

self- shielding effects of cross-

sections

A mixed- Carbide system with addi-
tional graphite to obtain soft

spectrum characteristics of a

large fast reactor cooled by so-

diun. Resonance self- shielding

effects are to be tested,

A mixed carbide system with addi-

tional graphite content to obtain

softer spectrum characteristics

of a large power reactor. Good

for testing resonance self-

shielding effects.
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TaBI£ II (Continued)

Core , Fissile
Volume , to Fer-
(litrea), tile

, Ratio

Reflector
Material

jReflector
Thickness

T
Mode of I

Investi- »

gation I

Remarks

13 ZHU3-53 Pu

3A ZHU6-7 Pu

220

3100

0.625

0.154

Structural
Elements

Structural
Elements

37.33

33.81 Diffusion

An assonbly with a larger content
of graphite to yield soft spectrum.
Suitable for testing resonance
self- shielding effects

A mixed-oxide system to yield spec-

trum of current large fast reactors
cooled by sodiun. Suitable for tes-
ting resonance self-shielding
effects.

our comoarison because we have derived the cross- sec-
tions ot all the actinides using version III of
ENIF/B. The vslues of k^ff referred as ABEN-70 and

UKNIF-70 are those obtained by Cuculeanu et al in a

recent analysis^ carried out by using tvo sets of
cross- sections; one-the 26.group Russian set (version

1970) and the other set derived from British Nuclear
Data File (UKNDF) version 1970.

It is seen frran this Table that the keff values
obtained by this 27- group set agree reasonably well
with the ejqjeriments for all the assemblies except
TCPST. Both G0DI7A and TCPST are hard neutron spectra
uranium fuelled assonblies with the difference that
TOPSY is uraniun reflected vAiereas GODIVA is a bare
core. B|jr interconparing the results of these two
assemblies it appears that the scattering cross-sec-

tions of ^3Bg not known accurately in the MeV
energy range. The fission cross-sections of 235u and

-^j-asvt-eptffted in.JND!/B| also appear to be higher
in the MeV energy^ range. All the plutonium fuelled
assemblies are predicted within 0.5^ as compared to

the experiments except SNEAK-73 vAiere the disagreement
is about l.CSt. Hardie et al have indicated in their

analysis^ that the scattering and capture cross- sec-

tions of iron produce more negative reactivity worths

in version Tf of ENDF/B as compared to version III. We
have also tested the ENDF/B version III iron cross,

sections in ZPR-3-itB assembly and found that it in-

creases the predicted k^ff by about 0.2% v*iich im-

proves the agreement with experiments. However, the
effect is found tbo be aniall*

Concluaioras

The present study limited to the criticality ana-

lysis of the fast critical assonblies covering a very
vdde range of neutron spectra and fuelled with pluto-
nium and uranium in their metallic, carbide and oxide
forms indicates that the 27-group Garg set is adequate

for the criticality predictions of fast assemblies.
However, the criticality predictions in the hard spec-

trum uranium assemblies can be further improved if the

fission cross- sections of these isotopes are slightly
reduced in the MeV energy range. Inadequate knowledge

of inelastic scattering cross-section of ^38^ ^
MeV energy range combined with higher fission cross-

sections tend to overpredict the reactivity in the

uraniun assaiblies reflected by 238u as is seen in
TCPST. The iron cross- sections in version III give

marginally superior k^ff values compared to those ob-

tained with version IV of ENDF/B. Overall, the present

27-group cross- section set appears to be adequate for

the criticality predictions of a variety of fast

assemblies.

References

1, SoB. G^g, INDC(IND)-2l/G SP (l977).

2. S.B. Garg, BABG=1002 (1979).

3e 1>»P» Abagjran et al, Group Constants for Nuclear
Reactor Calculations, Consultants Bureau, New
York (1964).

S.B. Gtf»g and V.Ko Shukla, INDC(lND)-22/G SP

(1977).

5. BNL-19302, Cross-Section Evaluation Working Group

Benchmark SpecificaUons (l974).

6e a.W. Bardie et aL, NiKl. Sci. Engg. 52» 222

(1975),

7o C,B« Bills, Nucl. Appl. i, 2U (l968).

8. ?. Benzi et al, ANL.7320 (1966).

9. R»M. H^sr-die and W.W. Little Jr., ENWL.954 (1969).

10, K.D. Lathrop, LA- 3373 (l965).

11. f. Cuculeanu et al., INDC(RlM)-9/GV (1979)»

189



BASIC NUCLEAR DATA AND THE FAST REACTOR

SHIELDING DESIGN FORMULAIRE PROPANE Do

J. C, Estiot, M. Salvatores, J. P. Trapp
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CEN/CADARACHE - Boite Postale N "
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13115 - SAINT-PAUL-LEZ-DURANCE
(France)

This paper presents a calculational scheme -formulaire PROPANE- to calculate the deep
neutron penetration in the fast reactor shield. The emphasis is put on the multigroup data
and method approximations. The performances of this formulaire are presented.

[Neutron propagation

Introduction

Multigroup data Method approximations].

Table I. Ca 1 cul a t ion /Expe r iment

.

The main purposes of the PROPANE "formu-

laire".to reduce
a good ac

: the de-'sign calculation cost with
curacy with regard to

VITAMINE C

17 1 groups 1 1 3

BABEL
groups

the refer ence method (± 10%) [ 1 ] ;

4 6cm SS + 460cm Na

. to be the basis for the c r o s s- s ec t ion

s

+ 0 cm C . S . 0 .663 0 . 730
ad j usteme nts using integral experi- + 1 5 . 4 1 cm C . S . 0 .828 0 .910
me n t s ; + 30 .85 cm C . S . 1 .275 1 .025

+ 4 1 . 1 1 cm C . S . 0 .877 0 .635
to assess the uncertainties on design + 5 1 .40 cm C . S . 0 . 735 0 .56 1

p ar ame t e r s due to c r 0 s s- s ec t ion s uncer- + 6 1 .68 cm C . s

.

0 . 757 0 .570
tainties and their correlations.

The new ver sion PROPANE Do, is presented. The per f ormances of the two structures
the emphasis is put on : method approxima-
tions, multigroup data, and spatial weighting
procedures

.

The improvement of PROPANE due to the
multigroup scheme optimization and the im-
provement of the basic nuclear data (succes-
sively 26 - 39 - 45 groups) is also shown.

Finally, the PROP ANE 'to rmu 1 a i r e" i s tes-
ted by the analysis of two deep penetration
problems : HARMONIE, Na configuration, and
ORNL/TSF experiment, against a reference
calculation performed with the 113 group
BABEL 1 ibrary [ 1 ] .

Reference library BABEL

The multigroup BABEL library [1], based
on the ENDF/B.4 nuclear data file, has a

113 group structure. The MC2.2 code [6] was
used to collapse the original fine group
structure (2000) to 113 groups; these pro-
cedure allows use of an appropriate fine
neutron spectrum adapted to each propagation
medium : stainless-steel Sodium mixture
(50% - 50% v/o), pure stainless-steel,
pure Sodium, pure Iron.

The BABEL-VITAMINE C [2] comparison has
been done on TSF geometry given in the sim-
plified diagram 1 [7] .

The following table shows the calculation
experiment ratio for the Bonner-Ball detec-
tor in various positions.

VITAMINE C and BABEL are very similar in
spite of about sixty groups reduction.

Do Version of the "f ormulaire"PROPANE

Multigroup structure

The choice of multigroup structure sa-
tisfies three criteria :

. calculation accuracy : ±15% on regard
to the refernce method (113 groups) ;

. energy limits consistent with the
core design formulaire CARNAVAL ;

. group number as small as possible.

The sensitivity profiles applied to the
shielding Benchmark calculation [1], [3],
(diagram 2), (Figure la and lb), show the
energy ranges where the fine structure must
be closely respected ; particularly the So-
dium (300 KeV) and Iron (24 KeV) windows.
Howeover, below 1 KeV, the structure must be
adequate to treat the slowing down to the
thermal energy.

The optimized structure includes 45
groups and it is given in appendix.

Weighting Procedure

The weighting functions are the neutron
fluxes calculated by the reference method
( 1 1 3G/S 1 6/P3) on the Benchmark geometry on
each spatial zone according to :

IN IN
0 = Z * (I) .AV(I) / Z AV(I)
g J ,

g II

where AV(I) refers to the volumn of the mesh
interval I

.
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The choice of spatial zones is very im-

portant as shown in Table III where are gi-
ven the discrepancies between 113 Groups
and 45 Groups calculations with various
weighting functions for the total flux in
the Benchmark geometry at several penetra-
tions :

Table II. E = [ ([) ( 1 1 3 / S4 / P 1 ) -(t) ( 4 5 / S 4 / P 1 ) ] /

[(j)(l 13/S4/P1)]
(percentage values)

Table IV, E = [([) ( 1 1 3/S 1 6/P3-(t) (45/S4/P3) ] /

[(!) ( 1 33/S 1 6/P3) ]

(percentage values)

Distance
to the

center

CASE 1

1 zone PNL
+

Izone Na

CASE 2

5zonesPNL
1 OzonesNa
Iz. H.Exch
Izone Na

CASE 3

3zonesPNL
Bzones Na
Iz. H.Exch
Izone Na

CASE 4

3zonesPNL
4zones Na
Iz. H.Exch
Izone Na

T

0

T

A
L

FLUX

337cm

415

[ExitPNL)

650

915

(H.Exch)

6.6

11.4

10.3

-40.8

3.5

6.6

4.6

0.6

4.6

5.8

2.2

-19

4.6

5.8

2.2

-1 1

Spatial zones must be narrow enough at
the vicinity of the interface between two
media (see cases 1 and 2) ; in the pure So-
dium, a sufficicent number of spatial zones
is necessary when the penetration exceeds
2.5 meters (see cases 3 and 4).

Method Appr ox imations

Table III shows the discrepancies intro-
duce by the method approximations : angular
quadrature (Sfj) and anisotropy treatment (P^)

Table III. E = [ ({) ( 4 5 G/ S 1 6 / P 3 -(!> ( 4 5 G / S n / Pn) ] /

[()) (45G/S 1 6/P3) ]

(percentage values)

Penetra-
tion po-

FLUX >, 1 1 KeV EQUIV THERMAL FLUX

sition
(see Ben-

S 1 6 S4 S4 S 1 6 S4 S4

chmark P 1 P 1 P3 P 1 P 1 P3
geometry)

337cm 3.4 5.6 2.3 0.3 2.4 1.3
4 1 5cm 10. 1 14.1 6.1 2.4 6.4 4.4
650cm 3.7 9.4 6.4
915cm 4.6 13.2 9.2
998cm 5.0 14.8 9.6

It appears that approximations : S4 and
P3 give a reasonable accuracy (similar con-
clusions may be seen in 113 groups calcula-
tions) .

The spatial meshes are :

. 3 cm in SS-Na or Fe-Na mixtures,

. 5 cm in pure Na,

. 1.5 cm in pure Iron or s t a inl e s s - s t ee 1

,

PROPANE Do Performances

Table IV shows the discrepancies between
PROPANE Do and the reference method on the
Benchmark geometry.

TOTAL FLUX ^ FLUX ^ EQUIVALENT
FLUX 820 KeV 1 1 1 KeV rHERMAL FLUX

337 cm 6.5 -5.1 2 . 3 6.5
415 cm 10.2 -19.7 6 . 2 10.0
650 cm 9.2 12.9
950 cm - 1.8 3 . 2

Then the PROPANE Do "formulaire ," allows
calculation of the neutron propagation in a

representative fast reactor configuration
with a good accuracy and a shorter computer
time with respect to the reference method.

PROPANE Successive Versions Review

Discrepancies between 26 groups struc-
ture and the reference method (100 groups)
on the Benchmark calculation being too lar-
ge, an optimization was made for this struc-
ture : PROPANE Co with 39 groups. The change
from DLC2 to BABEL structure led to the 45
groups structure.

So, since 1975, four successive versions
have been performed :

. PROPANE 0 : 26 groups based on DLC2
structure and ENDF/B2 [4]

. PROPANE Bo : 26 groups based on DLC2
structure and ENDF/B2,
and ENDF/B4 for Na and Fe

. PROPANE Co : 39 groups found on the
same library than the
former

. Finally PROPANE Do : 45 groups found
in BABEL 113 groups struc-
ture and ENDF/B4 data
file.

Table V shows the respectives perfor-
mances of these versions :

Table V. Discrepancies between PROPANE (0,
Bo, Co, Do) and the respective re-
ference method ( 1 00- 1 1 3G/S 1 6/P3)
in percentage

.

TOTAL

FLUX

PROPANE
0

PROPANE
Bo

PROPANE
Co

PROPANE
Do

289 cm 9.9 6.5 4.0 2.4

337 cm 10. 10.5 8.5 6.5

425 cm 29.0 9.0 14.0 10.5

650 cm 50.7 9.0 13.0 9.2

915 cm 25. 1 -137.0 - 31.8 - 1.8

The last version reduces signi-
ficantly all the discrepancies of the refe-
rence method and their spatial fluctuations.

Uncertainty Matrices For Basic Nuclear Data

The knowledge of the uncertainties on
basic nuclear data and their correlations
although incomplete allows an estimateof the
standard deviations of integral responses
owing to these uncertainties.
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The preliminary data for Fe and Na of

[5], were used to produce data in the PROPANE
Do 45 energy group structure.

These data will allow an adjustment of the

multi group cross section and a recalculation of

new dispersion matrices.

PROPANE D o Tests

We have tested the "f ormulaire" in the
analysis of two deep penetration problems :

. HARMONIE Na configuration (diagram 3),

. ORNL/TSF Na experiment (diagram 1).[7]

Table VI gives the results for HARMONIE
conf igurat ion :

Table VI. Discrepancies between PROPANE and
Reference method.

+ 10% withregard to the reference method and
a reduction of computing time (about a factor 5) .

The PROPANE Do performances have been tested
on two experimental configurations like HAR-
MONIE and TSF ; the results are consistent
with the purpose.

The analysis of integral experiment ma-
de jointly by CEA and CNEN on pure Na and
s t a inl e s s - s t e e 1 -Sod ium mixture will allow ad-
jmstmemt of the cr o s s- sec t ion s of Na, Fe, Ni
and Cr . This last version will constitute
the PROPANE 1 formulaire.

Diagram 1 . TSF geometry

S. Steel Na 100 % C. Steel

47 . 56cm 516.28 595.39 x (cm)

E(%) = [(}) 1 1 3/S 1 6/P3-(t) (45/S4/P 1 )]/{)( 1 1 3/S 1 6/P3)

DISTANCE
IN Na (cm)

TOTAL FLUX
EQUIVALENT

THERMAL FLUX

20 0 0

30 0 . 6 0.01
70 2 . 7 2 .4

170 6 . 1 7.0
270 6 . 7 11.0

Table VI-I gives together the discrepan-
cies between PROPANE Do and the reference
method for the geometry given in diagram 1

and the calculation-experiment ratio for
the two calculations.

Table VII.

E(%) = [(|)(1 13/S16/P3)

-(j)45/S45/S4/P3]/

Ref

.

CALCULATION
TO EXPERIMENT

DISTANCE
TOTAL EQUIVAL. 1 13G/SI6 PROPANE
FLUX THERMAL

FLUX
P3 S4/P3

End SS 7.6 - 0.1
46cm SS+

460cm Na+
240cm

18.0 10.4
0.73 0.71 0cm CS

Na 0.91 0.89 15.4cmCS

460cm
4.7

1 .025 0.88 30.85cmCS
Na

9.7
0.635 0.31 41.11 cmCS

35cmCS 19.0 - 4. 0.56 0.25 51 .40cm

60cmCS 55 50 0.57 0.25 61 .68cm

Discrepancies between "formulaire" and the
reference method are small till the end of
the Sodium tank ; however in the Carbon steel
penetration they become important. A spatial
cross-sections weighting in this area would
allow to reduce these discrepancies.

Conclusion

The PROPANE Do, the last non adjusted
version of t he" f ormul a i r e" i s founded on the
BABEL Library (113 groups) and the ENDF/B4
nuclear data file.

Diagram 2 . Benchmark Geometry [4]

SS-Na(50%-50%v/o) Na 100% H.Exch. Na

236.51 416.5 916.5 966.5 1016.5 R(cm) |

Diagram 3 .

Canal 1 Canal2 Canal3 Canal4 Canal5 Canal6

73cm 123 173 223 373 323cm 353 R(cm)

SMiitLiTC/nan u.

Figure la Figure lb

Figure 1 . Sensitivity profiles to Na and stainless-

steel cross-sections on Sodium activation

on heat exchanger.

PROPANE Do allows calculation of the flux
and the design responses of a fast reactor
representative geometry with an accuracy near:
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Append ix

PROPANE Do

NUMBER OF ENERGY GROUPS IN :

ENERGY RANGE BABEL PROPANE Do

14.19
1 . 35

MeV
MeV

33 5

1 . 35
.333

MeV
MeV 1 0 6

333
273

KeV
KeV 6 3

273
26.

KeV
KeV

1 4 8

26 .

2

KeV
KeV

1 7 9

2

Thermal
KeV

33 1 4
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NUCLEAR DATA FOR SHIELDING CALCULATIONS : Na CROSS-SECTION

ADJUSTMENT USING PROPAGATION EXPERIMENTS
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This paper presents an analysis of the propagation experiments in sodium,
performed both with Tapiro and Harmonie source reactors. The neutron source in
both experiments was varied by replacing the normal reflectors with a buffer
for fast reactor blanket simulation. A satisfactory consistency was found be-
tween the two series of experiments. The resulting E-C/C values were used in
an attempt to adjust sodium cross -secti ons . There is evidence for a slight de-
crease (~ 5 + 1%) in the total cros s -s ecti on of sodium below = 100 KeV and a

significant [- 20%) decrease in all the inelastic cross-sections above - 2 MeV.

[Sodium propagation experiments, Na cross -secti on adjustment]

Introduction

The extensive series of neutron propaga-
tion experiments in sodium at Tapiro and Har-
monie are briefly reviewed. The analytical me-
thods used in the calculation are presented
and the resulting E-C/C values are given for
all the response functions considered. In view
of the satisfactory consistency found among
the different series of experiments, a statis-
tical adjustment was attempted. The prelimi-
nary ORNL data on Na cross-section uncertain-
ties and correlations were used. The results
so far obtained, and their reliability are
discussed.

Experimental configurations

The complete description of the Harmonie
and Tapiro facilities are given inl. The fol-
lowing table summarizes the main characteris-
tics of the propagation experiments in sodium
performed with both reactors (plates 1 and 2):

HARMONI

E

TAPIRO

Size of the
sodium thank 3x3x3 (m3) 1x1x2 (m3)

Mesh of the
measurements
on the central
axis

50 cm 20 cm

Reflector sur-
rounding the
core

Stai nless
s teel

Copper

Spectrum converter

Both at Tapiro and Harmonie a typical
fast breeder blanket (U02-Na) has been inser-
ted between the reflector and the sodium tank,
in order to get a source spectrum feeding the
sodium tank close to the spectrum at the
blanket/shielding interface of a power reac-
tor. The thickness of this converter zone in
both cases is ~ 25 cm. Plate 3 gives as on

example the Tapiro assangement.

The blanket composition is given in
table I :

TABLE I

I sotopes N/cm3 (xl024) Isotopes N/cm3 (xl024)

Na 1.0 10-2 Fe 5.4 10-3

U5 4.1 10-5 Ni 7.8 10-4

U8 9.7 10-3 Cr 1.4 10-3

0 1.9 10-2

Measurements and accuracies :

Five integral detectors are used in all
the experimental configurations : Na/Cd, Mn/Cd,
Au/Cd, Rhodium and Sulfur. Experimental accu-
racies are : ±5% for Na/Cd, Mn/Cd and Au/Cd ;

±15% for Sulfur and Rhodium.

Spectrum measurements are made with protroh re-

coil technique (9.6 KeV - 1.3 MeV) between the reflec-
tor (or blanket) and the sodium tank.

Experimental analysis

Neutron source

Plates 4 and 5 show the 2D schematiza-
tion used to calculate the neutron source
(Part 1) to propagate in the sodium medium
(Part 2). Monte Carlo 3D calculations (code
Morse ) are also performed to calculate the
neutron spectrum at the end of the blanket
(or the reflector). The comparison between
the two cal cul ationnal approaches and measure-
ments shows a good agreement within the expe-
rimental uncertainties. Figures 1 and 2 show
the calculated neutron spectrum at the
of the sodium thank for both Tapiro and Harmo-
nie.

Uncertainties due to the neutron shell source

Sensitivity studies of the Na/Cd activi-
ties ratio between to measurements (canal 1/

canal 3) to the neutron source spectrum show
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that the effects of the uncertainties in the
spectrum are fairly small and the same can be
said for the uncertainties due to the angular
distribution of the neutron shell source. It
was found that for the activity ratio between
canal 1 and canal 3, the change of the Na/Cd
response is - 1.4% for the Na/Cd detector and
- 2.8% for the Sulfur, in drastic conditions,
i.e. the elimination of one of the forward
angular components of the source.

Weighting procedure

An appropriate weighting procedure has
been used to collapse the sodium cross -secti ons
and the detectors cross-sections from the ori-
ginal 113 group Babel library to 45 groups.
Comparison between the reference method in
which the Babel library2 (113 group. S16, P3)
is used and the" Propane calculation^ (45 group,
S4, P3) using two spatial zones of cross-
sections weighting show discrepancies lower
than 6% after three meters of sodium for the
Na/Cd response and similar values for the
other response.

It has been checked that the weighting
procedure has negligeable effects on the de-
tectors responses as expected from the optimi-
zation of the Propane multigroup structure.

Spatio angular tests

Extensive test have been performed,
with 2D or ID calculations to optimize the
spatio angular meshs size :

A 5 cm spatial mesh was found to be ap-
propriate for flux convergence,

S4 angular approximation is adequate for
low energies but S16 is necessary at high
energies (Sulfur and Rhodium response calcula-
tion) .

Boundaries conditions

The correct treatment of experimental
boundaries condi ti ons - the concrete for Tapi-
ro, the stainless steel walls and the wood
for Harmonie - is necessary particularly at
the end of the sodium tank. Moreover, the so-
dium impurities - especially the hydrogen -

must be carefully taken into account. The un-
certainty in the amount of these constituents
will increase the global experimental uncer-
tainty by 5 to 10%.

ID calculation

The ID model needed for sensitivity cal-
culation is choosen to get the geometry (lea-
kage) factors (C1D/C2D) as close to one as
possible. This leads to choose :

The spherical geometry

The ID shell source is derived from the
DOT source weighted on the whole radial dis-
tribution (i.e. on the outer edge of the blan-
ket or ref 1 ector )

.

Calculation to experiment deviation

Table II presents the discrepancies be-
tween experiment and 2D calculations for ra-

tio responses in two positions :

TABLE II - (E-C)/C en (%)

Na/Cd Mn/Cd Au/Cd Rhod i urn Sulfur Pos

.

MONIE
With

bl

anket - 17.2

- 7.9

- 23.7

- 27.9

No resul

t

No resul

t

- 28.9 1/3

3/6

HARI

Without

bl

anket - 23.1

- 13.8

- 29.9

- 30.0

- 6.7

- 7.0

- 11.2

-

1/3

3/6

'IRO

With

bl

anket

- 41,2 - 48.3 - 27.0

- 36.8

- 15.0

1/6

1/4

1/2

h-

Without blanket

-41.1 - 49.8 ' 29.0

- 32.5

+ 4.8

1/6

1/4

1/2

Harmoni

e

Tapi ro

Positionl : 20cm in Na Positionl : 20cm in Na
Positions :120cm " " Position2 : 35cm " "

Position6 :270cm " " Position4 : 50cm " "

PositionG : 120cm " "

The results between the detectors and
also between the two installations appear to
be fairly consistent.

Sensitivity analysis

Figures 3 to 6 show the sensitivities
profiles of the integral responses to sodium
total cross-sections in various positions in
the propagation medium. One note a large con-
sistency between the sensitivity profiles cor-
responding to the same detector in the two fa-
cilities for a similar propagation length.
The displacement to the low energies between
the two positions (1/3 and 3/6) for Harmonie
experiment is very important. This is very
interesting because the whole energy area is

covered by the experiment. At high energy
(Sulfur and Rhodium) we observe that about
60% of the sensitivity coefficient to the to-
tal cross-section is due to the inelastic
cross-section. At lower energies, the elastic
cross -secti on contributes 90% to the sen-
sitivity coefficient.

The change in the source spectrum obtai-
ned by the introduction of the blanket between
the core and the sodium thank is more signi-
ficant in the case of Harmonie than in Tapiro.
This allows multiplication by a factor 4 of the
ratio of the small sensitivities to the inelastic
sodium cross-section in the position 1/3 for
Na/Cd and by a factor 20 in the position 3/6.

Experimental and calculation uncertainties

The uncertainties values introduced in

the adjustment procedure were :

± 15% for all low energy detectors in

H a rmon i e

± 20% for high energy detectors in Harmo-
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me and Tapiro
± 2 5% for low energy detectors in Tapiro.

These uncertainties values take into
account the actual experimental uncertainties,
the comparison (impurities) uncertainties, and
the uncertainties related to the calculation
2D modeling, SN, mesh size effects and source
calculation.

Adjustment procedure and results

Even if the uncertainties, indicated in
the previous paragraph, are fairly significant,
the results of Table II relative to the
(E-C)/C values show that is possible to reduce
the calculation to experiment deviation. For
this purpose we used the typical statistical
adjustment procedure^. For the cross-sections
uncertainties and their correlations we used
the ORNL data^ in the Propane multigroup
structures. In Table III, we show the standard
deviations obtained with these uncertainties.
It is obvious that the large adjustment is
not possible in the present state of uncer-
tainties evaluation. In fact, an attempt to
gain consistency between experiments and basic
data gave the results indicated in the same
table. The (E-C)/C values are actually reduced for

all parameters and the cross -secti ons adjust-
ment are in range of allowed values. It is

interesting to note that the x2 test gave a

37% confidence level to this particular ad-
j us tment

.

Conclusions

An extensive analysis of several neutron
propagation experiments in sodium has been
performed. This analysis has shown a satisfac-
tory consistency between the experiments in
different installations, in spite of model-
ling difficulties which need further studies.
However, it was possible to use a large amount
experimental informations to attempt a sodium
cross-sections adjustment.

The present results indicate for the at a slight
overestimati on from 5 to 7 percent below 100
KeV, and a significant overestimati on {- 20%)
for the inelastic cross-sections above 2 MeV.

TABLE III - Adjustment results

E -C/C (%) Original
^^tof/^tot ^°inel/°inel EnSt

Dev
total un-
certa i nty

Experiment
{%) Be f 0 re After {%) {%)

Ad j us tment Ad j us tment {%)

+-> s 1/3 55 .5 - 28. 9 0 3 14 MeV
-e O)
+->

Na 1/3 4 .4 - 17. 2 - 9 0 ±3.3 - 1 - 20
2 MeV

•r- C Na 3/6 13 . 7 - 7. 9 + 10 3

LU
3 Mn 1/3 5 .9 - 23. 7 - 11 5 ± 2.7 - 2 - 10

O
Mn 3/6 13 .3 - 27. 9 - 8 4 0,8 MeV

e:
d; Rh 1/3 13 .2 - 11. 2 + 1 4
<t
c Na 1/3 4 .5 - 23. 1 - 15 0 ± 4.5 - 2.5

3 OJ Na 3/6 13 .6 - 13. 8 + 4 4 0.1 MeVo ^
Mn 1/3 5 .8 - 29. 9 - 18 0

l-> (O Mn 3/6 13 .3 - 30. 0 - 10 4

3 ^ Au 1/3 5 .3 - 6. 7 + 1 4 ± 8.0 - 5.5
Au 3/6 15 .3 - 7. 0 + 11 9

2 KeV+-I

OJ S 1/2 5 .7 - 13. 0 - 9 9
JZ
+-> c Rh 1/4 7 . 5 - 36. 8 - 29 8

± 7.0 - 71- fO3 •— Na 1/6 3 . 7 - 41. 2 - 34 3

o .o Mn 1/6 6 .2 - 48. 3 - 35 6
en

10 eV
a.
a: 4-> +-> S 1/2 5 .4 + 4. 8 - 7 7
1— 3 01 Rh 1/4 6 .6 - 32. 5 - 26 1O ^

JZ c Na 1/6 4 .8 - 31 4 - 24 2 ± 7.0 - 5.0
+-> ID

3 -Q

Mn
Au

1/6
1/6

6

3

. 1

.8

- 48
- 29.

5

0

- 35
- 22

9

0
Therma

1

Integral parameters standard deviations obtained with original uncer-
tainties on Na cross-sections derived fromS.
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ON THE DISCREPANCY BETWEEN DIFFERENTIAL AND INTEGRAL RESULTS
FOR THE ^3cu(n,a)^0Co CROSS SECTION*

G. WINKLER,** D. L. SMITH and J. W. MEADOWS
Argonne National Laboratory
Argonne, Illinois 60439

The threshold-reaction ^3cu(n,a)^°Co is of special importance in reactor dosimetry

for long-term fast-flux integration. The inconsistency in the available differential

and integral data base has limited the applicability of that reaction as a reliable

monitor. The availability of results from a recent measurement of the excitation

function for the reaction ^3Cu(n,a) at ANL prompted a further investigation of this

problem. The implications of the new data are discussed.

[^3cu(n,a)^°Co, excitation function, 235u-fission spectrum averaged cross sections, reactor dosi-

metry, fluence monitor, threshold reactions.]

Introduction

The threshold-reaction ^3cLi(n,a)^°Co is very
suitable for long-term fast neutron flux integration
for the response range Ep > 4.7 MeV. Its importance
in reactor dosimetry programs, especially for light
water reactor pressure vessel surveillance has been
indicated in several articles.^ As was noted in

several review papers (see e.g. Refs. ^'^) this reac-
tion represented a typical example of differential-
integral inconsistencies. The 235u thermal neutron
fission spectrum averaged cross section as obtained
from integral measurements was ~40% higher than the
value calculated from existing differential data. To
solve this discrepancy a new effort was undertaken to
remeasure the excitation function from threshold to
about 10 MeV, the region of most significant response
in a fission spectrum. Averaged cross sections have
been derived based on the results from this work.
These are compared with a new evaluation of reported
experimental integral data.

Measurement and Evaluation of the
''^Cu(n,a)'^"Co Excitation Function

The ^^Cu(n,o)^°Co cross section has been measured
from ~3 MeV to 10 MeV by activation relative to the
well known 2^^U(n,f) cross section using a fission
chamber as neutron fluence monitor. The reactions
^Li(p,n)^Be and D(d,n)^He served as source reactions.
The induced ^°Co activity was measured with a high-
sensitivity detector configuration using two 3- x 3-in.
Nal (Tl )-detectors to surround the sample. The counting
was performed in an extremely low background facility.
Details of this measurement will be published else-
where."* The new results differ significantly from the
previously reported data^ (which were the basis for the
ENDF/B-iy evaluation) in the region near threshold be-
low 6 MeV, and around 10 MeV. Below 5 MeV the new mea-
sured values agreed very well with the ENDF/B-V^
evaluation.

For the calculation of the ^ssy fission spectrum
averaged cross section <o>y5 an estimate had to be

made for neutron energies above 10 MeV. Figure 1 shows
the excitation function for the ^^cu (n,a)^°Co reaction,
which was used to calculate the fission spectrum

averaged cross section <o>^^ (solid line). Table 1

provides numerical values. Below 5 MeV the ENDF/B-V
representation was taken. Between 5 MeV and 10 MeV,
the results of our recent measurements were used.
Above 13 MeV the ENDF/B-V representation was chosen as
it is close to the result of a precise 14 MeV measure-
ment;^ our estimate assumes that the shape of the
original Paulsen^ data is correct in this energy
region. The interpolation between 10 and 13 MeV is

*^Work supported by the U. S. Department of Energy.
Permanent Address: Institut fuer Radiumforschung und
Kernphyslk, Boltzmanngasse 3, A-1090 Vienna, Austria.

TABLE I. The estimated ^3cu(n,a)^°Co cross

section as used in the present work for the
energy region where it differs from ENDF/B-V.

En (MeV) a (mb) En (MeV) 0 (mb)

5.0 1.48 9.0 25.6
5.5 3.15 9.9 30.0
6.0 5.5 10.3 31.9
6.5 9.0 11.0 36.5
7.0 11.8 11.5 39.6
7.5 15.0 12.0 43.0
8.0 18.4 12.5 44.6
8.3 20.6 12.75 45.1

8.5 22.0 13.0 45.52
8.7 23.8

5.0 -

8.0 -

Interpolation law:

8.0 MeV a linear in En
13.0 MeV log a linear in En

guided by an evaluation by Benzi et al.^ Table II

summarizes the effect of uncertainties in the assigned
cross section and in the energy scale on the calcul-

ation of <a>.^c. An additional error in the

calculated <o>y5, which arises from the uncer-

tainty in the chosen fission neutron spectrum
representation, was estimated to be 4.5%. It was
obtained from the variation of the result observed
when using different spectrum representations (see
Table III). These three error contributions were
added quadratical ly.

TABLE II. Effect of the uncertainties in the normalization of the ^^Cu(n,a)^°Co
cross section (4a) and of the uncertainty in the definition of the neutron energy
scale (fiEfi)on the uncertainty of the calculated fission spectrum averaged cross
section <<j>u5, given for the present evaluation and the ENDF/B-V Watts - repre-
sentation of the ^^^U fission spectrum.

Normalization Energy scale

En(MeV)

Response
in U-5

Spectrum {%)
^(%) iEn (HeV)

2.1 - 3.8 0.8 50« 0.4 negligible
3.8 - 5.0 7.4 8b 0.6 0.025 0.360
5.0 - 6.5 28.6 7.2b 2.1 0.020 0.663
6.5 - 10.0 53.9 6.7b 3.6 0.018 0.386
10.0 - 14.0 8.9 20 1.8 negligible
14.0 - 20.0 0.4 10 negl igible negl igible

total response
^

range
8.5 1.4

^estimate

based on recent experimental data

Our final result (determined using the present

differential cross section data and the ENDF/B-V
Watts spectrum representation for the ^^^U thermal

neutron fission spectrum) for the calculated spec-

trum averaged cross section for the reaction
"Cu(n,a)&OCo is

<°>n^ r^ir = 0-50'' - 0-049 mb (± 9.7%)
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Figure 2 demonstrates the change of the response in

a fission spectrum when two other cross section
evaluations are used for this reaction (ENDF/B-IV
yields 0.364 mb, and ENDF/B-V yields 0.557 mb for

y v,CU ).

^°^U5,calc

Reevaluation of the Experimental Integral
Data Base for ^^Cu(n,a)^"Co

Concept . The average cross section for the re-

act ion~^^CuXn,a)^° Co (denoted as Cu in the following)

in a pure ^^^U-fission spectrum (U5) may be expressed
by the following identity

<o>
Cu

US

<a>
U5

<o>
Cu

<o>
Cu

<a>
U5

(1)

CU-63(,'-J. ALPHA) CO-60
U-235 FISSION SPECTRUM

E (MEV)

Fig. 2. Plots of 0(j) for various representations of
the ^3cu(n,a)^0Co differential cross section and the
ENDF/B-V Watts representation for the pure 235(j therma
neutron fission spectrum. The response functions show
are: i) present evaluation (-), ii) ENDF/B-IV ( ),
and iii) ENDF/B-V (— ).

The upper indices denote the type of reaction (Cu and

some other threshold reaction, X, respectively), the
lower indices denote the neutron field (U5 and some
other arbitrary neutron field, i/, respectively).

Equation (1) may be rewritten as

<o>
R
Cu,X
U5

5CU,X
,Cu,X

<a>
U5 (2)

where the quantities R are reaction rate ratios.

/^sCu _ nCu.X dCu,X . .X
or <0>|1[; = Dili-', X R ' X <0>,,cU5 U5,(t) if exp U5

where the double ratio 0^^'?
Ub ,4)

(3)

e can be interpreted

as a spectrum shape adjustment factor, R^^g^p can be

taken as the experimental reaction rate ratio meas-
ured in a certain neutron field <fi (e.g. in a reactor)

y
in a specific experiment and <<J>yg can be considered

the cross section of a reference reaction in a US-
spectrum.

Equation (3) was used to renormalize the exist-
ing experimental data base. We selected a set of
reference threshold reactions whose response ranges
bracket the response range of ^3Cu(n,a)^°Co. The

NI-58(N, P)C0-58

S-32(N. P)P-32

FE-54(N, P)MN-54

TI-46<N. P)SC-46

CU-63(N, ALPHA) CO-60

3
FE-55(N, P)MN-56

C0-59(N, ALPHA) MN-56

U-235

FISSION

SPECTRUM

3
AL-27(N, ALPHA) NA-24

E (MEV)

Fig. 3. The threshold reactions that were used for

renormalizing the existing integral data, and their
respective response ranges in a ^^^U fission spectrum.
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TABLE III. Calculated ^ssy. Fission Spectrum Averaged Cross Sections <o>yg(mb) and Cross Section Ratios R^^'^ = <a>^^/Nu^uj

Using Different Spectrum Representations: ENDF/B-V Watts, NBS Segments Adjusted, NBS Reference Maxwellian
(^/^^^^^^^^

= 1-97 HeV), and

ENDF/B-IV Maxwellian
i^f^^^rage

" ^'^^ '^^^'^ ^'^^ Differential Cross Section Data, the ENDF/B-V Version was Used for the Threshold

Reactions ^^Ni (n,p)^^Co Through ^'AL(n,o)2''Na , Which were Used in the Renormalization of the Existing Experimental Integral Data for

^^Cu(n,a)^''Co. The Values Given for the Reaction ^'Culnjoj^'Co are Based on an Estimate of the Differential Cross Section. The

Response Ranges Given were Derived Using the ENDF/B-V Watts Spectrum Representation.

FISSION SPECTRUM REPRESENTATION^

5% - 95% ENDF/B-V Watts
NBS Segments

Adjusted
NBS Reference

Maxwel 1 ian

ENDF/B-IV
Maxwel 1 ian

Threshold
Reaction

Category
Status

Range
(MeV) ^'''us

pCu.X
'^U5 <°>U5 '^U5 <°^U5

rCu.X
'^U5 O'^US

nCU,X
'^U5

A<o>35(%)
^°^U5 Exp.

58Ni(n,p) I-Cand. 2.13- 7.20 104.9* 0.004836 100.9 0.004875 99.72 0.005204 100.6 0.005269 5.0 108.5 ± 5.%
32S(n,p)D I-Cand. 2.29- 7.35 66.80* 0.007594 64.09 0.007679 63.30 0.008197 63.87 0.008300 5.5 66.8 ± 5.5%

^"Feln.p) I-Cand. 2.35- 7.59 80.98* 0.006265 77.80 0.006323 76.88 0.006749 77.63 0.006829 5.2- 79.7 ± 6.1%
"^TKn.p) II 3.75- 9.3 11.16* 0.04546 10.81 0.04550 10.88 0.04769 11.05 0.04797 8.6 11.8 ± 6.4%
"Fe(n,p) I 5.48-11.17 1.035* 0.4901 1.005 0.4895 1.072 0.4840 1.096 0.4837 7.3 1.035 ± 7.2%

59Co(n,a) I-Cand. 5.95-11.90 0.1496 3.391 0.1447* 3.399 0.1604 3.235 0.1645 3.222 10.2 0.143 ± 7.0%

27AL(n,a) I 6.48-11.85 0.7187* 0.7059 0.6927* 0.7107 0.7798 0.6654 0.8008 0.6620 11.4 0.705 ± 5.7%

*3Cu{n,a) II 4.67-10.90 0.5073* 1.0 0.4919* 1.0 0.5189 1.0 0.5301 1.0 9.7 0.500 ± 11.2%

^Estimated uncertainty of the calculated Spectrum averaged cross sections when using the ENDF/B-V Watts ^^^U-fission

spectrum representation, including also uncertainties in the differential cross sections.

''Presently in ENDF/B-IV only.

''Evaluated experimental data taken from a recent review of microscopic integral cross section data by Fabry et al.'"

''a star indicates which of the calculated cross sections is closest to the evaluated experimental integral data

in the last column. A star in both columns indicates both values are equally close.

set was limited so that all response ranges (5% -

95% response in a U5 fission spectrum) were above
2 MeV. In this region the neutron fields of most
of the irradiation facilities used for integral
experiments exhibit spectra with shapes rather close
to a pure U5-spectrum. The list of reactions selected
appears in Fig. 3 (or Table III), with the respective
response ranges indicated. Figure 4 demonstrates the
similarity of the response for three obviously dif-
ferent fast-neutron spectra in the case of the
^3cu(n,a)^°Co reaction. The double ratio e should
therefore be approximately 1 (exactly 1 for (fi = LIB).

There are two possible choices of data sets to be used
X

''^1- the <o>y5 integral reference cross sections:
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Fig. 4. Present estimation of the ^^Cu(n,a)^OCo cross
section ( ao }, and the spectra o and response
function ai, for ^5cu(n,a)^0Co applicable for three
noticeable different fast neutron spectra i) pure ^^^U
thermal fission (-), ii) the YAYOI fast reactor ( )

and iii) the Mol H facility (— ). Note the similarity
of the response functions. This implies that the
^^Cu(n,a)^OCo reaction is sensitive only to the high-
energy portions of these spectra and that they are all
quite similar in shape.

calculated values based on evaluated differential data

for the reaction X, or values from evaluated experi-
mental integral data. Since all the reactions con-
sidered in Fig. 3 (or Table III), with the exception
of '*^Ti (n,p)'+°Sc, are Category I reactions or Category
I candidates (see ref. 9 for a definition) and since
ENDF/B-V seems to give a reasonably reliatsle represen-
tation of the real U5-spectrum (at least for the
higher energy region considered here), we decided to

X
use <a>y5 cross sections based on differential data

and the ENDF/B-V Watts spectrum representation of the
LIB spectrum as the reference cross sections. The in-
formation in Table III offers some justification for

X
this choice. Calculated <o>yg's dependent on different

spectrum representations are compared in Table III and
the results of a recent evaluation of experimental in-

150

100-

50-

-50

ENDF-V

ENDF-IV

Maxwellian
Ea, =1.97 MeV

r

"T"
10 15

E, MeV
Fiq. 5. Comparison of various representations of the
235u-fission neutron spectrum. [/" 4>(E)dE = 1 for
all representations of ^ (E)].
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tegral data by Fabry et al.i° are also presented. The

agreement between calculated values for <a>y5 using the

ENDF/B-V Watts spectrum representation and Fabry's

values is better than 6% for all reference reactions

considered, (better than 5% if '*^Ti (n,p)'*^Sc is ex-

cluded). We included the reaction '*^Ti (n,p)'*^Sc, be-

cause considerable data were available for this reac-
tion, and its inclusion turned out not to bias our

Y

evaluated result. The change of <o>y5 with different

representations of the U5-spectrum can be explained by

differences in the spectral shapes of the various re-

presentations as shown in Fig. 5. To investigate the
degree to which the spectral shape correction factor, B,

might be expected to deviate from 1.0, double reaction
rate ratios were calculated for several obviously dif-
ferent reference neutron spectra and for various repre-
sentations of the U5-fission spectrum. The values ob-
tained for 6 did not deviate from unity by more than

10% as seen in Table IV. Table V shows <0>^" values

calculated for various neutron fields based on our es-
timate of the ^3Cu(n,a)^°Co differential cross section.
Since there is clearly a non-negligible effect on g

attributed to uncertainty in knowledge of the pure U5

spectrum, no attempt was made to calculate and use 6-

values for the renormal ization according to equation
(l)-(3), even in instances when there was some informa-
tion available about the neutron spectrum used in a

specific measurement. The e-values were taken as

1.0 and the uncertainty of this assumption was
estimated by considering the spread of double re-
action rate ratios that can be calculated using
the reported reaction rates or integral cross sections
for ^3cu(n,a)^°Co and the others of the list of
the chosen reference reactions (to the extent that
there were values available from specific data
sets). This survey also provided a test of the
spectral purity (relative to a U5-fission spectrum)
for the spectra relevant to the various data sets
considered in this evaluation.

TABLE IV. Calculated Double Ratios D,,
Cu.x

"us'i
°

"us''*
^''^^^ Ratios of the Spectrum

Averaged Cross Sections of the Reaction ^^Cu(n,a}^°Co to the Reaction Specified in a Pure

2^^U Thermal Neutron Fission Spectrum (Given by the ENOF/B-V Watts Representation) Relative
to the Ratios for the Same Reaction Pair in Several Reference Neutron Fields. For the
Differential Cross Sections, the ENDF/B-V Version was Used for ^®Ni(n,p)5^Co Through
2'AL(n,o)2''Na Except for "s(n,p), where only ENDF/B-IV is available, and for the Reaction
^^Cu{n,a)^^Co the New Evaluation was Used.

Spectrum Representation

Threshold
Reaction BIG 10 MOL-n CFRHF

NBS

Segm. Adj.

NBS

Ref. Maxw.
ENOF/B-V

Watts

"Ni(n,p
"S(n,p5
5':Fe(n,p

'''Ti(n

56Fe(n
"Co(n
"AL(n

0.9281

0.9140
0.9139
0.9269
1.019
1.076

1.097

1.056
1.042
1.032
0.9640
1.017
1.024
1.023

0.9591
0.9458
0.9444
0.9463
1.015
1.046

1.058

0.9798
0.9741
0.9732
0.9725
1.007
1.031

1.040

0.9920
0.9890

0.9975
0.9940

0.9294
0.9264
0.9281

0.9531
1.013
1.048

1.061

0.9178
0.9150
0.9174
0.9476
1.013
1.052

1.066

Average 0.9821 1.035 0.9878 0.9968 0.9954 0.9800 0.9755

TABLE V. Calculated Spectrum Average Cross Sections <a>^ (mb) for Different
Reference Reactor Spectra and for the Pure ^^^U Thermal Neutron Fission
Spectrum (U5) Using the ENDF/B-V Watts Representation

Threshold
Reaction

Reference Neutron Fields U5

ENDF/B-V

Watts

Di fferential

Data FromBIG 10 CFRMF YAYOI

58Ni(n,p)
'2s(n,p)
5"Fe(n,p)

"^Tiln.p)
5^Fe(n,p)
55Co(n,a)
2'AL(n,ci)

16.01

10.04

12.17

1.701

0.1735
0.02648
0.1297

23.18
14.57
17.50

2.252
0.2203
0.03207
0.1539

23.52
14.77
17.88
2.469
0.2457
0.03658
0.1778

55.13
34.90
42.27
5.821

0.5592
0.08279
0.4010

104.9
66.80
80.98
11.16

1.035
0.1496
0.7187

ENDF/B-V
ENDF/B-IV
ENDF/B-V
ENDF/B-V
ENDF/B-V
ENDF/B-V
ENDF/B-V

63Cu(n,a) 0.08342 0.1062 0.1186 0.2721 0.5073 This Work

Results . Table VI summarizes the results from
the evaluation procedure. In addition to the original
^^Cu (n,a)^°Co cross sections, the table includes the

R

original results reported for other reactions (X) from
our list of reference reactions (Table III) as far as
there were values available for each individual
author. For each author all possible ratios

exp^
were formed and multiplied by <o>^^ (calculated

using the ENDF/B-V spectrum representation) to get
as many renormalized cross sections for ^3cu(n,a)^°Co
as there were data available for the reference reac-
tions. The averages of these various values are given

in column 4 as averaged renormalized <o>'^^ derived

from specific authors. The assigned uncertainty in-
cludes essentially three contributions which were added
in quadrature: 6^ was obtained from the scatter-

ing of the renormalized values for <cr>y^ based on dif-

ferent reference reactions (in cases where more than
two reference reactions could be used); otherwise the
estimated uncertainties A<a>yg from column 12 in Table

III were applied; 62 accounts for the error in the

originally reported <o>^ for the reaction ^3Cu(n,a)
Cu X

^°Co, which shows up in an uncertainty in R^

63 accounts for possible deviations of 3 from unity;
this was taken as 10% for most cases. A larger error
was assumed wherever the spread of the double ratios
indicated a larger uncertainty. For Fabry's work,^^ an

uncertainty of only 4% was assumed. For this latter
author a spread of this magnitude was obtained when
considering the double ratios from all his reported

reactions except for ^^cu (n,a)^°Co. If this copper
reaction is considered, we obtain a spread of about

8.5%. Apparently, the cross sections reported by

Fabryi^ are relatively consistent among one another
except for the value for ^^Cu (n,a)^°Co. Since this
was the only investigation involving measurements
with a Uranium converter (which provides a spectrum
which is indeed very close to a pure 235[j thermal

neutron fission spectrum) the 4% uncertainty was
retained. Care was taken to consider only those
measurements for a given facility which were ap-

parently all made under the same conditions. If

for a specific author, one reaction provided a double

ratio which was off from 1.0 more than 25%, this

reaction was not considered in the evaluation. If

such deviations were observed for more than one

reaction or for the standard reaction used by a

specific work, this work was not included in the

evaluation or in Table VI (Refs. 21 and 22). The

TABLE VI. The Experimental Fission Spectrum Averaged Cross Sections for the Reaction ^^Cu(ri,a) as Taken from
the Literature and the Averaged Renormalized Values as Derived from Experimental <o>-Ratios to Other Reactions.

for "Cu(n.=")

<°>e.p I""'
I

Other Reacti(

Averaged
Renormal ized

for "Cu(n.o)

0.54 1 0.07 fjflsson 1963"
0.42 Hogg + Ueber 1963''

0.45 • 0.05 Clare * Hartir 1964'

0.44 Liorct iges'"
0.52 t 0.04 Fabry + Dewonii 1966''

0.382 ± 0.036 Nasyrov 1968'^

0.10/0.090/ Oudey + Heinrich 1970'

0.086/0.049'

0.66 1 0.06 Fabry I9;o. 1972"

0.402 HcElroy et al.. 1972''

0.484 t 0.034 Kobayashi et al., 1976^^

"Fed
*'Ti(.

"ni(,

"Ti(.
"Fed
"41 (r

*»»id
"S(n,
"Feir
'Tid
"Fe(.
"AL(r
5»Ni(r

"Al(r
"Ti(r
"Cod

t 0.05

1,P) 101

K") 0.57

i.pl 90 1 l\
i.p) 65 t 1.5°

l.p) 9.0 I 0.1

i.p) 0.71

i,p) 56

l,p) 90.6

l.p) 68.5 3.

l.p) 10.4

l.p) 96 1 13

l.p) 67 1 9

l.p) 9.30 t 0.73

l.p) 0.96 1 0.09
i.o) 0.58 ± 0.07

l.p) 23/22/2010'
l.p) 16/16/13/7.3'

,
l.p) 2.0/2.0/1.7/0.93'
l.p) 120 I 6

,p) 73 1 3

l.p) 89 i 5

l.p) 13.0 ± 0.6

l.p) 1.15 ± 0.04
I, a) 0.78 t 0.03
l.p) 81.1

p) 52.6
i,p) 61.0
l.p) 9.21

l.p) 0.902
i.o) 0.591

l.p) 102

i,p) 0.644
l.p) 10.9 1 0.59
I.o) 0.131 ± 0.0061

0.479 t 0.077
0.537 i 0.086
0.587 ± 0.112

0.509 • 0.086

0.592 t 0.061

0.500 t 0.075

0.522 t 0.063

5 11 10

7 lOa 10

7 7.7 16

6 9.5 14

2.7 9.1 4

5.2 10 10

5.6 7 8

Assumed error.

Standard deviations only,

'values for different rows of the EBR-2.
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weighted average of the averaged renormal ized integral

cross sections for the reaction ^^q^ (n,o)^''Co is:

<a>Mc n
= 0.534 ± 0.015

U5 eval.

The error given is the standard deviation of the

weighted average. 2'+ The result is illustrated and

compared with the calculated value based on the new

differential cross section data of this work in Fig.

6. If the renormal ization of the integral data is

accomplished in the same way as outlined above, except

that the evaluated integral cross sections of Fabry et

al.'^^ for the reference reactions (as given in column
13 of Table III) are used instead of the values of

column 4 of Table III, then the result for the weighted
average of the averaged renormal ized integral cross

sections for the reaction ^3cu(n,a)^°Co would be:

<a>
Cu

0.540 ± 0.016
U5 eval.

which is only 1.1% larger than the value resulting

from the renormal ization procedure based on differ-

ential data.

T

zzz2Z

n

NlUson 63

Hogg • Weber 63

Clare -f Martin 64

Lloret 65

-\ Fabry-t'Deworin 66

Nasyrov 68

Dudey+Helnrich 70

Fabry 70

McElroy et al. 72

KobayashI et al. 76

calculated from
(TlEI this work

0.4 0.5 0.6

Fig. 6. Results of the evaluation of the experimental
integral data base for the reaction ^^Cu(n,a)^°Co, com-
pared with the calculated result based on the repre-
sentation of the differential cross section used in the
present work. The full vertical line shows the weighted
average of the renormal ized ^^^U fission spectrum

averaged cross sections <o>y^ from the literature;

the dashed lines show the standard deviation of the
weighted average, and the dotted lines the standard
deviation of the whole data set.

Comparing the
spectrum averaged
"Cu(n,a)60Co, as

the excitation fun

with the result of

experimental data,

differential and i

^3Cu(n,o)&oCo has
reaction ^3cu(n,a)
a Category I react

Conclusions

235u thermal neutron fission
cross section for the reaction
derived from a new measurement of

ction from threshold to ~10 Mev,

a reevaluation of the integral
shows that the discrepancy between

ntegral data for the reaction
been eliminated. In fact the
^°Co now fulfills the condition for
ion.

The Watts representation of the 235u fission
spectrum as given by ENDF/B-V seems to work very well

in the energy region investigated (2.5 - 11.0 MeV).
For the higher energy region (above 6 MeV) possibly
the NBS segment-adjusted representation might give
better consistency overall.

The authors are of the opinion that when dealing
with threshold reaction data it is preferable to use
only data of other threshold reactions as references

so that the response ranges will not differ too much.

Global renormal izations (which also include nonthres-
hold reactions) as used by Fabry^^ are afflicted with
the problem that they are more sensitive to lower
energy parts of the neutron spectrum than to the
response region of the threshold reactions, a fact

that has been pointed out by Kobayashi et al.2°.
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'''On leave from The Hebrew University, Jerusalem, Israel.

The U. S. Department of Energy (DOE) Office of Fusion Energy (OFE) and the Division
'

of Reactor Research and Technology (DRRT) jointly sponsored the development of a coupled
fine-group cross section library [VITAMIN-C]. The experience gained in the generation, '

validation and utilization of the VITAMIN-C library along with its broad range of appli-
cability has led to the request for updating this data set using ENDF/B-V. Additional
support in this regard has been provided by the Defense Nuclear Agency (DNA) and by EPRI
in support of weapons analyses and light water reactor shielding and dosimetry problems,
respectively. The rationale for developing the multipurpose ENDF/B-V based VITAMIN-E
library is presented, with special emphasis on new models used in the data generation
algorithms. The library specifications and testing procedures are also discussed in

detail. The distribution of the VITAMIN-E library is currently subject to the same re-
strictions as the distribution of the ENDF/B-V data.

[Multigroup Cross Section Libraries, ENDF/B-V, Fusion Neutronics, LMFBR Analysis,

LWR Shielding and Dosimetry, Weapons Applications]

Introduction

The U.S. Department of Energy (DOE) Office of
Fusion Energy (OFE) and the Division of Reactor
Research and Technology (DRRT) jointly sponsored the
development of a coupled fine-group cross section
library. This 171-neutron, 36-gamma-ray group
library was based upon ENDF/B-IV and was intended to be
applicable to fusion reactor neutronics and LMFBR core
and shield analysis. Versions of the library are avail-
able from the Radiation Shielding Information Center
(RSIC) at the Oak Ridge National Laboratory in both
AMPX (DLC-41/VITAMIN-C) and CCCC (DLC-53/VITAMIN-4C)
formats. Computer codes for energy group collapsing,
interpolation on Bondarenko factors for resonance self-
shielding and temperature corrections, and various
other useful data manipulations are also available via
the PSR-63/AMPX-II and PSR-117/MARS packages.

VITAMIN-C has been utilized in a variety of pro-
jects at ORNL^"^ and at other organizations. ^'l*^ The
experience gained in the generation, validation, and

utilization of this library along with its broad range
of applicability has led to the request for updating
this data set using ENDF/B-V. Additional support in

this regard has been provided by the Defense Nuclear
Agency (DNA) and by the Electric Power Research Insti-

tute (EPRI) in support of weapons analyses and light
water reactor shielding and dosimetry problems, re-

spectively. The purpose of this paper is to provide
detailed specifications and rationale for the proposed
ENDF/B-V update (designated VITAMIN-E) to the VITAMIN-C
library, emphasize the changes made to upgrade the data
generation algorithms, and discuss the various testing
procedures

.

Specifications for VITAMIN-E

Materials/Temperatures/Background Cross Sections

All materials on the ENDF/B-V General Purpose file
will be processed at 0°, 300°, 900°, and 2100°K. There
is a possibility that future Doppler calculations may
require higher tempera^res for certain selected
materials, but this will be treated later on a case-by-

case basis. The selection of background cross sections

ag was modified from VITAMIN-C based upon experi-
ence^'^^ and extended to include values of ag = 0

(actually og = 10"^ is used to avoid problems taking

logarithms) and og = 10^0, corresponding to pure concen-

tration and infinite dilution, respectively. The spe-

cial purpose files (e.g., actinide, dosimetry, activa-

tion, etc.) will be processed at room temperature and

infinite dilution. The ENDF/B-V fission product libra-

ry has also been updated; accordingly, the DLC-38/0RYX-E

libraryl^ be updated with fine-group fission-

proauct cross sections. The ORYX data can be collapsed

to the group quantities required by ORIGEN'3 to obtain

lumped fission products for fuel calculations. Addi-

tional materials not in this issue of ENDF/B include

Ar, Ga, and Sn. These will be taken from the ENDL

library. All reactions will be processed, including

the covariance files.

Group Structure

For the intended range of application (LMFBR core

physics and shielding, LWR shielding and dosimetry,

weapons analyses, fusion blanket technology), a 174-

neutron/37-gamma-ray' group structure was adopted. This

structure was obtained from the favorably received

171/36 VITAMIN-C specification2 by making only minor

adjustments to formally include energy boundaries of

the DNA broad group libraryl^ and to extend the energy

range to ^ 20 MeV. Synthesis with higher energy

libraries (> 20 MeV), primarily for CTR applications,

will be performed in a separate step as done pre-

viously. Finally, the group boundaries include the

break points used to describe the multi-region weight-

ing function. The gamma-ray energy group structure

has been extended to 20 MeV and a single minor change

to one energy boundary (75 keV ^ 70 keV) was made, for

compatibility with the DNA gamma-ray group structure.

Weighting Function

Several considerations enter into the selection

of a smooth weighting function, W(E), to represent the

neutron flux spectrum. Experience in Cooperative Pro-

cessing Methods Testing has shown that the use of a

more realistic smooth weighting function would help in

assuring computation of proper group constants. In

particular, below 25 keV the weighting function used

previously was 1/E while we know that typical LMFBR

spectra in this energy range are roughly constant and

do not increase with decreasing energy. Similarly,

the point at which the 1/E spectrum was joined to the

fission spectrum was 821 keV in the VITAMIN-C library,

while testing has shown that a higher value might be

more reasonable. One must be quite careful with these

types of arguments however, since for "typical" shield-

ing situations the flux spectrum is often 1/E and some-

times even 1/E", where n > 1. Also, it is perceived

that the use of any particular reactor-dependent

weighting function may detract from the generality of

the resulting shielding factor library. Finally,
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built-in spectral corrections (e.g., elastic removal)
are intended to account for some of these' effects and
the associated theories are currently based on a 1/E
model.!' It is also recognized that in special cir-
cumstances other sets of weighting functions may be
required.

Thus, the weighting function specified in Table I

obviously represents a set of compromises which hope-
fully can provide adequate accuracies over the range
of intended applications. Basically, the energy at
which the fission spectrum can be smoothly joined to
the 1/E spectrum (i.e., where flux/lethargy is con-
stant) is found to be equal to 3/2 of the fission
spectrum temperature (taken here as e = 1.4 MeV). To
provide consistency with the selected energy group
boundaries, the (l/E)/fission spectrum cutpoint was
raised to 2.1225 MeV, a boundary equal to 3/2 e

(e = 1.415 MeV). Below this energy and above 0.414
eV, the W(E) spectrum is assumed to be 1/E with the
knowledge that elastic removal corrections may be used
to improve estimates of flux shapes. Shielding and
thermal reactor problems also favor this shape. It
should also be noted whereas the Maxwellian temperature
in the thermal group was fixed at 300°K for the
VITAMIN-C library, it will be temperature dependent in
the VITAMIN-E library. For the 0° temperature, the
smooth flux spectrum temperature is still set at 300°K.
However, for the 300°, 900°, and 2100°K cases the spec-
trum temperature will be changed to the respective
temperatures. The cutpoint for the Maxwellian and 1/E
shapes is fixed at 0.414 eV independent of temperature
(the original SkT guideline was only nominal).

The weighting function for the gamma ray inter-
action cross sections is to be constant in energy.

Table I. Specification of neutron interaction
weighting function

Functional Fomi Energy Limits Group Range

1) Maxwellian Thermal Spectrum 10" eV to 0.414 eV 173-174

W,(E) = C,Ee"^"'^

2) "l/E" Slowing-Down Spectrum 0.414 eV to 2.12 MeV 48-172

WjCE) = Cj/E

3) Fission Spectrum (e=1.415 MeV) 2.12 MeV to 10.0 MeV 16-47

W3(E) = CjE^'^E/e

4) "1/E" Spectrum 10.0 HeV to 12.52 HeV 11-15

W4(E) = VE

5) Velocity Exponential Fusion 12.52 MeV to 15.68 MeV 5-10

Peak
(Ep = 14.07 MeV)

(kT = 0.025 MeV) ,
)

W3(E)=C,exp -{|,(E^^^'^)^j

6) "1/E" Spectrum 15.68 MeV to 19.64 MeV 1-4

Wg{E) = Cg/E

Legendre Order of Scattering

The neutron group-to-group transfer matrices for

0l6, Na23, Mg, Al, Si, K, Ca, fi. Cr, Mn55, pg, CqS^,

Ni, Cu, Mo Pb, TalSl, Tal82, ^182 to Wl86. All other
materials are being processed with a P3 expansion.

The photon-interaction expansion is truncated at
P5-

reconstruction has been reduced from 1% in VITAMIN-C
to 0.5% in VITAMIN-E and that for linearization from
0.5% to 0.2%. The linearization tolerance was reduced
below 0.5% without significant computational penalty.
Thinning and integration convergence parameters were
specified as 0.2% and 0.1%, respectively. The cumula-
tive uncertainty is a complex combination of all of
these approximations; there is currently no methodology
used to systematically combine these various sources of
error.

Processing Codes System

The upgraded self-consistent processing codes
system has been tested as part of the CSEWG Data Test-
ing Process. Multigroup neutron cross sections are
being generated with the updated MINX module^S and
photon production and interaction cross sections are
being generated with the LAPHNGAS and SMUG modules of
the AMPX-II system. IS Covariance files are being pro-
cessed with PUFF20,21 This system was chosen because
of Us successful performance in the generation of
VITAMIN-C, the experience obtained by ORNL and General
Electric as part of the preliminary ENDF/B-V Data
Testing, and the improvements to the modules as des-
cribed in the following section.

Output Formats

Multigroup BRKOXS, ISOTXS, AMPX master, and MATXS
libraries are being produced. The pointwise files gene
rated from ENDF/B-V in the process of preparing
VITAMIN-E are also available. The covariance files
will be output in COVERX format. 22 Special purpose
files of elastic removal f-factors will also be
provided.

Handling Codes for the Library

Two different sequences of handling codes for re-
trieving, manipulating, converting, editing, collapsing
self-shielding, etc., the libraries are available de-
pending upon whether one needs to work in the CCCC or
AMPX code systems. Codes for handling AMPX format are
available in PSR-63/AMPX-II , and codes for handling
CCCC format are available in PSR-1 1 7/MARS. Both com-
puter code packages are available from RSIC. The
various programs and functions are listed in Table II.

Table II. Handling codes from the AMPX and MARS
packages of software support

AMPX
Module

CCCC
Computer Code Function

AIM BINX, LASIP-III BCD-to-binary (or vice-versa) conversion

AJAX LINX, 121, B2B Merging and deleting operations

CHOX Combining neutron and ganma-ray files

CHOXM Combining self-shielding factors,
neutron files, and ganmia-ray files

MALOCS CINX Energy group collapsing

BONAMI-2 SPHINX Compute system-dependent shielded
cross sections

NITAWL I2D Prepare working libraries for use in

transport calculations

RADE Per'nrm tests on multigroup libraries

A new program has been written^^ to provide a conversion capability between
the AMPX-master and MATXS formats.

Convergence Parameter Requirements .

To improve accuracy the tolerance on resonance
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Upgrading of the Data Processing System

The processing codes system has been upgraded by

updating individual modules as described below.

Resonance Reconstruction/Li near ization/Doppler
Broadening

New editions^^'^" of the LINEAR and SIGMA-1
programs have been installed. In the new SIGMA-1
version, particular care is taken to include a suffi-
cient number of points on the Doppler broadened file,
so that linear interpolation is accurate to within a

fixed input criterion. In addition, the program
allows now for proper broadening of threshold reac-
tions to controlled thermonuclear reactor temperatures.

In future releases of the VITAMIN-E library, the

resonance profile reconstruction algorithm will also
be upgraded by replacing the standard RESEND tech-
niques by the newly-developed RECENT code. 26

Finally, by optimizing the computational flow,
i.e., thinning the 0°K data before broadening, enor-
mous amounts of computer time are saved.

Unresolved Resonances Treatment

The treatment of the unresolved resonance region
in MINX has been updated by replacing the standard
UNRESR module with a new treatment largely based on

the sophisticated techniques developed by Hwang27 and
implemented in the MC2-2 codecs for computing flux-
weighted effective pointwise cross sections. These
techniques were extended at ORNL to allow for the

computation of effective pointwise current weighted
total cross sections^^, and more generally for the
computation of higher order effective pointwise cross
sections required for the consistent computation of
the shielded scattering matrices. 30 Notice that these
algorithms^^"-^*^ include processing of competitive
widths, interference scattering, within sequence and

sequence-sequence overlap corrections.

The numerical procedure employed in MINX to

obtain the infinitely dilute group averaged cross
section in the unresolved energy region has also been
improved. 31

Elastic Removal

In the current version of MINX fully shielded
scattering transfer matrices are generated as func-

tions of the temperature T and the Bondarenko para-
meter ag

XE,T)
W„(E)

g ^ [og+o (E,T)]

h/

(1)

,h.

n£+l
dE

:ag+a^(E,T)]'

A^(E) denotes the integral of the scattering transfer
probability moment over group h.

Particular care has to be exercised in the unre-
solved resonance region, where Eq. (1) becomes

)A^(E*)a ,(E*,o„,T)

g-4i
(o„,T| "7

—

is; 1

(2)

The higher order effective pointwise cross sections
are defined as

.a^(E,T)dE

;i+l

-AE
T)r

a,,£(E*,a,,T)

dE
(3)

AE [ag+at(E,T)]
£+1

In the above expressions W^(E) describes the slow
varying broad energy behavior of the weighting func-
tion. E* denotes the energy point, contained in the
interval aE at which average resonance parameters are
specified. The computational procedure is based upon
the transformation

ag+a^(E,T) = Op + Z x^(E,T) (4)

where X;^ refers to resonance component \ (i.e., reson-
ance i in sequencev ) of the total cross section,
expressed in terms of the usual symmetric and anti-
symmetric line shape functions

(5)

According to the ENDF specifications, the "effective"
potential cross section a- includes the smooth correc-
tions contributions (0^3 )^from scattering, fission (if
relevant), and capture, but not from the competitive
reaction

o^(E*
X

x^'comp

)
+ C6)

Since existing spectral correction procedures
[TD0WN17,32^ SPHINx33, BONAMI-2^9, etc.] are based on
elastic removal treatments, elastic removal shielding
factors will be provided with VITAMIN-E. These are
computed according to the standard definition

(7)

where the shielded elastic removal cross section is

obtained from the shielded outscatter matrix

h>g
^er^^B

g^h
'el,£=0 ^^B

(ap,T) (8)

The elastic removal shielding factors will be stored on
special purpose files.

Temperature-Dependent Thermal Weighting

A change was made in MINX to permit the smooth
energy weighting Maxwell ian in the thermal range to be

temperature dependent.

Computation of Analytical Bounds for the Cross Section
Self-Shielding Factors

A fundamental problem regarding the applicability
of the shielding factor method is to determine the

limits of the range of values within which a cross

section shielding factor is restricted, and whether
these limits are physically meaningful. Using func-

tional analysis techniques, a general methodology for

computing strict upper and lower bounds for self-
shielding factors has been developed. 34>38 -[hg complete
range of f-factors computed by cross section processing
codes was addressed, and ENDF/B specified cross section
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discontinuities were taken into account. The resulting

formalism was implemented into BRINE^^, a stand-alone

module easily incorporable into existing cross section

processors. BRINE is being used to check the VITAMIN-E

shielding factors.

Formats

The code system was upgraded to handle Version V

formats. Major new features included the processing

of competitive widths, uncertainty files and energy-

dependent Watt fission spectra. Note that, as in

VITAMIN-C, only the 1-MeV spectrum will be placed in

the VITAMIN-E library, since MINX does not currently

process fission matrices.

Photon Production Processing

Experience with ENDF/B-IV gamma ray production

processing led to linearization and normalization of

the weight function to help improve the precision of

the LAPHNGAS calculation.

A coding change was made to the LAPHNGAS code to

allow better precision when an input weighting spec-

trum is used (the case for VITAMIN-E). The change im-

proves the integration scheme by incorporating the

weighting function energy grid into the energy grid

used by LAPHNGAS to calculate the group averaged multi-

plicities or gamma ray production cross sections.

A feature was also added to LAPHNGAS to allow

calculation of multigroup multiplicities for materials

without resonance parameters. 19 This permits self-

shielding of gamma ray production cross sections, e.g.,

from capture, using the Bondarenko scheme.

Processing ENDF/B-V Uncertainty Data Into Multigroup

Covariance Matrices

A capability for processing ENDF/B-V uncertainty

data into multigroup covariance matrices has been

developed21 and implemented in the PUFF-II module.

Specifically, the new module allows processing of all

"Nl-type" uncertainty relationships^o, required to

describe explicitly the various components of the co-

variance matrix. In addition, explicit cross reaction

and cross material relationships and derived uncertain-

ties can be treated. Finally, the infinitely dilute

cross section covariances due to uncertainties in the

resolved resonance parameters can be computed.

First Order Data Checks

Processed VITAMIN-E data are undergoing an exten-

sive series of first order data checks.

The RADE module of the AMPX-II system^^ is used

to check each AMPX master data set for partial cross

section consistencies. The BRINE module^S is used to

check the shielding factors against analytically com-

puted upper and lower bounds. Finally, plots of point

versus multigroup data for specified materials and

reactions are being produced.

Testing Program and Anticipated Schedule

The testing program will be intimately associated
with feedback from sponsor application and participa-

tion in various cooperative national testing programs.

Anticipated application includes continued analysis of

the OFE integral experiments, analysis of LMFBR criti-

cal experiments and Large Plant Design Studies, analy-

sis of experiments relevant to pressure vessel surveil-
lance, and weapons related applications. Benchmark
validation will include cooperative testing in the

framework of the CSEWG Data Testing Subcommmittee, the
CSEWG Processing Methods Testing Subcommittee,
ANS-6.1.2 (LWR Shield Standard Cross Sections), and the
OFE Validation Group.

In order to initiate the testing procedures, some
of the more important materials for the above-mentioned
applications are being processed with high priority.
Of particular importance is a comprehensive feedback to

CSEWG' s fast reactor benchmark program, in order to

address the following questions: How do Version V data
compare to experiment, as compared to Version IV data?

If major changes were observed, could one trace their
origin? Are there still outstanding discrepancies?

For the initial phase of testing, the available
VITAMIN-E data have been augmented, where necessary,
with multigroup data generated in adherence to the

VITAMIN-E specifications using preliminary ENDF/B-V
evaluations and with VITAMIN-C data. The cross section
sets were then collapsed to a 100-group structure, and
were used to calculate performance parameters of CSEWG
fast reactor benchmarks.

Specifically, the effective multiplication factors
and central core reaction rate ratios were calculated
for the Pu-fueled JEZEBEL, ZPR-3/48, -3/56B, -9/31, and
-6/7 benchmarks and for the U-fueled GODIVA, ZPR-3/6F.
-3/12, -3/n, and -6/6A benchmarks. Results indicate-^'

a general improvement in the ratio of the calculated/
experimental values of the parameters calculated with
VITAMIN-E data versus parameters calculated with the
ENDF/B-IV based VITAMIN-C library.

Our current estimate of the VITAMIN-E schedule is

that the first release of the complete library will not
be available until mid-1980, although preliminary
issues will be used in the context of CSEWG testing and

cooperative nuclear data and methods development. Ex-

tensions to the current effort will include the dosi-
metry, activation and gas production data, kerma fac-

tors, response functions, and delayed neutron data.

Processing refinements and library improvements are

thus expected to continue for at least 2-3 more years.
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VERIFICATION OF PHOTON-PRODUCTION PROCESSING TECHNIQUES
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Several laboratories have independently developed computer codes which use evaluated data
from the ENDF/B file to produce group-averaged cross sections and transfer matrices for neutron-
induced photon production. There have been several instances in which these codes have produced
discrepant data sets, thereby casting doubt on the validity of all the codes. For a series of
specified test cases, the results from three of these codes (NJOY, LAPHNGAS, and MACK-IV) were
systematically compared with each other and with hand calculations. Several shortcomings in the

codes have been discovered and repaired. One major difference of philosophy has been resolved.

Consequently, the codes have arrived at substantial agreement on all of the nearly 1200 nonzero
group constants calculated in the study.

(Photon-production, multigroup, code comparison, ENDF/B-IV)

Introduction

For several years, the LAPH^ series of codes were
the most widely used photon-production processors of
ENDF/B data. 2 Versions of LAPH are in use at the Los

Alamos Scientific Laboratory (LASL) [LAPH, LAPHANO] and

General Atomic (GA) [LAPHANO]. Discrepancies in the

LASL version of LAPHANO were reported by Seamon^ at the

September 1975 meeting of the Shielding Subcommittee
(SSC) of the Cross Section Evaluation V/orking Group
(CSEUG). Seamon's report included sample data from

LAPHANO and comparisons with hand calculations. Sever-
al specific code modifications were also suggested to

rectify the discrepancies.

Extensive modifications were made to the LAPHANO
code at the Oak Ridge National Laboratory (ORNL) to

give the LAPHNGAS code.'* LAPHNGAS was incorporated in-

to the AMPX system--a modular system for producing cou-
pled multigroup neutron-gamma cross section sets from

ENDF/B data.*

In recent years, a number of other codes CNJ0Y,5>**
MACK-IV^) have gained the capability of processing
photon-production data into transfer matrices in sever-
al Legendre orders. Because these codes were not re-

lated to LAPH, the opportunity was now available for

intercomparison of independent codes and methods, as

well as comparison of each code with selected hand cal-

culations.

Under the auspices of the Shielding Subcommittee,
the authors have compared calculated photon-production
data from NJOY, MACK-IV, the LASL version of LAPHANO,
the ORNL LAPHNGAS, and a late 1977 version of LAPHNGAS
from the EG&G-Idaho version of the AMPX system. For

the purpose of this paper, only NJOY, MACK-IV, and the
ORNL LAPHNGAS will be discussed. The corrections made
to LAPHNGAS as a result of this study are applicable in

general to all LAPH-series codes. In the following

*The AMPX system is distributed by the Radiation
Shielding Information Center (RSIC) in the package
Identified as PSR-63/AMPX-II

.

**NJOY is a comprehensive computer code package for
producing pointwise and multigroup neutron and photon
cross sections from ENDF/B evaluated nuclear data.

discussions, it is assumed that the reader is familiar
with the ENDF terminology described in Ref. 2.

Methodology

The scope of the study^ summarized in Table I,

was similar to the work of Seamon,^ except for the fact

that higher order matrices were calculated for 12c, 14n,

and 1^0. Isotopes and reactions were chosen to repre-

sent a variety of ENDF interpolation schemes. Photon-

production data for both discrete and continuum photons

were calculated using both multiplicities (MF12) and

photon-production cross sections (MF13). In addition,

a reasonably complex cascade of transition probability
arrays was processed for ^-^Ha. (To illustrate the com-

plexity of the 23[^a transition probability data, the

MT60 cascade is depicted in Fig. 1.) The LASL 30-neu-

tron and 12-photon energy group structures were used in

this study. All calculations were repeated with both a

constant and a 1/E neutron flux weighting for all

Legendre orders. These simple weight functions were
chosen to facilitate hand calculations. A total of

1168 nonzero matrix elements were compared.

E = 4.770 Mev
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1 cj
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E» 0

Fig. 1. Photon transition probabilities for ^^Ua,

MT = 60.
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TABLE I

ISOTOPES AND REACTIONS CONSIDERED IN THIS STUDY

Photon Production Data MP = 15

ENDF/B-IV b b b Legendre
Isotope MAT MT MF=12/13 INT INT Y.INT Order

C-12 1274 51 13 DISC 2 P4
N-14 1275 102 12 DISC 2 P2
0-16 1276 4 13 DISC 2 P6

22 13 DISC 2 PO
F 1277 3 13 CONT 1 2,4 1 PO

4 13 DISC 2,4 PO
102 13 CONT 5 1 1,2 PO
107 13 DISC 2,4 PO

NA-23 1156 55 12 TPA PO

60 12 TPA PO

^Photon distributions are discrete (DISC) or continuous (CONT) or the neutron
energy dependence is represented by means of transition probability arrays (TPA).

'^Interpolation scheme used in the evaluated data; that is, INT = 1, 2, 4, and 5

specifies constant, linear-linear, log-linear, and log-log interpolation schemes,
respectively.

The calculations were performed on ENDF/B-IV
evaluated data, which had been linearized, resonance-
reconstructed and Doppler-broadened to 300 K using the
NJOY code at LASL. The purpose of this preprocessing
was to minimize the possibility of discrepancies arising
from code differences not directly related to photon-
production processing. Calculated matrices from all the

laboratories were automatically sorted and compared at

LASL. Side-by-side listings of all the calculated data

were provided to all participants. In addition, the
percentage difference by which each code deviated from
the NJOY result was calculated and displayed. Discrep-
ancies of less than 0.1% were set equal to zero. Cases
in which the magnitude of the difference between two
calculated cross sections was less than 1.0 x 10"^b
were similarly disregarded. The choice of NJOY as the

standard of comparison was completely arbitrary.

Conclusions

The first round of comparisons showed agreement
(to within 1%) among the three codes for only 77% of
the 1168 numbers calculated, a fact which reinforced
our motivation for doing the study. Hand calculations
performed on a representative sample of discrepant ma-
trix elements suggested several improvements, and pro-

gress in the form of code modifications came quickly.
The remaining discrepancies (involving 4% of the calcu-
lated numbers) are due in part to differences in inter-
pretations of the ENDF/B-IV format or to minor differ-
ences in the cal culational techniques used by the
codes.* Three of these differences bear mentioning.

The most serious ambiguity exists in the proces-
sing of continuous energy spectra which are expressed
in ENDF/B as normalized probability distributions
g(E^-«-E-j) at selected neutron energies E-j . The codes
under study employ different methods for interpolating
to determine the photon spectra at intermediate neutron
energies. The problem is illustrated in Figs. 2(a) and
(b). At the lower neutron energy E^ , the photon end-
point energy is E^; at the higher neutron energy
Ei +1, the photon endpoint energy is . At the

*In addition, there are differences due to evaluation
errors.

intermediate neutron energy E^ , the NJOY and LAPHNGAS

codes interpolate in such a way [Fig. 2(a)] as to give

photon yields (dashed line) for photon energies up to

E|+l , whereas the interpolation method used by MACK-IV
[Fig. 2(b)] gives photon yields only up to an energy of
Ej. Because the resulting intermediate distributions
are normalized, the NJ0Y/LAPHN6AS method gives more

g(Ey^Ei)

Fig. 2(a). NJOY/LAPHNGAS approach for interpolation of

normalized probability distributions.

Fig. 2(b). MACK-IV approach for interpolation of nor-

malized probability distributions.
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Fig. 3. Illustration of the proposed approach to in-
terpolation of normalized probability distri-
butions where is defined from given TABl
data.

photons in higher energy groups and the MACK-IV method
gives fewer photons in the same energy groups.

Neither the NJOY/LAPHNGAS nor the MACK-IV method
gives a physically correct result. The endpoint energy
for the intermediate photon spectrum should be some-
where between Ej and Ei+I

. However, the current formats
and procedures for ENDF/B-IV do not allow for an inter-
polation scheme that would produce the physically rea-
sonable result.

A quick remedy for this ambiguity is to introduce
a TABl record that gives the photon endpoint energy as
a function of neutron energy. As shown in Fig. 3, the
new data, which are compatible with current ENDF formats
and which employ standard ENDF interpolation schemes,
would allow a more reasonable method of interpolation.

A further source of difficulty with the normal-
ized probability distributions is the use of this for-
mat to represent discrete photons. Figure 4 depicts
the spectrum for MT = 102 in fluorine. Differences in

the approach to interpolation, described above, led to
a discrepancy (MACK-IV results versus NJOY/LAPHNGAS re-
sults) of 13% in photon production from neutron group 9

to photon group 2 and 100% from neutron group 9 to pho-
ton group 1. Similar difficulties were encountered in

several neutron groups for this reaction. The effects
of these discrepancies on the photon energy per neutron
group were caluclated at ANL and found to be as high as
14%. These discrepancies, which can be significant for
many applications, demonstrate the difficulties that
can result from the use of file 15 to represent dis-
crete photons.

A second difference involves the way in which the
energies of certain discrete photons are calculated.
The ENDF/B format calls for the photon energy Ey to be
calculated from the target atomic mass ratio AWR and the
neutron energy Ep according to the formula

P _ P, , AWR

Y
"

Y AWR+1
X E,

where
E-J- is the discrete photon energy quoted in the

ENDF file. The MACK-IV and NJOY codes calculate Ey at
each neutron energy within a group, whereas LAPHNgAs
calculates ojie value of E^ using the group-average neu-
tron energy Ep. The latter procedure can distort the
average photon secondary energy by placing discrete
photons in the wrong energy group. This difference is
known to have caused a discrepancy in two of the 1168
nonzero group constants produced in this study--photon
production from neutron group 5 to photon group 1 for

4.0

photon group NO 2 photon group NO I

Fig. 4. Representative normalized probability distri-
bution functions glEy-f-Ei) for fluorine
(MAT1277, MT102).

radiative capture (MT = 102) in nitrogen for both con-
stant and 1/E weighting.

Finally, there is a difference in the method of
interpolating a function that is a product of two or
more variables for which interpolation schemes are spe-
cified in ENDF. The MACK-IV code uses the highest in-
terpolation scheme, while NJOY and LAPHNGAS use linear
interpolation and disregard the interpolation schemes
associated with the components of the product. When
1/E weighting is used, this difference in algorithm
causes a maximum discrepancy of 0.5% for photon produc-
tion from radiative capture (MT = 102) in nitrogen.

With the exceptions noted above, the three codes
compared in this study are now in substantial agreement
on the processing of ENDF/B-IV evaluated photon produc-
tion data. Because no format changes in this area are
contemplated for ENDF/B-V, the same statement should
be true for that data file.

Acknowl edqements

The authors wish to acknowledge the constant en-
couragement and assistance of the Shielding Subcommit-
tee Chairman, Dr. R. W. Roussin and the constructive
discussion of Dr. H. Henryson II, of the Applied Physics
Division, Argonne National Laboratory. Ms. B. R. Diggs
contributed significantly to the ORNL LAPHNGAS calcula-
tional effort. Research sponsored by the U. S. Depart-
ment of Energy.

References

1. D. J. Dudziak, A. H. Marshall, and R. E. Seamon

,

"LAPH; A Multigroup Photon Production Matrix and
Source Vector Code for ENDF/B," Los Alamos Scien-
tific Laboratory report LA-4337 (May 1970).

211



D. J. Dudziak, R. E. Seamon, and D. V. Susco,

"LAPHANO: A Pq Multigroup Photon-Production Matrix
and Source Vector Code for ENDF," Los Alamos Scien-

tific Laboratory report LA-4750-MS (January 1972).

D. Garber, C. Dunford, and S. Pearlstein, "Data

Formats and Procedures for the Evaluated Nuclear
Data File, ENDF," Brookhaven National Laboratory
report BNL-NCS-50496 (ENDF-102) (1975).

R. E. Seamon, "Processing Photon Production Data
with the LAPHANO Code," a report presented to the
Shielding Subcommittee of the Cross Section Evalua-
tion Working Group (CSEWG), Los Alamos, September
25, 1975.

4. N. M. Greene, J. L. Lucius, L. M. Petrie, W. E.
Ford III, J. E. White, and R. Q. Wright, "AMPX- A
Modular Code System for Generating Coupled Multi-
group Neutron-Gamma Libraries from ENDF/B ," ORNL/
TM-3706 (March 1976).

'

5. R. E. MacFarlane, R. J. Barrett, D. W. Muir, and
R. M. Boicourt, "The NJOY Nuclear Data Processing
System; User's Manual," Los Alamos Scientific Labo-
ratory report LA-7584-M (December 1978).

6. M. A. Abdou, Y. Gohar, and R. Q. Wright, "MACK-IV
A New Version of MACK: A Program to Calculate Nu-
clear Response Functions from Data in ENDF/B For-
mat," Argonne National Laboratory report ANL/FPP-
77-5 (1978).



THE MATXS-TRANSX SYSTEM AND THE CLAW-IV NUCLEAR DATA LIBRARY

R. J. Barrett and R. E. MacFarlane
Los Alamos Scientific Laboratory, University of California

Theoretical Division
Los Alamos, New Mexico 87545 U.S.A.

A new system for post-processing multigroup cross sections has been developed.
The MATXS interface format stores group-averaged cross sections and scattering ma-
trices for all reactions of interest for neutron transport, photon production, and
photon transport, including kerma factors, thermal upscatter matrices, and self-
shielded cross sections. The TRANSX code can produce a variety of working librar-
ies for transport calculations from a single MATXS file. TRANSX capabilities in-
clude group collapsing, material mixing, coupling of neutron and photon matrices,
transport corrections, interpolations of self-shielding data, calculation of fis-
sion vectors, and creation of flexible user-specified response functions. Using
the MATXS-TRANSX system, we have produced the CLAW-IV library, a 73-isotope coupled
set in 30-neutron and 12-photon groups. The library, available from RSIC, includes
prompt and steady-state transfer tables in FIDO format, prompt and total fission
spectra, and a table of useful response functions including heating and gas

production.

(Processed cross-section library, neutron and photon transport, prompt and delayed nuclear activities, ENDF/B-IV)

MATXS

The wide variety of calculational problems associ-
ated with thermal and fast reactors, CTR, shielding,
and weapons has led to an Increasing diversity in re-
quirements for group-averaged nuclear data sets. The
need for coupled or uncoupled transfer tables, with
prompt or steady-state fission vectors, with special
activity edit cross sections such as "tritium produc-
tion" and "isotope depletion" has led to a prolifera-
tion of data sets tailored for solving a specific prob-
lem with a particular type of code. There is clearly
a need for generalizing the methods used for producing,
exchanging, and accessing multigroup data sets.

Currently the most widely used standards for the
exchange of nuclear data are those defined by the Com-
mittee for Computer Code Coordination (CCCC) .

' These
interface files and their associated codes, developed
primarily in support of the fast reactor program, have
done much to improve the situation. However, they are
not flexible enough to serve as a general system. For
example, the fixed set of allowed reactions gives very
little latitude for defining activity edit cross sec-
tions or for including sufficiently detailed cross sec-
tions for sensitivity analysis. There is no provision
for thermal kernels or for self-shielding of elastic
removal. The system is not easily expanded to meet new
demands

.

We have developed the MATXS format, which is simi-
lar in many ways to the CCCC-ISOTXS file and incorpo-
rates some of that file's useful features; e.g., effi-

cient storage of banded matrices. The principal advan-
tages of MATXS are

A. Various kinds of nuclear data are separated into
"data-types." These "data types" include neutron
scattering, gamma production, photon scattering,
thermal matrices, and coupled sets. New types are
easily added.

B. For any "data type," all vector or matrix cross
sections may be included, or any other data_that
can be written as a vector (kerma factors, V), or
as a matrix (delayed yields).

C. Any combination of incident and exit particles is

allowed (including coupled sets and charged-
particle production).

Currently, the MATXSR module of the NJOY^ system
can produce a MATXS file containing neutron-scattering,
gamma-production, and photon-interaction -cross sections,
as well as thermal upscatter matrices and resonance
self-shielding data.

TRANSX

TRANSX is a utility code that reads a cross-section
library in MATXS format and produces transport tables
suitable for use in discrete-ordinates (S ) transport
codes such as ONETRAN^ and ANISN.'*

^

The tables can be printed and/or written to an out-
put unit in various forms including FIDO format (zeroes
are stripped out using a repeat count), or ANISN format
(same as FIDO except a factor of 2£ + 1 is included in

the scattering matrices). The user can request either
direct or adjoint tables in either materialwise or
groupwise ordering. Groupwise ordering allows S cal-
culations with very large group structures. ^

The code will produce tables for neutron transport
(NN) , photon transport (GO), or coupled sets where
both neutrons and photons are transported simultane-
ously. Microscopic and macroscopic mixtures can be
generated. Thermal upscatter is allowed, and all neu-
tron reactions and photon production can be self-
shielded .

A flexible capability is included for producing
cross sections for response function edits. Any lin-
ear combination of cross sections from the MATXS file

can be requested. As will be seen below, this allows
the user to obtain complex quantities like helium pro-
duction or steady-state heating;

The fission matrices on the MATXS file are converted
into the vectors va^ and x the transport tables.

Either prompt or steady-state vectors can be selected.
For the latter, delayed neutron contributions are

added. The fission spectrum is calculated using flux
weighting and includes mixture effects. A special op-

tion is included to handle the partial fission reac-
tions (n,n')f, (n,2n)f, and (n,3n)f at high energies.

The scattering part of the reaction is removed from
fission and added to the scattering matrix. The fis-

sion part is included in x> ^nd the va^ is reduced
appropriately. This option provides a better ac-

count of the incident energy dependence of fission.
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TRANSX allows several transport correction options.

In general, S codes require a different total cross
N

section and different in-group scattering cross sec-

tions than ?^ codes .

^ The following four approxima-
tions are available.

SN PN
a = a
n.g^g n,^g

Otg

a + a
ntg g

0 < n < N

a = °N+l,tg °N+l,g^g

'N+1 ,tg E.'^N+l.g^g'

^N+l,tg" ^,^N+l,g'->g*N+l,g' *N+l,g

CONS.P

DIAG

BHS

INFLO

TRANSFER TABLES

Coupled sets of transfer tables were transport-

corrected with the "inflow" approximation. The va^

vector was calculated by summation of the full square
fission matrix

va

The absorption cross section (a ) is simply a
a,g

neutron balance, calculated from the total cross sec-
tion and the P transfer matrix according to the equa-
tion.

a,g t,8 0,g->g'

They, are consistent P, diagonal, Bell-Hansen-Sand-
meier, and inflow. The angular dependence of the total

cross section can be important when self-shielding is

present or when collapsing cross sections using a de-

tailed angular flux from a previous S^ calculation.

TRANSX can collapse to a subset group structure us-
ing the weight function from the library, a read-in
weight function, or a flux computed internally by the

Bq or B^ approximation. The weight function is the re-

action rate O x (j) , and it is used as the starting
g g

guess for the flux calculation (if any). Also note that
a one-to-one "collapse" with a realistic input weight
function given will result in improved fission spectra
and inflow transport corrections.

Heterogeniety options are available for buckled ho-
mogeneous mixes, lumps described by a constant escape
cross section, cylindrical rods in square or hexagonal
lattices, and multi-region slab cells. Escape cross
sections are based on standard two-region equivalence
relations, but the Dancoff corrections use neutron op-

tical path lengths computed for the exact multi-region
cell. The background cross section due to other iso-
topes can be specified or obtained by iteration on the

total cross section.

For the more important fissile nuclides, the par-
tial fission reactions (n,f), (n,n'f), and (n,3nf) are

given in ENDF/B-IV in addition to the fission total.
Because the neutrons emitted prior to fission have a

quite different energy distribution from those emitted

during fission, we have separated them from the \>0^ and
vectors and added them to the transfer matrix.

Separate files are given for prompt and steady-
state data (see below). Both files are in FIDO format.

The 2Z,+ 1 factor is not included, and a header card is

included for each table.

PROMPT TRANSFER TABLES

The reference set of transfer tables consists of 73

isotopes, elements, and mixtures as specified in Table I.

In this set, only the prompt secondary neutrons from
fission are included in va^, and only prompt photon pro-

duction is included in the transfer matrix. Photon
production data are not available in ENDF for all iso-

topes, and the photon-production portion of the transfer

matrix is non-zero only for those materials specified
in Table II. Photon interaction data for plutonium
were used in the tables for all isotopes of americium,

curium, and californium.

Mixes are identified by the density or fraction of
the library nuclides to be used, by temperature, by
background cross section ("^q)> and by spatial region.

In addition, thermal groups can be requested with a

choice of bound scatterers from the library.

CLAW-IV

Basic data from the evaluated nuclear data file
(ENDF/B-IV)^ were used for all materials in the library
except Li-6A, Be-9A, and C-12A, which were based on the
local LASL evaluations.^ ' The NJOY code system was
used to process the cross sections. The point cross
section linearization and resonance reconstruction tol-
erance was 0.5%, and all cross sections were Doppler
broadened to 300 K. Cross sections were averaged over
the LASL 30-neutron and 12-photon energy groups using a

fusion-fission-l/E-thermal weight function. Neutron-
transport, photon-production, and photon-transport data
in five Legendre orders were all stored on the same com-
puter file in MATXS format. The final processing step
involved several runs with the TRANSX code, which trans-
lated MATXS files into the formats used in S codes.

N

The library described here consists of several com-
puter files, as detailed below.

STEADY-STATE TABLES

For several isotopes (Table II) , there is informa-
tion available concerning the yield and energy distribu-

tion of delayed neutrons from fission and delayed pho-

tons from fission and other reactions. A separate set

of coupled group-to-group transfer tables, which in-

cludes the delayed contribution, has been generated for

use in steady-state neutronics calculations. Delayed

neutron yields were calculated from data supplied in ENDF.

Delayed photon yields and spectra from the fission
reaction have been calculated as a function of cooling

time by CINDER'" and related codes'' for inclusion in

the ENDF system. Using the FITPULS'^ program, we have
calculated photon-group-averaged constants (a and A) and

deduced the photon yield,

for infinite cooling time.

For reactions other than fission, a select group of'

discrete photons were included. Selection of these

photons from among the hundreds of potential candidates

was based on a combination of half-life, photon energy,

and the importance of the isotope.
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RESPONSE FUNCTIONS REFERENCES

For each material contained In the prompt transfer
tables (Table I), the following reponse functions have

been calculated.

A. PHEAT. Prompt local heat deposition (in Joule-
barns) for both neutrons and photons was calcu-
lated by the energy balance method.

B. THEAT. The total heat deposition is defined as

the sum of the prompt heat described above and
the delayed heating from beta decay. For the fis-
sion reaction, the average delayed heat was taken
from Sher, Fiarman, and Beck' ^ Other reactions
were included only for materials of significant im-
importance in a wide variety of calculations.

C-G. HPROD, DPROD, TPROD, BPROD, APROD. The production
of hydrogen, deuterium, tritium, helium-3, and
helium-4 , respectively.

H. PARAB. Parasitic absorption includes all reactions
in which the incident particle is not re-emitted.

I. DEPLET. The depletion cross section is the prob-
ability that the target nucleus will be transformed
to another species.

J-L. N2N, ^^3N, NGAM. The (n,2n), (n,3n), and (n,Y)
cross sections, respectively.

M-N. FISSN, NUSIGF. The fission cross section and va^,
respectively,

0. TOTAL. The total cross section, O^.

For ease in editing, the response functions are
given in 6E12.5 format. The table for each material
starts with a title card (e.g., "AL-27 EDITS"). Seven
cards follow for each response function, for a total
of 106 cards per material.

FISSION SPECTRA

Both prompt and steady-state (prompt plus delayed)
fission neutron spectra ()(-vectors) are available in

6E12.5 format for the 26 materials listed in Table III.

The prompt spectra were generated from the fission
transfer matrix according to the formula

g' g g'

where c])^ is the group-averaged, P^ weighted flux for

group (g).

The steady-state spectra were obtained by factor-
ing in the delayed neutron yield (v^) and spectrum (x)

.

The X vectors are given in 6E12.5 format. The
data for each isotope is preceded with a title card
(e.g., "U-235 CHI"), and followed by seven cards of
data. Photon groups contain zeroes.

CONCLUSIONS

The MATXS-TRANSX system promises to provide a flex-
ible and convenient tool for neutronics analysis as dem-
onstrated by this sample coupled library that should be
useful for many problems where self-shielding can be
ignored

.

1. R. D. O'Dell, "Standard Interface Files and Pro-
cedures for Reactor Physics Codes, Version IV,"
LA-6941-MS (Sept. 1977).

2. R. E. MacFarlane, R. J. Barrett, D. W. Muir, and R
M. Boicourt, "The NJOY Nuclear Data Processing
System: User's Manual," LA-7584-MS (ENDF-272) (Dec

1978).

3. T. R. Hill, "ONETRAN: A Discrete Ordinates Finite
Element Code for the Solution of the One-Dimen-
sional Multigroup Transport Equation," LA-75590-MS
(June 1975).

4. W. W. Engle, Jr., "A User's Manual for ANISN, A
One-Dimensional Discrete Ordinates Transport Code
with Anisotropic Scattering," ORGDP-K-1693 (March
1967).

5. G. I. Bell, G. E. Hansen, and H. A. Sandmeier,
Nucl. Sci. Eng. 28, 376 (1967).

6. D. Garber, C. Dunford, and S. Pearlstein, "Data
Formats and Procedures for the Evaluated Nuc-
lear Data File, ENDF," BNL-NCS-50496 (ENDF-102)
(Oct. 1075).

7. L. Stewart and P. G. Young, "Trans. Am. Nucl.
Soc. 23^, 22 (1976).

8. C. I. Baxman, G. M. Hale, and P. G. Young, "Ap-
plied Nuclear Data Research and Development:
January 1 - March 31, 1976," LA-6492-PR (1976).

9. C. I. Baxman and P. G. Young, "Applied Nuclear
Data Research and Development: January 1 - March
31, 1977," LA-6893-PR (1977).

10. T. R. England, R. Wilczynski, and N. L. Whitte-
more, "CINDER-7 : An Interim Report for Users,"
LA-5885-MS (April 1975).

11. M. G. Stamatelatos and T. R. England, "FPDCYS
and FPSPEC, Computer Programs for Calculating
Fission-Product Beta and Gamma Multigroup Spec-
tra from ENDF/B-IV Data," LA-NUREG-6818-MS
(May 1977).

12. R. J. LaBauve, T. R. England, D. C. George,
and M. G. Stamatelatos," The Application of A
Library of Processed ENDF/B-IV Fission-Product
Aggregate Decay Data in the Calculation of De-
cay Energy Spectra," LA-7483-MS (Sept. 1978).

13. Rudolph Sher, Sidney Fiarman, and Curt Beck,
Stanford University, "Fission Energy Release
for 16 Fissioning Nuclides," personal communi-
cation (Oct. 1976).

215



TABLE I. Materials in Prompt Transfer Tables

Material Y-Production Material Y-Production Material Y-Production

H-1 X V X U-235 X
H-2 X Cr X U-236
H-3 Mn-55 X U-237 X
He-3 Fe X U-238 X
He-4 Co-59 X U-239 X
Li-6 X Ni X Np-237
Li-6A X Cu X Pu-238
Li-7 X Zirc2 Pu-239 X
Be-9 X Nb-93 X Pu-240 X
Be-9A X Mo X Pu-241
B-10 X Rh-103 Pu-242
B-11 Ag-107 Ain-241

C-12 X Ag-109 Ain-243

C-12A X Cd Cm-244
N-14 X Ta-181 X Cm-245 X
0-16 X W X Cm-246 X
F-19 X Re-185 Cin-247 X
Na-23 X Re-187 Cm-248 X
Mg X Au-197 Cf-249 X
Al-27 X Pb X Cf-250 X
Si X Th-232 Cf-251 X
CI X Pa-233 Cf-252 X
K X U-233 STANLS X
Ca X U-234 CONCRT X

TABLE II. Materials Included in the Steady-State
Transfer Tables

TABLE III. Materials for which Fission Neutron
()() Vectors Are Given

Be-9
Be-9A
B-11
Na-23
Cr

Fe

Ni

Cu
Nb-93

Mo
Th-232
U-233
U-235
U-238

Pu-239
Pu-240
Pu-241
STANLS
CONCRT

Th-232*
Pa-233
U-233*
U-234
U-235*
U-236
U-237

U-238*
U-239
Np-237
Pu-238
Pu-239*
Pu-240*

Pu-241*
Am-232
Ain-241

Ain-243

Cin-244

Cin-245

Ctn-246

Cin-247

Cin-248

Cf-249
Cf-250
Cf-251
Cf-252

Denotes
given

.

isotopes for which steady-state spectra are
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ENDF/B-XV AND V CROSS SECTION LIBRARIES FOR THERMAL POWER REACTOR ANALYSIS

R. E. MacFarlane
Los Alamos Scientific Laboratory, University of California

Theoretical Division
Los Alamos, New Mexico 87545 USA

The NJOY processing system has been used to produce thermal reactor cross-section
libraries from ENDF/B-IV and V evaluations for the fuel cycle codes EPRI-CELL and EPRI-
CPM, for the continuous-energy Monte Carlo code MCNP, and for the Los Alamos discrete-
ordinates transport codes. This consistent data source has allowed the approximate
methods (equivalence theory, B, , integral transport, P, -S ) to be compared with accurate

1 L N
Monte Carlo results. So far, this has resulted in improved methods for space-and-energy
self-shielding in the resonance range (e.g., the NJOY flux calculator, epithermal disad-
vantage factors for EPRI-CELL, shielded elastic removal), it has shown why the newest
ENDF-based libraries initially gave results worse than the old libraries, and it has
pointed out problems for future study such as resonance interference effects at high
burnup. Finally, the results are compared to various criticality benchmarks to evaluate
the performance of ENDF/B-V for thermal reactor analysis and to establish the biases introduced
by the approximate methods used in the fuel cycle codes.

(Thermal reactor cross sections, ENDF/B-V)

Evaluated Nuclear Data

The fifth version of the Evaluated Nuclear Data

Files (ENDF/B-V) has recently been released."'' It shows
improvements in both scope and quality due to the in-

clusion of new experimental data, to the expanded use
of nuclear models, and to the dedicated work of the

members of the Cross Section Evaluation Working Group
(CSEWG) and the U. S. National Nuclear Data Center.
In addition to many updated evaluations, ENDF/B-V in-

15 231 253
eludes new materials (e.g., N, Pa, Es) , new
data types (e.g., gas production, isomer production,
and components of energy release in fission). Improved
representations (e.g.. Watt fission spectra, Adler-
Adler multilevel resonance representations), and ex-
panded data covariance and photon production files.

Except in its early years, the development of
ENDF/B has been most responsive to the needs of its ma-
jor supporter, the U. S. Fast Reactor Program. The im-
pact of ENDF/B-III and IV on thermal power reactor de-
sign and operation has been minimal; various proprie-
tary adjusted cross-section libraries have dominated
the field. This situation has begun to change with the
advent of the Electric Power Research Institute (EPRI)

.

The existing sets are not always adequate for analyzing
233

the new ideas such as U-fueled reactors, thermal
breeders, and advanced converters that are so active
these days. Even more important is the problem of reg-
ulatory accountability. It is becoming increasingly
desirable for everyone—vendors, utilities, fuel man-
agement companies, and regulatory agencies—to be able
to trace their calculations back to a single reference
data base without the problems of proprietary rights.
Many people in the power reactor industry think that
ENDF/B-V could become this standard.

Neutron Cross-Section Processing ^

For these reasons and others, EPRI has sponsored
the development of the Advanced Recyle Methodology Pro-

2
gram (ARMP) whose main cross-sectlon-produclng compon-
ents are the reactor cell codes EPRI-CELL and EPRI-CPM.
CELL was developed by Nuclear Associates, International

3
(NAI) and uses the B method of GAM and the integral

1 4
transport method of THERMOS to produce coarse-group
cell-averaged cross sections. Its library is an ad-
justed set based on ENDF/B-I and II. CPM was devel-
oped by AB Atomenergi, Studsvik, Sweden, and uses col-

lision probability methods similar to WIMS with a

library adjusted from ENDF/B-III to give agreement
between CPM and CELL.

With the hope that ultimately no adjustments will
be required, EPRI has sponsored the development of new
libraries for CELL and CPM based on ENDF/B-IV and V

and using the NJOY nuclear data processing system.
This code system operates directly from the ENDF/B files.
It first reconstructs resonance shapes and linearizes
all cross sections, then Doppler broadens them to all
desired temperatures, and then adds unresolved self-
shielded cross sections where required. Next thermal
scattering data is added. Inelastic cross sections
and energy-to-energy-by-angle scattering matrices can
be produced from ENDF/B scattering functions S(a,3)
(e.g., H in H^O, D in D^O, and graphite) or the free

gas model. Elastic coherent or incoherent cross sec-
tions by energy and angle can be produced for hexagonal
crystals (C,BeO) as well as for polyethyllne and zir-
conium hydride. The result is a polntwlse-ENDF (PENDF)
file that can be saved as the starting point for sev-
eral subsequent procedures. For multigroup codes, the
GROUPR module of NJOY is used to average the PENDF
cross sections. The results can then be reformatted
using the POWR module into the proper forms for the
CELL and CPM library maintenance programs, or the MATXSR
module can be used to produce a file called MATXS appro-
priate for later coupling to discrete-ordinates trans-

port codes such as ONETRAN^ and its diffusion-acceler-
ated successor ONEDA. Alternately, the PENDF file can
be processed with the ACER module into a form accept-
able to the Los Alamos continuous-energy Monte Carlo

g
neutron and photon code MCNP.

The multigroup codes account for resonance self-
9shielding using the background cross-section method.

For an accurate representation of the broad and inter-
mediate resonances important for resonance absorption
in thermal reactors, GROUPR uses a detailed pointwise
calculation of the flux in an homogeneous mixture of

238
the heavy absorber (e.g., U) with a light moderator.

The moderator can be real, (i.e., ''"H,
''^^0), the ideal

moderator that gives a 1/E source, or a combination of

the two. Equivalence relations based on an infinite
two-region model can then be used to obtain shielded

9
cross sections for CELL, CPM, or ONEDA.
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This library generation process has been carried

out using ENDF/B-IV and V for the four codes, EPRI-

CELL, EPRI-CPM, ONEDA, and MCNP.

Table I. Comparison of Integral Parameters of
BAPL-U02-1 for ENDF/B-IV and Standard Libraries
Using Standard Codes

Initial ENDF/B Library Testing

As a first test, the ENDF/B-IV libraries were

used to analyze the CSEWG benchmark"'"'^ assembly BAPL-
U02-1. This is a simple light-water triangular lattice
with a pitch of 1.558 cm fueledby aluminum-clad en-
riched uranium pins 1.15 cm in diameter. The calculated
integral parameters are compared with results obtained
using the standard NAI and Studsvik libraries in Table
I. The lack of agreempnt is very disappointing.

The largest difference here is clearly the pre-
235

diction of U resonance absoption using the ENDF-
based CELL library (note p^^ and ^^j)

.

EPRI-CELL Epithermal Disadvantage Factor

A study of the CELL code has shown that it impli-
citly assumes that the flux in the fuel is equal to the
flux in the moderator when preparing cell average cross
sections for its epithermal B^ calculation. On the

contrary, near a resonance, the fuel flux is expected
to be depressed, putting the fuel at a relative "dis-
advantage" in competing for absorptions. A correct
accounting for this effect would require separate de-
tailed calculations for each different set of cell di-
mensions, and hence problem-dependent libraries. How-
ever, for many purposes, it is possible to define a

simple disadvantage factor based on two-region equiva-
lence theory.

Following the notation of Ref. 9, the fluxes in
fuel f and moderator m are given by

Vf*f (l-P.)V^S. + P V S
f f f m m m and

V ^ <!> = P^V^S^ + (1-P )V Smmm fff mmm

(1)

(2)

where V is volume, ^ is macroscopic total cross sec-
tion, <i> is flux, and S is source. The escape proba-
bilities are assumed to satisfy the reciprocity rela-
tion V E P = V-Z^P^, and the fuel escape probabilitymmmfff
is represented by the Wigner rational approximation

Integral Standard
Parameter CELL

Standard ENDF/B-IV ENDF/B-IV
CPM CELL CPM

ef f

'^28

^25

^28

^a3

^f3

1.1330 1.1363 1.1020 1.1228

0.9978 0.9970 0.9701 0.9850

1.374 1.360 1.613 1.471

0.0856 0.08A0 0.0883 0.0819

0.0700 0.0716 0.0734 0.0724

1.87Ab 1,911b 2.246b 2.073b

25.A8b 24.97b 25.99b 24.31b

238

235
U epithermal to thermal capture ratio.P28 is

5 is
25

"528 ^^^ to ^-^^U fission ratio

a . and a._ are
a3 f 3

U epithermal to thermal fission ratio.

235^

238, 235,
U absorption and U fission

for the 0.625 eV to 5.53 keV group.

is an heterogeniety parameter =1 gives the close-
packed limit where i^^ = as assumed in CELL, while

g = 0 gives an isolated rod with = 1/E; g = 0.407

is appropriate for the BAPL-U02-1 cell).

It is now easy to define disadvantage factors for

the fuel and moderator regions based on flux and volume

weighting:

V.<J,

V.(j). + V V- + V 1 + dE
r m a

where d can be called the "disadvantage coefficient"
(d = 0.357 cm for BAPL-1)

,

(l-6)v„

d =

(7)

(8)

(V.+V ) (Xl+T.)
f m P e

Z +
e f

(3)

where is an effective escape cross section. Assum-

ing further that all fuel resonances are narrow with
respect to moderator scattering (S = Z /E) and using

m m
the intermediate-resonance approximation for fuel scat-
tering [S - AZ |E+(1-A)Z

(J) ], the fuel and moderator

fluxes become
Pf

Equation (7) clearly leads to a reduction in fuel

cross sections for an energy group containing a large

absorption resonance. The moderator factor is given by

V,(t), + V
f^f "

V^ + V

1 + dZa

V + v^
m f

1 + dZa
(9)

Z +
e

ITT
e

XZ

XZTT~
P a

(1-B) i +

and

where XZ^ is an effective potential scattering and

V Z

R - f e
^ - V^ '

m m

(4)

(5)

(6)

Coding to implement this correction has been added to

EPRI-CELL for use with ENDF/B-IV and V libraries. Ta-

ble II shows a comparison of the modified CELL with

MCNP, ONEDA, and EPRI-CPM for a simplified infinite

model of BAPL-U02-1 using ENDF/B-IV libraries. The

new method together with consistent libraries clearly
reduces the absorption discrepancy between the codes
(note that this CPM library has not been adjusted)

.

Since the MCNP calculation is nearly a correct

solution to this problem, the results in Table II cast

severe doubt on the validity of the original CELL and

CPM libraries. It is suspected that the original NAI
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Table II. Comparison of EPRI-CELL With Disadvantage

Factor Against Several Other Codes for Infinite BAPL-1

Using ENDF/B-IV

Parameter CELL CPM ONEDA^ MCNP

S
28

235,

238.

1.1273

1.1422

0.0826

0.0683

1.12A1

1.42A

0.0797

0.0685

1.1241

1.443

0.0827

0.0682

1.1298

1.427

0.0826

0.0689

1.281
1.646

25.54
366.1

0.452
0.250
2.061
1.791

1.297
1.670

24.32
367.0

0.436
0.254
2.063
1.795

1.297
1.672

25.35
366.8

0.459
0.253
2.075
1.793

1.302
1.685

25.58
369.4

0.458

.

0.266'^

2.049
1.800

Infinite cylinder (zero buckling) with white
boundary conditions on outer radius.

°P , Sg, 20 fine mesh intervals, CPM 69-group
structure.

"n,2n subtracted.

^No unresolved self-shielding.

parameters of several lattices are given in Table
III. These numbers are generally closer to experiment
than the same numbers obtained using ENDF/B-IV. How-
ever, the models are fairly crude when compared to full-
core Monte Carlo, and these results shouldn't be in-
terpreted as "benchmarks" of ENDF/B-V. They do show
that the quality of the results produced by EPRI-CELL

and EPRI-CPM is close to that required for engineering
studies of reactor fuel cycles. Additional "tuning" of

the approximate methods by comparison with Monte Carlo
and, perhaps, some small cross-section adjustments,
should produce an accurate tool for many practical
problems

.

This positive result combined with the reasons dis-
cussed above (i.e, up-to-date evaluations, open access,
analysis of advanced systems, regulatory accountability)
provide a strong case for working toward a wide appli-
cation of ENDF/B-V in the thermal power reactor
industry.
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Table III. EPRI-CELL ENDF/B-V Results for Some CSEWG Thermal Benchmarks

Parameter TRX-2 TRX-1 BAPL-3 BAPL-1

1 1 Ron X . X^o

/

X . XjOf

ef f
0.9987 1.0001 1.0033 1.0015

^28 (0.830+0.015) (1.1311+0.02) (0.906+0.01) fl 39+0 01")

0.8405 1.341 0.9192 1.417

^25 (0.0608+0.0007) (0.0981+0.001) (0.052+0.001) (0.084+0.002)

0.0596 0.0972 0.0520 0.0833

^28 (0.0667+0.002) (0.0914+0.002) (0.057+0.003) (0.078+0.004)

0.0689 0.0968 0.0527 0.0747

a
Experimental numbers in parentheses.
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FINITE .ELEMENT BASIS USED IN CONSISTENT
NUCLEAR DATA EVALUATION

F. Schmittroth
Hanford Engineering Development Laboratory

Richland, Washington 99352, USA

A method for the consistent evaluation of nuclear cross sections and other data is

presented. The method allows the simultaneous inclusion of nuclear model calculations,
microscopic and integral measurements, and the results of previously adjusted multigroup
cross sections in a consistent evaluation. Complete covariance information is retained
throughout the analysis.

[evaluation, cross section, covariance.]

Introduction

The evaluation of nuclear data often depends on

the incorporation of diverse but related measurements,
e.g. the simultaneous use of integral reaction rate
measurements and microscopic cross section measure-
ments. The evaluation of fission-product decay heat
is a second example. Different integral experiments
that represent samples irradiated for differing time
intervals all provide an indirect measurement of the

decay heat from a fission pulse. The evaluation
method described here provides a consistent way to

include the results of differing but related measure-
ments. It utilizes a finite element basis representa-
tion that is especially suited for describing nuclear
data that are well represented by continuous func-
tions. Generalized least-squares methods are incor-
porated that allow the use of complete covariance
information.

Finite Element Basis

Basis functions

Let the continuous function f(E) represent the

desired evaluated function, e.g. a nuclear cross
section as a function of the incident particle energy
E. We then assume that f(E) can be approximated by

the following sum of finite element basis functions
{A.(E)}:

N

f(E) - fJE) = 2 X.A.(E). (1)

i=l ^
^

The choice of the basis functions {A^. (E)} is the key

element in the method, and they are defined as

follows. One first selects a set of mesh points
{e^, Ej,

^|\)+]^ independent variable

E. [Henceforth, E and f(E) will be described as

energy and cross section solely for convenience in

the discussion.] Once the energy mesh {e^.} is fixed,

the i-th basis function is described by

[
0 ^i+1 ^ S--1

Ai(E)=-| 1 E = (2)

Defined by e ._.| < E < e-^i
^straight
line inter-
polation

This triangle or "roof" function A^(E) is clearly just

a triangle of unit height whose vertex is at e-\ and
whose legs terminate at e-\_-\ and It is obvi-
ously continuous. It therefore follows that the
approximation [Eq. (1)] of f(E) by a sum of these
triangle functions is piecewise linear and continuous.

This representation is a prime element in the
determination of the scope of the method. Virtually
any function that can be conveniently described by a

continuous series of line segments is a potential
candidate for the techniques described here. One of
the severest limitations is the need to keep the
number of mesh points {e-j} manageable. Cross sections
with many sharp resonances are thus eliminated;
although, energy-averaged resonant cross sections are
manageable. Nevertheless, there is no intrinsic
smoothness limitations as with low-order polynomial
expansions for example. And the arbitrary choice of
the mesh points {e^-} allows the user a great deal of
flexibility in tailoring the representation to the
application. A high mesh density need be used only
where the cross section f(E) is rapidly varying.

Interpretation of the Coefficients {X.}

As is well known in finite-element theory, the
expansion coefficients {X^. } have a trivial but very

convenient interpretation. Direct substitution into
Eq. (1) will verify that

Thus the value of X. has a direct physical
interpretation.

Covariance properties

In the same way as for the parameters {X^. }, the

covariance properties of the {X^. } are easily related

to the covariance properties of f(E). In general, one

has

Cov [ff^(E), ff^(E')] = _E Cov (X.,Xj) A.(E) Aj(E') (4)

for the covariance of f|^(E) with fj^(E'). As before,

it immediately follows that

Cov [f^(e.), ffj(ej)] = Cov (X., X
^ ) , (5)

so that the covariance term Cov (X^. , Xj) also has a

very simple and direct connection to the function
being evaluated.
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The finite set of discrete parameters {X^} gener-

ates an approximate representation of f(E) for all

energies E. Likewise, the discrete covariance matrix

{Cov (X.,Xj)} approximates Cov [f(E), f(E')] for all E

and E". For energies E between two mesh points e^. and

e^.^^ , the approximating function ff^(E) represents a

straight-line interpolation between the values f|^(e.j)

and fj^(e^+i). The situation is a bit more complicated

for the covariance representation given in Eq. (4).

First write

Cov (X., Xj) = a.a.p.., (6)

where a. is the standard deviation of X^.

.

Next assume that the correlation matrix depends only
on the separation of e^. and ej

:

Pij = - ^j^-

Then if p(e) is a slowly varying function and if

varies slowly with respect to i, Eq. (4) can be

approximated by

Cov [f,^(E), f^(E')] - a(E)a(E')p(E - E'), (8)

where

a(E) = Z. a. A.(E). (9)

Under these moderately weak restrictions, Eq. (8) shows
that the covariance representation given by Eq. (4) is

relatively basis independent. If the correlation
function p(e) in Eq. (7) is rapidly varying relative
to the distance |e^. - ej |

between adjacent mesh points,

then the covariances described by Eq. (4) are more

basis dependent.

Equation (4) provides a very convenient way to

obtain a discrete parameterization of the covariance
of continuous functions. In some ways, it is more

2
suitable thaii the file 33 covariance formats in the

Evaluated Nuclear Data File (ENDF/B).^ In ENDF/B for

smoothly varying functions (file 3 data), one selects
a set of energy intervals such that cross section
values within an interval are completely correlated
with a constant covariance. This artificial behavior
is less with the covariance representation of Eq. (4).

Least Squares

The utility of the finite element representation
described above resides in its very easy interface
with existing least-squares algorithms. Here we

4 5
review a particular method described elsewhere ' and

particularly suitable in cross section evaluations.
The first step is to define a least-squares model
equation

= AX
m

(10)

that relates a vector f of measurements to a vector
m ^

of least-squares parameters X that are to be deter-
mined. Consider a set {^^^^ of microscopic cross

section measurements at a set {E^} of corresponding

incident particle energies. Then for each measurement
a in the set, Eq. (1) becomes

f = E A.(E ) X. ,ma V a' i
(11)

which is in the desired least-squares form. The ele-
ments of the design matrix A are given by

A . = A.(E )
al 1 a

(12)

.5 ...

The least squares solution is now defined as the

minimum of

S^, = (f -AX)*m:^ (VAX) + (Z-Z„)^ M""" d-l)
r m f ^ m o zo o

where

and

Z. = Jln(X.) ,

Z . = «,n(X .)
01 01

(13)

(14)

(15)

The second term in Eq. (13) casts the least-squares
6 7

problem into a data-adjustment format ' whereby one

utilizes the set of measurements f^ to adjust a set of
A "1 A

previously known values X^. These prior values X^

could come from a nuclear model calculation for

instance. Any uncertainties and correlations that
arise from such a model calculation are included in

the fractional covariance matrix M^^ to ensure a proper

weighting. For example, a nuclear model calculation
that was expected to predict the energy dependence of
the cross section accurately but not its magnitude
would give a covariance matrix M^^ that contained

strong correlations but large uncertainties. The log-

arithms in Eqs. (14) and (15) ensure that the cross
section values {X.} are never negative. As noted

before, Eq. (3) shows that the values of the least-
squares parameters {X^. } can be directly interpreted as

the cross section values themselves. Likewise [see

Eq. (5)], the matrix elements Cov (X^. ,Xj) can be

directly identified with the cross section covariances.

The fractional and absolute covariance matrices

are related by

(M
Z'ij

Cov (X.,Xj)

^^j
(16)

Finally, any uncertaintiesv^and correlations in

the experimental measurements f^ are given a proper

weighting by the covariance matrix M^.

The actual algorithm used to obtain a minimum for

Eq. (13) as well as the calculation of final uncertain-

ties and correlations in the adjusted least-squares
5

parameters has been described elsewhere.

Features

Integral data

Some features of the present method are easier to

discuss in the context of specific examples. Two

examples, a cross section evaluation and a fission-

product decay-heat evaluation are presented elsewhere

in this conference. Both examples have the potential
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for integral measurements of the form

f = / R (E') f(E') dE' (17)
ma ' ^

'

La

where a indexes a particular integral measurement
corresponding to an integration of the microscopic
function f(E) with some response function R(^(E). For

a cross. section evaluation, the integration can

represent an integral reaction rate measurement. For

decay heat, the integration represents an integration
over the irradiation time of the sample. In either
case, one can insert Eq. (1) into Eq. (17) to obtain
the standard least-squares model equation, Eq. (10).

The elements of the design matrix are given by

r ^Ua

Once they are calculated for a particular set of basis
functions {A^. (E)}, the least-squares formalism applies

exactly as before.

The integral in Eq. (17) could also represent
the calculation of a multigroup cross section. Then
one could use any available set of multigroup cross
section values as "measurements" to adjust the

microscopic cross section f(E).

Sequential adjustment and partitioning

Two other features, sequential adjustment and
5 7

partitioning, have been described elsewhere. ' They
are reviewed here only briefly in the context of the

present examples. If all integral and microscopic
measurements are lumped into a single measurement

reactor f^, then the covariance matrix Vi^ can become

unmanageably large. Fortunately, the least-squares
method allows the sequential addition of data in a

step-by-step adjustment of the microscopic values as

long as the individual data sets are statistically
independent. Each independent measurement of the
cross section, whether an integral measurement or a

set of microscopic measurements can be added one at a

time. The same is true for the decay heat problem.

Similarly, the covariance matrix for the parameter

vector X can also become unwieldy. Decay heat measure-
ments can include separate measurements of the beta,
gamma, and total decay heat. One can partition the

parameter vector into two subvectors, one representing
the beta decay heat curve and one for the gamma. As

for the measurement vector f^, this partitioning of

the parameter vector can save large amounts of computer
time and storage. A complete cross section evaluation
could pose a similar example. Various parameter
partitions could represent various partial cross
sections. Then it would be possible to include
measurements of the total cross section in the
evaluation of the partial cross sections.

uncertainties and correlations.

References

1. W. J. Strang and G. J. Fix, An Analysis of the

Finite Element Method , Prentice Hall (1973).

2. F. G. Perey, "The Data Covariance Files for ENDF/B-
V," ORNL/TM-5938, Oak Ridge National Laboratory
(July 1977).

3. The Evaluated Nuclear Data File (ENDF/B) is main-
tained by and may be obtained from the National

Nuclear Data Center (NNDC) at Brookhaven National

Laboratory, Upton, New York.

4. F. Schmittroth, "Generalized Least-Squares for

Data Analysis," HEDL-TME 77-51, Hanford Engineering
Development Laboratory (March 1978).

5. F. Schmittroth, Nuci . Sci . Eng. ,72, 19 (1979).

6. A Gandini, "Nuclear Data and Integral Measurement
Correlation for Fast Reactors Part 2: Review of

Methods," RT/FI(73)22, Comitats Nazionale per
I'Energia Nucleare (1973).

7. J. B. Dragt, "Statistical Considerations on Tech-
niques for Adjustment of Differential Cross

Sections with Measured Integral Parameters," in

M. Bustraan et al . , "STEK, The Fast-Thermal
Coupled Facility of RCN at Petten," RCN-122, p. 85,

Reactor Centrum Nederland (1970).

Summary

It was shown how a very simple set of "triangle"
basis functions taken from finite element theory can
be used to model nuclear cross sections and other
nuclear data that are well represented by continuous
functions. Furthermore, this representation was
imbedded in a generalized least-squares method that
allows a complete accounting of important data
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EFFECT OF RESONANCE INTERERENCE BETWEEN U-238 AND
CS-133 ON ISOTOPIC CORRELATION OF FISSION PRODUCT

H. Takono, Y. Ishiguro and S, Matsuura
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Tokai-muro, Ibaraki-ken, Japan

238 1 33
Interference effect between resonances of U and Cs was calculated for the spent fuel rod of Japan

Power Demonstration Reactor I (JPDR-I). The resonance interference effect reduces resonance integral of '^^Cs

by 4-15 percent. The main reduction is caused by the resonance interference between the 5,9 eV level of Cs

and 6.67 eV level of ^^^U. The interference effect depends considerably on both the concentration of '""Cs and

the void fraction of coolant water, but its dependence on temperature variation of fuel rod is small. The effective

resonance integral of ^"^"^Cs becomes small by about 5 percent when the void fraction of coolant water is changed

from zero to 45 percent. It is concluded that the value of five percent is very important correction factor which

proves a linear correlation between activity ratio ^^Cs/^^^Cs, neutron capture product to direct fission product,

and burnup.

1 22 238
[

Cs, U, resonance interference effect, spent fuel, JPDR-I reactor, resonance integral, fission product, burnup.]

Introduction

Activity ratios between product of neutron capture and

direct fission have been considered as a good indicator of

burnupj The activity ratio such as depends on

spatial distribution of neutron spectrum or void fraction during

operation. By calculating accurately the spatial variations,

a linear correlation between activity ratio and burnup was

found. In the calculation, however infinitely dilute resonance

integrals were assumed for resonance integral of fission products.

This treatment is valid for the case where mutual resonance

shielding effect is not very important among related nuclei. In

the present paper, the resonance interference effect between

'33q 238(j Jj calculated and the effect of interference on

isotopic correlation of fission product is studied.

Calculationol Method

Doppler-broodened Cross Section

Resonance cross sections of ^^"^Cs and ^"^^U were calcu-

lated with the TIMS^ code by using the resonance parameters

of ENDF/B-IV. Comparison of the capture cross sections for

the temperature 743°K is shown for a typical energy range in

Fig. 1 . It carj be found fro^ this figure that several important

resonances of Cs and U ore overlapping. Thus, the

effective resonance integral of ^^'^Cs should be calculated by

considering mutual shielding effect by U.

10

Fig

^ 10° 10^ ^ 10*

Energy (e V) '

'

Capture cross sections of Cs-133 and U-238 ca leu lated

the TIMS code

224



Effective Resonance Integral

The neutron spectrum was calculated for the spent fuel rod

of Japan Power Demonstration Reactor (JPDR-1 ), which is a

BWR. The calculations were performed with the TIMS code2 which

solves numerically the neutron slowing down equation using the

RABBLE code method? The cylindrical cell model used in the

present calculation is shown in Fig. 2. Table I lists the atomic

number densities in each region cell. The calculated neutron

spectra are shown in Fig. 3. The spectra depend on the void

fraction of coolant water and also on temperature.

The effective and infinitely dilute capture cross sections

calculated for the twenty- five - group structure are compared

in Fig. 4. Fiom this figure, it con be found that the resonance

integral of Cs is mainly reduced by the resonance inter-

ference between the 5.9 eV level of '"^^Cs and 6.67eV of ^"^^U

Furthermore, the interference effect depends considerably on

both the void fraction of coolant water and the concentration of

OS seen in Fig. 5. it should be noticed that the capture

resonance integral for the 5.9 eV level accounts for about 75

percent of total one of Cs. Therefore, the mutual resonance

shielding effect for the 5.9 eV resonance is very important. The

capture shielding factors calculated for the energy range of 10

to 4.65 eV are changed between 0.94 and 0.8 depeiji^^ng on

void fraction of coolant water and concentration of Cs.

This means that the effect of the mutual resonance interference

on the total resonance integral are about 4-15 percent.

Fig. 2 Cylindrical cell model for the spent

fuel rod in JPDR-I

Table 1 . Atomic number densities (atoms/born)

Region

NucI ide
Fuel Cladding Moderator

235^
6.0593 X

10""^

238^
2.2457 X lO"^

133-
Cs 3.0 X 10"^

O 4.6^!51 X 10~^ 2.5274 X 10~^

Zr 4.2721 X 10"^

Fe 1.1856X 10""*

Ni 4.5680 X 10"^

Cr 8.016X 10"^

H 5.0548 X 10"^

10'

Energy (eV)

10'

Fig. 3 Neutron spectrum calculated with the TIMS code
for the cosejthe steam void fraction = 25 percent, the

density of Cs^5 percent of ^35(j density and the
fuel temperature = 743 oK.

In Fig. 5, the shielding factor is shown to be reduced by

about 7 percent when the void fraction of coolant water is

changed from zero to 45 percent. Then, the total effective

capture resonance integral becomes smaller by about five per-r

cent. Ihe five percent is a very important correction factor

which proves a I ivear correlation between the activity ratio

^34Cs/137(;;5 burnup, as described in the next section.

c

E

10

o

Q.
Do

Of^gff for 50%voided HjO model

Cy.eff for HjO model

0.1 1.0 10
Energy (eV)

10«

Fig. 4 Comparison of effective capture cross sections of Cs
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Fig. 5 Resonance capture shielding factors of '33(^5

238y function of the steam void froction

Uncertainty in Resonance Parameters

in the BNL-325, the evaluated resonance parameters are

Eo = 5.9± 0.04 (eV), Pn= 5.4± 0,4 (meV) andrr=l 15±20(meV)

for ^33cs^ and Eo=6.67±0.02{eV), rn= 1 .52±0.02 (meV) and

Pr =26±2(meV) for ^^^U, respectively. When the resonance

parameters are changed by the given errors, the maximum
change of the capture resonance integral and shielding factor

for "^C is about 13 and 14 percent, respectively.

Temperature Dependence

1 33 238
The Doppler-broadened cross sections of Cs and U

were calculated for the temperatures T=300 and 1100°K. The

capture shielding factor of Cs for T=l 100°K becomes larger

than that for T=300°K by only one percent.

Isotopic Correlation of Fission Product

The activity ratios of fission products ^'^Qs/^'^^ and

have been studied^ in their relation to burnup.

The study showed that the activity ratios of the fission products

can be expressed by a linear function of burnup, provided that

corrections are made for differences in irradiation history and

for spatial variations in the neutron spectrum. When the power
distribution in a core shifts during irradiation, the short-lived

and long-lived nuclides come to differ in their distribution :

The long-lived nuclides such as '"^^Cs and '^^Eu retain their

whole irradiation history, while the short-lived ^^^Cs reflects

in the behavior mostly the more recent history. The effect of

this irradiation history on the correlation between the activity

ratio and burnup was studied in detail in Ref.(l). In the present

paper, the effect of spatial varriation of neutron spectrum on the

correlation is described.

A typical characteristic of the BWR is the spatial vari-

ation of neutron spectrum in the core due to steam void forma-

tion and the existence of the water gap. The amount ofoccumu-

lated Cs depends mainly on the time integration of the

neutron flux ; besides the formation of 134cs depends on the

neutron capture cross section of ^33(;5_ |f (.[^g neutron flux does

not change during irradiation and the half-lives of the fission

products are long enough compared with the irradiation time,

the activity of a direct fission product N]37 and that of a

neutron capture product N]24 "^^e described by

A/./37 (1)

(2)

where $ is the total neutron^ multiplied by irradiation time,

Zf the spectral averaged fission cross section of the fuel rod

and 6'y^3 fhe spectral averaged neutron capture cross section

of 133cs,

Considering that these nuclides are formed separately

with epithermal and thermal neutrons, the ratio N]34/N^27 is

expressed for a given burnup value, i.e. for constant by

I

cnO

.02

.01

o Measured value at upper

segment with steam void

• Measured reference value

at lower segment

A Corrected resu It

—-Present estimated result

Fig

.2 .3 .4 .5 .6 .7

Burnup ( %

)

6 Activity ratio '^"^Cs/'^Cs

plotted against burnup
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] +

(3)

Oy,«p was assumed as the infinitely dilute one. However, the

effective capture cross section ^^*«p is reduced by 5 percent

in the variation of the steam void fraction as described above.

The overcorrection produced by using the infinitely dilute cross

section can be corrected by considering the mutual shielding

effect depending on the steam void fraction. The result is

shown also in Fig. 6.

The present result means that non-destructively measured

activity ratio 134cs/137cs is a good indicator, provided that

the irradiation history and the steam void fraction are accu-

rately given. Conversely, a diagonostic estimation of the void

distribution in BWR-type reactor may be possible by finding the

relationship between the activity ratio ^ Cs/''^^Cs and

resonance shielding effect of '33q_

Conclusion

where the subscripts ep and th stand for the epithermal and

thermal energy regions, respectively. The capture cross section

is obtained by

RJ
(4)

where Rl-stands for the resonance integral in the _epithermal

region, and Ec the cut-off energy. In a BWR, Z^,ep/^t,tK
is about 0.1, S^'-th 's 2 . 6 and 4l/^*U ranges from

about 1 to 2, Thus, the ratio of N]3^N^27 varies with

4*«p/*^'tK even for the same burnup. According to Eq.(3),

the ratio of a given value (N]34/Ni27)i to the reference

(N]34/N^27)o is expressed by

c-l-
Nry,

A//37 A//37 lo

1 +
(5)

1 +
ep

133,
It was found that the resonance integral of Cs was

considp^^bly reduced by the resonance interference effect bet-

ween Cs and ^"^^U. The amount of the reduction depends

on the slowing down power of moderator materials, for example,

on the stean, void fraction in BWR-type reactor. Hence, when
integral properties for the fission products with large resonance

such as 133cs are studied for BWR or gas cooled reactors, the

resonance shielding effect should be considered for the calcu-

lation of resonance integral.
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Division by Cl converts the measured activity ratio into the

value under the same neutron spectrum at the reference point.

Calculation by the FLARE code^ indicated that the void

fraction in the JPDR-I core distributed from 0 to 45 percent in

the vertical direction. The neutron flux ratio 4>ef / ^^\\ at

the fuel rod position increased with void fraction from 1 . 1 to

1.7.7 In this calculation, the values of 5.53 KeV and 0.625eV
were taken for Ec,ep and Ec,th/ respectively. By using the

correction factor C; the measured ratio ^34Cs/137Cs was

reduced to the value for the neutron spectrum at the reference

point in lower segment of fuel rod. The result is shown in Fig.

6

with the triangular symbols. The corresponding values for the

upper and lower segments have come much closer to each other,

though a small difference still remains.

In this correction calculation, the capture cross section
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NEUTRON CROSS SECTIONS FOR FUSION

R. C. Haight
Lawrence Livermore Laboratory

Livermore, California 94550 USA

First generation fusion reactors will most likely be based on the 3H(d,n)^He reaction, which produces 14-MeV
neutrons. In these reactors, both the number of neutrons and the average neutron energy will be significantly
higher than for fission reactors of the same power. Accurate neutron cross section data are therefore of great
importance. They are needed in present conceptual designs to calculate neutron transport, energy deposition,
nuclear transmutation including tritium breeding and activation, and radiation damage. They are also needed for
the interpretation of radiation damage experiments, some of which use neutrons up to 40 MeV. In addition,
certain diagnostic measurements of plasma experiments require nuclear cross sections. The quality of currently
available data for these applications will be reviewed and current experimental programs will be outlined. The
utility of nuclear models to provide these data also will be discussed.

{Fusion, ErT,=14 fleV, tritium breeding, neutron transport, radiation damage, neutron heating, activation, dosimetry)

Introduction

The goal of producing power with fusion reactors

is now nearly in sight. Although one is continually

reminded of how difficult the fusion reaction is to

control, the progress of the past decade has been

remarkable. The Tokamak concept of a magnetically

confined plasma has matured and been tested in large-

scale experiments to produce high temperature plasmas

up to tens of keV; the magnetic mirror approach has

evolved through new schemes to stabilize the plasma

and radically new containment schemes such as the

tandem mirror; and inertial confinement, with laser,

electron or ion beam drivers, has been a product

almost entirely of the 1970's.

System studies for fusion reactors have also

progressed greatly during this time. Tokamak, mirror

and inertial-confinement reactors all have been de-

signed and extensively evaluated. From these studies,

problem areas have been identified and several have

been either solved through technical advances or ob-

viated by changes in reactor design. In addition,

novel opportunities afforded by fusion have emerged

in the areas of material selection, isotopic tailoring,

utilization of fast {14-MeV) neutrons, and applications

of very high quality heat.

We haveseen remarkable changes also in the status

of nuclear data. For, in 1970 we had ENDF/B-II, ORELA

was just coming on line, and pre-equilibrium particle

emission was a concept in its infancy.

In this decade the needs for nuclear data for

fusion have increased and broadened as a result of the

progress in plasma devices and reactor concepts.

Summaries of the status of and needs for nuclear data

are de rigueur at cross section conferences. A

selection of recent summaries is given in Table I. In

addition, other recent reviews such as those on thresh-

old reactions (e.g. Ref. 8), neutron dosimetry (e.g.

Ref. 9), and data for radiation damage (e.g. Ref. 10)

are directed to a great extent by fusion applications.

This review will cover certain neutron data cur-

rently perceived as important for fusion. Because the

data needs have been well summarized previously (Table

I), certain areas where the data needs are greatest
will be discussed here. Many of these areas are now
under active investigation, some with new techniques,
and the considerable progress in the past few years

will be illustrated. Experimental data will be

emphasized here with occasional reference to nucleeir

theory and evaluation which are the central subjects
of other reviews at this conference.

Why Neutrons?

The first generation fusion reactor, that is,

the one with least demanding plasma requirements, will

be based on the fusion reaction,

D + T ^ n (14.1 MeV) + a (3.5 MeV)

Somewhat more stringent plasma parameters must be met

by the second generation reactors that will burn

deuterium:

D + D ^ n + ^He

and

D + D p + T

T + D n (14.1 MeV) + a

Table I. Neutron Data for Fusion - Some Previous Reviews

1974 - U.S. Nuclear Data Committee, CTR Subcommittee - USNDC-CTR-1

1975 - D. Steiner - Cross Sections & Techn. Conf. - Washington

1975 - S. M. Qaim, R. Wblfle, G. Stbcklin - Debrecen, Hungary

1976 - C. Maynard - Int. Conf. Neutrons & Nuclei - Lowell

1977 - Symposium on Neutron Cross Sections 10-40 MeV - Brookhaven

1978 - 0. N. Jarvis - Neutron Physics & Nuclear Data - Harwell

1978 - IAEA Advisory Group Meeting on Nuclear Data for Fusion - Vienna
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In both types of reactors, then, copious numbers of
14-MeV neutrons will be produced. (Third and later
generation fusion reactors may use fuels that produce
few neutrons and for them this present report would
not be necessary.

)

To capture the energy carried by the neutrons
or to use them for other purposes, a blanket sur-
rounds the plasma (Fig. 1). The constituents of the

blanket vary with design but can be grouped into
materials for structure, tritium breeding (always
lithium, perhaps isotopically enriched), shielding,
neutron multiplication, and those for controlling
the plasma itself. The time-dependent list of
materials (slowly varying) may be found in Refs. 1-4

and 6-7, and may be summarized as elements (and

selected isotopes) with Z = 1, 3-9, 11-14, 20, 22-30,
39-42, 50, 73-74, and 82 with the addition of Z = 90-

98 and fission products for fusion-fission hybrid
reactors.

The special neutron data requirements for fusion
reactors result from the large number of fusion
neutrons and their energy. Compared with a fission
reactor of equal nuclear power, a D-T fusion reactor
produces seven times as many net primary neutrons:

Fusion: 1 n/17.6 MeV 3.6 • 10^^ n/Joule

Pissi-n: (v-l)/200 MeV -^^0.5 • IqII n/ Joule

And in the D-T fusion reaction 80% of the energy is
carried by the neutrons compared to 2 to 3% in the
fission reaction. These differences are enormous.

The neutron environments for fast-fission and
fusion reactors are compared in more detail in Fig. 2.

Here the neutron flux spectrum at the first wall of
the standard blanket^^ (consisting of a niobium first
wall and a mostly lithium breeding region) is plotted
along with that of two EBR-II spectra. This com-
parison shows similarities and the differences. On

the favorable side is that below about 5 MeV, the

EBR-II spectra bracket the fusion reactor spectrum.
That means that much of the current experience with
fission reactors can be adapted to fusion below 5 MeV
neutron energy.

Magnet coils —\ /—Reflector

Shields \ / p Breeding region

\

0.001 0.01 0.1 1 10 100

Neutron energy — MeV

Fig. 2. Neutron flux spectra, arbitrarily
normalized, at the first wall of the
"standard blanket" (solid line). For com-
parison, two spectra of the EBR-II reactor
are shown together with the spectrum for 0°

neutrons from 40-MeV deuterons on a thick
natural lithium target, representative of
the Fusion Materials Irradiation Test
facility, EMIT, now under construction.

In contrast, the effects of neutrons above 5 MeV
will be far greater in fusion reactors. The areas
where the differences are most marked are in

• tritium breeding (for D-T reactors)

• fast neutron transport, especially in light
isotopes

• radiation damage

• neutron heating

• activation and dosimetry

These areas will now be discussed in turn. Finally,
the special requirements for certain radiation
damage facilities in the area of neutron transport
for Ep > 15 MeV will be treated.

Tritium Breeding

For a D-T fusion reactor economy, tritium must
be available in large quantities, and, in nearly every
systems study, the tritium is envisaged to be bred in
the reactor itself by reactions of the neutrons with
lithium. Of crucial importance then is whether the
breeding ratio (BR = tritium atoms formed for each one
burned) is greater than unity so that the cycle is

self-sustaining. For the standard blanket referred to
earlier (a favorable case), the breeding ratio (calcu-
lated with ENDF/B-IV and the TARTNP Monte Carlo
codel'^) is:

Reaction BR

0.97

0.57

1.54

Fig. 1. Schematic view of the simplest
D-T fusion reactor showing the essential
elements for neutronics. For a D-D fusion
reactor, the lithium-containing breeding
region would be replaced by a non-breeding
heat-exchange region.

^Li(n,t)

^Li(n,n't)

Total
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These ratios will be reduced by additional structural

elements in the blanket; by penetrations for the

neutral beam injectors, divertors and pumping ports;

and by any intervening materials necessary for plasma

containment. As a result the breeding ratio could be

peri lously close to 1

.

How accurate then, are the data on which the calcu-

lation based? The most important cross section data

for this mostly lithium blanket are those of 'Li, both

the (n,n't) cross section itself and the energy distri-

bution of the emitted neutron. The published data for

the former are illustrated in Fig. 3. If this cross

section is considered uncertain by 25% (a rather large

uncertainty but one that has recently been sug-

gested^l), then the breeding ratio for the standard

blanket is uncertain by 10% which could be a very

important uncertainty.

The energy spectrum of the emitted neutron in the

7Li(n,n't) reaction is important because the emitted

neoutron could induce another ''Li(n,n't) reaction

(Q = -2.47 MeV) if its energy is above 2.82 MeV

(accounting for center-of-mass effects). Recent

measurements of partial or complete spectra of the

emitted neutrons have been made at Ohio University

with monoenergetic neutrons (4 < Ep < 7.5 MeV),

Triangle Universities Nuclear Laboratory

(7 < En < 14 MeV), 23 and Los Alamos (En = 6, 10, 14

MeV)24 and with a white neutron source at the Oak

Ridge National Laboratory (1 < En < 20 MeV). 25 Figure

4 gives the data at Ep = 10 MeV from Ref. 24 and com-

pares them with the ENDF/B-IV evaluation. (For this

material the ENDF/B-V evaluation is identical.)

Clearly, some improvements in the evaluation are

indicated for the non-elastic neutron emission spec-

trum. Examples of the elastic and discrete inelastic

cross section data are shown in Figs. 5 and 6.

0.6

0.4

0.2

"1
\

r

^Li(n,n't)

— EIMDF/B-IV

O (n,a), (n.t)

aO ("."''

Tritium accumulation

10 12 14 16 18

100

.o

1 10

^Li(n,n')

En = 10 MeV
e = 60°

D. Drake et. al

MeV

0.1

Fig. 4. Spectrum of neutrons emitted at
60° from 10-MeV neutron bombardment of 7Li.
Data are from Ref. 24.

This problem in the evaluated neutron emission
spectra also manifests itself in integral experiments
such as the LLL pulsed spheres (Ref. 26). On the
other hand in lithium assemblies where the tritium is

measured directly, 2' these errors in the evaluated
neutron emission data could be compensated by changes
in the (n,n't) cross section. Even if the large
lithium assemblies can be calculated correctly,
reactor blankets will contain more structural members,
and the relative importance of the cross section and
emission spectra likely would be different. Thus
additional uncertainties are present. Because of
these problems and because of the importance of the
reactions in ^Li, both the evaluation and the (n,n't)
cross section data require substantial improvement.

The ^Li(n,t) cross section on the other hand has
received much attention as a standard cross section,
and its values are quite well determined in the impor-
tant region below a few MeV (notwithstanding the con-
tinuing debate over values near the 250-keV resonance).
The global R-matrix analysis of Hale and Dodder28 has

significantly narrowed the range of uncertainty of
this cross section. For most fusion reactor purposes,
the 5Li(n,t) cross section is considered known.

If the breeding ratio in a realistic design is

close to unity, one could add neutron-multiplying
materials to the blanket. For example, beryllium,
uranium and thorium are often suggested. The (n,2n)

reaction on each of these, and the (n,3n) and (n,f)

reactions on the last two give the required extra
neutrons. The penalty of course is a more complex and
perhaps a more costly design.

Fig. 3. Cross section for 7Li(n,n't).

Experimental values are deduced from

tritium accumulation (Ref. 14 solid

circles, Ref. 15 solid square, Ref. 16

solid inverted triangles); from tracks in

photographic emulsion (Ref. 17 open

circles); and from neutron emission spectra

(Ref. 18 open triangles, Ref. 19 diamonds,

Ref. 20 open squares). The solid curve is

from ENDF/B-IV.

Neutron Transport in Light Isotopes

The neutron scattering measurements on ^Li are

only part of recent progress in understanding neutron
reactions on light isotopes of importance to fusion.

Elastic and inelastic scattering of neutrons by ^Be

(7 < En < 15 MeV), 29 and ^B and ^^C

(4.8 < En < 6 MeV)30 have been investigated. These
studies have provided useful data directly and they
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Scattering angle, dcm (deg)

Fig. 5. Angular distribution of neutrons
scattered from ^Li . The left graph gives

the sum of the elastic and 0.478 MeV-state
cross sections; the right graph is for the

4.63 MeV state in ^Li. The solid lines are

Legendre polynomial fits. This figure is

taken from Ref. 23.

have yielded insights into the possibilities of ex-

tending the optical model to such light nuclei^" and

into the resonance properties of these nuclei. 30

To guide these monoenergetic measurements,
extremely high-resolution total cross sections are ^

available from white source measurements with a Van
de Graaff-based 9Be(d,n) source (Fig. 7). The total

cross sections, of direct interest also in neutron
transport, have been reported for ^Be, 10,1 Ig^ gp^j

12,13c from 1 to 20 MeV. 31

Neutron Emission for Structural Materials

Neutron emission cross sections and spectra have
been investigated for many years. Because of the im-

portance of these data for neutron transport, reliable
data are required. Of the recent measurements of
these quantities, those of Hermsdorf et al.32 at
Ep = 14.6 MeV stand out for their comprehensiveness.
They included Be, C, Na, Mg, Al , Si, P, S„Ca, Ti , V,

Cr, Mn, Fe, Co, Ni , Cu, Zn, Ga, Se, Br, Zr, Nb, Cd,
In, Sn, Sb, I, Ta, W, Au, Hg, Pb and Bi. These data
have been used to assess nuclear reaction model cal-
culations33 and the accuracy of ENDF/B-V data. 3^ To
this author, the data of Ref. 32 would have been more
useful if the reported spectra had included also the
elastic scattering peak.

1.0 0.5 0.0 -0.5 -1.0

cos dcm

Fig. 6. Angular distribution of neutrons
scattered elastically from ^Li . The experi-
mental data are from Ref. 22 from which this

figure is taken.

Radiation Damage

Because of the large numbers of neutrons and

their energy spectrum, the problem of radiation damage

in fusion reactor materials is expected to be much

more severe than that in fission reactors, perhaps by

one to two orders of magnitude (see Introduction).

Two new facilities have been created specifically to

study radiation damage by fast neutrons, the Rotating

Target Neutron Source RTNS-II facility at Lawrence

Livermore Laboratory, and the Fusion Materials

Irradiation Test facility at Hanford, Washington. The

former, producing neutrons between 14 and 15 MeV, has

been in operation for a year. The spectrum of the

latter is a broad d + Li spectrum (Fig. 2); it is

planned to be available for experiments by 1984.

(It should be noted here that many features of

neutron-induced radiation damage can be simulated

with charged-particle beams. For example the primary

I
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E„ (MeV)

Fig. 7. Total cross section of ^^B as measured with a ^Be(d,n) white neutron
source using a Van de Graaff to accelerate the deuterons to 15 MeV. This
figure is taken from Ref. 31. The solid line represents the ENDF/B-IV data.

recoil energy spectrum for 16-MeV protons incident on

a material has been shown to be very similar to that

for 14-MeV neutrons incident on the same material. •^^

The beam intensities from existing accelerators induce

the damage more rapidly than do available neutron
fluxes and consequently the studies can progress

quickly. The nuclear data needs for radiation damage

thus include cross sections for charged particles as

well as for neutrons.)

At present the nuclear cross sections of impor-

tance are for (1) all those interactions that lead to

a recoiling heavy atom that then creates displacement

damage by disordering other lattice atoms as it slows

down, (2) transmutation reactions that produce hydro-

gen or helium, (3) transmutations that result in heavy

atom impurities.

Data for Displacement Damage

The damage cross section depends on the energy

of the recoiling heavy nuclei and on the efficiency
of transmitting that energy into displacements. The

energy spectrum of the recoiling heavy nucleus is

typically calculated from the elastic scattering cross

section and angular distribution and from the non-

elastic cross section. If there are data or estimates

on the energy and angular distribution of the emitted

neutrons and other light particles, then the non-

elastic component can be considerably refined (Fig. 8).

In most of the energy regions of interest to

fusion, the optical model with appropriate parameters
describes adequately the angular distribution for

elastic scattering. Where the optical model encounters
difficulties, usually at back angles, the differential
cross section is usually relatively small. For iron,

the backward elastic scattering accounts for the bump
in Fig. 8 near 0.9 MeV. Although the several pop-
ular parameter sets do give somewhat different angular
distributions, most of the differences are small com-
pared with the present needs of radiation damage
studies where knowledge of the damage energy spectrum
to better than 20% is usually not needed.

Much of the damage results from non-elastic inter-
actions (Fig. 9). To calculate these effects, the
usual assumption is that the emitted light particles
are isotropic in the center of mass. This assumption
errs on the side of a too large calculated dose since
direct and pre-equilibrium processes are characterized
by forward-peaked light particles and less recoil
energy. Because the pre-equilibrium particles repre-
sent only about 10% of the emitted particles for
Ep = 14 MeV,-^' these effects are small compared with
today's requirements for radiation damage studies. At

higher incident neutron energies, the fraction of pre-
equilibrium particles is higher and the effects may be
important. •

. ^

Hydrogen and Helium

The hydrogen and helium produced by (n,p), (n,d)

and (n,a) reactions is a major concern for radiation
damage. For typical reactors, in a year of operation
a stainless steel first wall will be transmuted into
several hundred ppm each of hydrogen and helium. At
these levels, significant effects on material are

likely for stainless steel. Other materials will of
course have different responses to hydrogen and helium,
and the responses will depend on temperature and the

combined effects with displacement damage.

To guide the present radiation damage experiments,
hydrogen and helium production cross sections must be

known. They are being measured by several new tech-
niques, gas accumulation (helium only) and charged-
particle detection. Where they can be compared
(Table II), the results agree well.

1

Primary recoil energy — MeV

Fig. 8. Damage energy spectrum for 14-MeV

neutrons on iron. Calculation from Ref. 36.
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(a)

Neutron energy, MeV

Fig. 9. Displacement cross section as a

function of neutron energy showing the
relative importance of elastic, inelastic
and other reaction channels. This calcu-

lation is adapted from Ref. 10.

Table II. Helium production cross sections
(mb at En = 15 MeV).

Helium Accumulation Charged-Particle
Detection

a.

b.

Al 143 + 7 121 + 25

Ti 38 + 3 34 + 7

V 18 + 2 17 + 3

Fe 48 + 3 43 +• 7

Ni 98 + 6 97 + 16

Cu 51 + 3 42 + 7

Nb 17 + 5 14 + 3

Ref. 38

Ref. 39

The helium accumulation measurement is by mass
spectrometry after the sample has been exposed to a

large neutron fluence such as that now practical at
14-15 MeV with the rotating target neutron source.
For higher neutron energies, cyclotron-produced
neutrons via the Be(d,n) reaction are used.^S

The charged particles from neutron induced
reactions are now detected cleanly by magnetic quadru-
pole spectrometers^'^ that focus the charged particles
(p,d,a...) from the foil when they are born to a de-
tector removed from the intense radiation field of
the source (Fig. 10). These measurements provide
information on hydrogen as well as on helium produc-
tion and the charged-particle spectra and angular
distributions. These latter data are useful in

identifying the reaction mechanisms such as in quan-
titative studies of second-chance proton emission (Fig.
11).^' The spectra are also useful in validating
nuclear reaction model codes that can predict the
cross sections at different neutron energies where
the measurements may be more difficult.

Magnetic

quadrupole
triplet

lens

Fig. 10. Measurement techniques for (n,

charged particle) reactions, (a) Traditional
arrangement, (b) A magnetic quadrupole
focuses the charged particles from the target

foil onto the detector telescope. Unless the

detector telescope can be shielded well from
the neutron source, method (b) gives much
cleaner data.

At higher neutron energies, the (n, charged
particle) cross sections are being measured with the
apparatus diagrammed in Fig. 12.42 jo date, measure-
ments have been performed on C, N, and 0 at 27.4,
39.7 and 60.7 MeV.^^ Because the detectors could be
well shielded from the Li(p,n) neutron source used in
these studies, the schematic arrangement of Fig. 10a
was preferred.

Burnup

In many proposed reactor concepts the neutron
fluence is so high at the first wall that, after
several years, a significant amount of material will
be transformed from one element into another. Con-
sequently the properties of the material will change
but in ways that at present can only be simulated by
doping the irradiated samples. Many of the relevant
nuclear cross sections for burnup are reasonably well
known since they are large cross sections. Others
are being measured via the (n,p) spectral measurements
and by the (n,a) and helium accumulation studies
already mentioned. The more significant uncertainty
is in the response of a material to such severe
damage.

Neutron Heating

The energy of the fusion neutrons is converted to
heat by a variety of processes that may be grouped
into three classes according to the interaction of the
neutron with the material:

1. Prompt (n,XY) and (n, conversion electron)
processes.

2. Beta-decay and the accompanying energy
release.

3. Processes resulting in a moving nucleus,
such as a recoiling heavy nucleus or a

proton, deuteron, alpha particle, etc.

Clearly many interactions will fall into more than
one class, such as the (n.py) reaction which will con-
tribute directly or indirectly to all three.
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Fig. 11. Proton emission spectra from 15-MeV
neutron bombardment of ^Bj-j a^id ^^Ti. The
large peak at low energies in the 46Ti spectrum
is from (n,n'p) reactions. Data are from
Ref. 41.

Neutron data for (n,XY) processes have undergone
an extremely rapid improvement in the past decade, due

in large measure to studies up to 20 MeV with white
neutron souces.25,44 Materials investigated include
the following important fusion reactor materials:
Li, ^Li, c, N, F, Mg, Al , Si, Ca, V, Cr, Fe, Ni , Cu,

Nb, Mo, Sn, Ta, W, Au and Pb. Although there are

still gaps in isotopic data that could be important
for reactors with large burnup of structural or other
materials, much of the data needed for near term
applications is available now. The cross section
for prompt conversion electron production may be

important for thin layers or coatings. It is usually
obtained from the (n,XY) cross sections and the multi-
polarities of gamma rays, with most multipolarities
being assumed rather than measured.

CLEARING
MAGNET
559mm OIA.

2.85m

END OF

INTRINSIC Ge

COLLIMATOR

A (50m SI)

B (300-400/1 Si)

E (No I)

SCATTERING
CHAMBER

NEUTRON BEAM

Fig. 12. Schematic view of the neutron pro-

duction target and the detectors for measuring
(n, charged particle) cross sections and spectra

at neutron energies up to 60 MeV (Ref. 42).

Beta decay will be a source of after-heat and
nuclides produced by (n,2n) and (n,p) reactions--of
little importance in fission reactors--will likely be
dominant here. The accuracy of the data has not been
assessed. However, except for hybrid reactors, the
after-heat problem will probably be less severe
because many of the radioactive species are short-
lived and there are few beta-decay chains similar to
those of fission products.

Prompt processes that result in a recoiling heavy
nucleus or an energetic light charged particle deposit
energy locally, that is very near the initial point of
interaction. The kinetic energy of the charged par-
ticles deposited in a unit mass per unit neutron
fluence is given the name KERMA factor (k_inetic energy
released in materials) and has the units of rads • cm^/
neutrons or Gy cm2/neutron (Gy = 1 Gray =

1 Joule/kg
- 100 rads). Tabulations of KERMA factors have been
published^o and are based on evaluated cross section
data and on estimates, some from measured data, on the
energy and angular distribution of the emitted parti-
cles. KERMA factors are important in fusion in two
areas: they can be used to calculate the energy
deposited by protons and heavier charged particles;
and with proper dosimeters of different neutron/gamma
relative sensitivities, one can use KERMA factors to
infer and separate the absorbed dose from gamma rays
and that from neutrons.

The measurement of the spectra of light charged
particles gives part of KERMA and for many materials
it gives the majority. For example, using the recent
data for charged particle emission from iron at En =

15 MeV, 4/ we find

Reaction KERMA factor

n,p 0.199 • 10-1'' Gy • cm^ • neutron"!
n,d 0.007
n,a 0.065
Recoil 0.072 (estimated

Total 0.343

This value is compared to the tabulated value"^^ of
0.469 • 10"''. The measurements of (n, charged
particle) cross section and spectra at Ep = 14 to
15 MeV^lj^? have provided important information on
KERMA for medium weight nuclei (Al to Nb). Measure-
ments on light nuclei (^Li, I'B and C) are now in
progress.

Activation and Dosimetry

This subject is discussed in detail by D. L.
Smith elsewhere in this conference'+° and will be
treated only briefly here. Cross sections for pro-
ducing radioactive nuclides are needed for reactor
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Fig. 13. Non-elastic cross sections for
neutrons and protons from Ref. 57. The
experimental points are denoted by the
points with error bars. Theoretical values
are from the optical model parameters of
Becchetti and Greenlees,58 Patterson et al.,59
Menet et al.,60 Bassel and Herling,^! and
Watson et al .62

systems studies, for diagnosing fusion experiments,
and for fluence monitors for radiation damage
experiments

.

Reactor systems studies have pointed out that
after shutdown of a fusion reactor, the inventory of
radionuclides could be more than 10^ Ci . There is

often the design flexibility to substitute materials
with shorter-lived or lower residual activity, how-
ever. Some recent studies (e.g. Ref. 49) suggest
ferrite steel, for example, to eliminate the ^°Co and
60co produced from nickel -based alloys. The validity
of the conclusions rests, of course, on the adequacy
of the nuclear data base. It is not obvious to this

author that the activation data base has been tested
sufficiently. The often used compilation of Alley and
Lessler,50 for example, while giving reasonable values
for many cross sections, contains many errors.
Recently this compilation has been substantially
corrected and updated.

Long-lived activation products are a particular
area deserving further study since they could present
a serious waste disposal problem. For example the
"^Nb(n,2n)92[^[) reaction produces a 3.6 • 10' year
activity that was unknown until 1972.^^ The half-life
was measured accurately only in the past two
years. ^2, 53 Another long-lived isotope is ^^HHt-\/2

~

80,000 years), which decays with a small probability
by internal bremsstrahlung during electron capture.
This decay branch is important in the decommissioning
of light water reactors now and could also be impor-
tant in fusion reactors using nickel alloys. Other
long-lived species such as ^°M{7.2 • 105 yr),
53Mn(3.7 . 106 yr), and ^^nb{2.0 • 10^ yr) may be
important. Perhaps other species, not yet known
because of their long half-lives, will also be pro-
duced. Although no systematic study is underway now,
it would be straightforward to irradiate candidate
materials for many months in an intense 14-MeV flux
and then, by chemical and isotopic separation, to
search for long-lived products.

Diagnostic measurements for present-day fusion
experiments include nuclear activation techniques.
For example laser fusion experimenters often use the
2«Si(n,p)28Al reaction to infer the radius of the

Fe(p,p') 62 MeV

d (deg)

Fig. 14. Angular distribution of protons from
62-MeV proton bombardment for several outgoing
proton energies. Experimental data are from
Ref. 64; theoretical (systematic) curves are
from Ref. 63, from which this figure is adapted.

glass microballoon at the time of fusion neutron pro-
duction. For bath laser and magnetic fusion, the
activation of different materials with thresholds
near 14 MeV can in principle give information on the
ion energies.

The interpretation of radiation damage experi-
ments also depends on knowledge of the neutron fluence
and its energy spectrum. At 14 MeV, the 93[^b(n,2n)
92niNb (10 day) activation is commonly used and well
known. Dosimetry for d + Li and D + Be sources
requires cross sections for neutron energies up to 40
MeV, and many of these quantities have not been
measured. A systematic study for 7.5 < < 28 MeV
for Al , Sc, Ni, Y, Zr, Ag, Eu, Tm, Lu, Au and Tl pro-
vides much of the experimental information for these
cross sections. 48
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Neutron Transport and Shielding, En > 15 MeV

A new dimension to the shielding problem has

evolved with the design of the Fusion Materials
Irradiation Test (FMIT) facility, which will be a

very intense source of d + Li neutrons with a spectrum

that will extend to at least 40 MeV. In support of

the design of this facility total cross sections have

been measured55,56 together with removal cross

sections ,^7

25°

o t = ^ I - I a,., dfi.
removal total elastic

The deduced non-elastic cross sections for neutrons

are compared with optical model values and with

measured values for protons in Fig. 13.

At these higher neutron energies, the importance

of pre-equilibrium processes is greatly enhanced. The

angular distributions of the emitted pre-equilibrium
neutrons are now being obtained by empirically fitting

(p,n) and (PaP') data where systematic features have

been found. 53 An example of the quality of the fit is

given in Fig. 14.

Finally, total cross sections up to 200 MeV are

being measured at the WNR facility at LAMPF.65 jhis

facility, only recently completed, should have the

capability to provide any total cross section data

now needed for the d-Li neutron source.

Charqed-Particle Data to Support Neutron Data

It should not be forgotten that nuclear model

studies with protons can be used to clarify the cal-

culation of neutron interactions. Although recent

progress in charged particle reactions will not be

reviewed here, the following areas of relevance should

be noted:

. Optical model for o^^^^^, a^^^_^^^^^.^,

^compound'

• Statistical model for particle emission in

(n,p), (n,a), (n,2n), etc. reactions. Proton-
induced reactions such as (p,p'), (p,a) and

(p>y) give essential information on level

densities, transmission factors, and gamma-ray
strength functions.

• Pre-equilibrium particle emission as noted in

the preceeding section.

• Direct reactions with or without channel

coupling.

The flexibility of proton beams and the relative ease
of performing clean experiments has led and will con-

tinue to lead to a greatly improved understanding of
these areas.

Radiation damage studies with protons and other
charged particles are advancing an understanding in

the area of materials studies.

Finally, charged-particle cross sections are
needed in the design of high-current accelerators.
Reactions of deuterons on Cu, Au, and other acceler-
ator materials are needed now.

Conclusion

The progress toward fusion energy in the 1970s

has included significant advances in nuclear data,

neutron source facilities, and measurement techniques.
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At the same time, the approach of controlled fusion
toward demonstration reactors makes the needs for
nuclear data even more urgent. The additional re-
quirements of FMIT have directed our attention to an
area of nuclear data where our knowledge until the
past year was completely inadequate.

In the future, we can look forward to many more
requests for neutron data for fusion. Basic data
such as the 7Li(n,nt) cross section need to be pinned
down. The region of incident neutron energies be-
tween 8 and 14 MeV, while now under attack, will
continue to provide a challenge. Filling the data
requirements above 15 MeV for FMIT will be a very
large task and one in which the priorities will
likely be revised often.

For all of these needs, nuclear models will un-
doubtedly be used to provide many of the requested
cross sections, either through analysis of systematics
or by detailed calculations. Thus our fundamental
understanding of the underlying models must continue
to improve. "Empirical determination of the model
parameters will also be essential.

The fusion demonstration reactor may or may not
show nuclear fusion to be acceptable economically,
politically, and socially. In any event, nuclear
data will be needed for the technical designs and
assessments of this and succeeding reactors. Someday,
if the plasma physics is favorable, fuel cycles pro-
ducing few neutrons may become a practicality. Before
then, however, neutron data are essential to the
development of fusion power.
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SHIELDING OF FUSION REACTORS

R. G. Alsmiller, Jr.

Oak Ridge National Laboratory
Oak Ridge, Tennessee 37830, USA

The blanket and shield assemblies of fusion reactors will contain a significant number
of very sizable penetrations (neutral beam injection ducts, pumping ports, etc.). The com-
bination of high-energy neutrons and large penetrations will introduce severe design problems
that are quite different from those encountered previously. Fusion reactors with their pene-
trations are very complex geometric structures and in calculating nuclear effects (heating,
activation, etc.) tradeoffs must be made between computing efficiency and the accuracy in the

geometric modeling. The types of problems that arise due to large penetrations will be illu-

strated by the calculations that have been carried out to aid in the design of the shielding
for the neutral beam injectors of the Tokamak Fusion Test Reactor being built at
Princeton University.

(shielding, fusion, neutrons, photons, neutral beam injection, nuclear heating, photon dose rate)

Introduction

Fusion reactors will, in general, operate on a

D-T cycle and thus will produce 14-MeV neutrons. In

many of the reactors under consideration, the plasma
will be ignited by the injection of high-energy deu-
teron beams. To accommodate neutral beam injectors
there will be sizable penetrations through the shield-
blanket assemblies, and the neutrons produced in the
plasma will stream through these penetrations into the
neutral beam injectors and out of the injectors into

the reactor building. Fusion reactors with their neu-
tral beam injectors are very complex geometric struc-
tures and the combination of high-energy neutron
streaming and complex geolnetry severely strain the
available shield design methods. In this paper, some
of the problems that arise in the shielding of fusion
reactors are described and discussed.

To illustrate the various shielding problems that
occur, the calculations that have been carried out at
the Oak Ridge National Laboratory to aid in the design
of the shielding of the Tokamak Fusion Test Reactor
(TFTR^' being built at Princeton University will be

used. The TFTR will have a lower neutron intensity
and a lower duty factor than a power producing
reactor, will have no blanket region for tritium
breeding, and will not use superconducting coils, so
it is quite different from a commercial reactor.
Nevertheless, the shielding problems that occur in the
design of the TFTR are similar, but less severe, than
those that will occur in the design of a commercial
reactor.

Nuclear Heating in the Cryopanels
of a Neutral Beam InjectoP

The TFTR plasma will be ignited by neutral beam
injection. 1 '3 The vacuum in the neutral beam injec-
tors will be maintained by cryopumps^jSjG and thus for
design purposes it is necessary to know the nuclear
heat load on the cryopanels in the injectors. In this
section the methods that were used to calculate this
nuclear heating for the TFTR injectors will be des-
cribed and the results discussed.

In Fig. la, a schematic of the TFTR with its four
neutral beam injectors is shown, and in Fig. lb, an

*
These calculations represent the work of R. T.

Santoro, R. A. Lillie, J. M. Barnes, J. Barish and
M. M. H. Ragheb as well as myself.

The results presented in this section are taken from
Ref. 2.
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(4)

Fig. 1. Plane (a) and elevation (b) views of the

neutral beam injectors and their locations relative to

the igloo wall and the TFTR torus.

elevation view of one of the injectors showing its

location relative to the igloo is shown. In Fig. 2a, a

schematic diagram of a neutral beam injector is shown.

The neutral beam injector components are housed in a

box-shaped vacuum vessel 50 m^) constructed pri-

marily of stainless-steel type 316 (SS-316). The inner

vertical walls of the vessel are lined with cryoconden-
sation vacuum pumping panels having a total active
pumping area of 30 m^. The vacuum enclosure contains
three deuteron sources and ion neutralizing tubes that

are mounted horizontally. Each source directs deu-
terons into the plasma through a common bending magnet.
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NOT TO SCALE

Fig. 2. Three-dimensional (a) and two-dimensional (b)

calculational models of the neutral beam injector and
its various components.

The bending magnet removes any charged deuterons that
remain in the beams following neutralization and de-
flects them into the ion dump. The calorimeter shown
in the out-of-beam position is used to make diagnostic
tests on the beams when it is lowered into the beam

path. The important point to be noted is that the
hole through the igloo to accommodate neutral beam
injection is large, ^ 62x80 cm2, and the cryopanels
are, because of this hole, exposed to neutrons pro-
duced in the plasma.

In Fig. 2b, a two-dimensional model of the injec-
tor that is used in some of the calculations is shown.
In the two-dimensional representation most of the
injector components are still represented, but as the
figure indicates, considerable geometric distortion
has been introduced.

The geometry of the TFTR with its injector is

very complex and must be simplified in order to carry
out shielding calculations. In the calculations dis-
cussed here, the transport was carried out in several
steps. A very brief description of the procedure will
be given here, but the interested reader will find all
of the details given in Ref. 2. A neutron and photon
source, i.e., an energy, angular and spatial distri-
bution of neutrons and photons produced by neutron
interactions, was calculated at the outside of the

igloo taking into account a single neutral beam injec-
tor penetrations, but no neutral beam injector. This
source was obtained using the two-dimensional discrete
ordinates code, DOT^, but did not account for the
14-MeV neutrons that stream directly from the plasma
through the injector penetration. These 14-MeV neu-
trons were treated in a separate calculation using the
Monte Carlo code, MORSE^. A significant point to be

noted is that in calculating the source at the outside
of the igloo the toroidal field coils were neglected.
In all of the calculations the neutron source from the
plasma was taken to be that at strong post-compression,
the condition at which it is expected that the neutron
yield will be the largest.^

With this source at the outside of the igloo, plus
the 14-MeV neutrons that stream directly from the
plasma through the injector penetration, a transport
calculation using a three-dimensional representation of
the injector geometry (see Fig. 2a) was carried out
using MORSE. 8 In the three-dimensional calculations
the source at the igloo surface obtained from DOT was
processed by the code DOMINQIO, that converts a DOT
source into a source that can be sampled from by the
Monte Carlo code MORSE. 8 After the neutron and photon
fluxes per unit energy were obtained at various points
on the cryopanels, the nuclear heating in the cryo-
panels were calculated using kerma factors generated
by MACK^l and SMUG. 12

Calculations have also been carried out using a

two-dimensional representation of the source and the
injector. The two-dimensional model allows the use of
deterministic methods rather than statistical methods
and thus will provide the heating rate at all positions
of interest rather than as a few selected positions as
in the Monte Carlo calculations. Furthermore, this
two-dimensional model will be used in the next section
of this paper where calculations throughout the reactor
building are needed. To carry out the two-dimensional
calculation, the source at the igloo surface was con-
verted by using DOMINO and MORSE into a source over a

200 cm radius disk (see Fig. 2b) that was suitable for
use in a two-dimensional r-z DOT calculation with the
z-axis being the axis of the injector. As stated
above, this source does not account for the 14-MeV
neutrons that stream directly from the plasma into the
injector. In the two-dimensional calculations these
14-MeV neutrons were treated using an analytic first
collision source calculated by GRTUNCL^^*. It is

important to note that the source disk (see Fig. 2b) is

normal to the axis of the injector and the neutron and

photon energy and angular distributions over this disk

must exhibit cylindrical symmetry with respect to the

injector axis. Thus, in the two-dimensional injector

calculation the source distribution of the neutrons

and photons must be approximated as well as the injec-

tor geometry. With this source the neutron and photon

fluxes per unit energy were calculated using DOT and

the geometry shown in Fig. 2b. The heating rates in

the cryopanels were calculated from these fluxes using

the kerma factors as in the three-dimensional
calculations. -

In Fig. 3, the positions in the injector at which

heating rates have been calculated on the basis of the

three-dimensional model of the injector are shown. In

Tables 1 and 2 the instantaneous heating rates, i.e.,

the heating rates during a D-T pulse that produces
7-10l8 neutrons/s, in the stainless steel of the cryo-

panels at position B and E are shown. In the tables.

*This code is undocumented, but a brief description of

the method used in the code is given in Ref. 14.
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ORNL-DWG 78-6437 Table II. Nuclear Heating Rates in the Cryopanel
at Detector Location E

IGLOO CENTER LINE OF THE PLASMA

• B A<

SECTION 1-1

ODD

SECTION 2-2

op
SECTION 3-3

in
NEUTRAL BEAM

INJECTOR

A, B CRYOPANELS - FRONT OF INJECTOR

C STRUCTURE - ROOF OF HOUSING

D MAGNET - CENTER OF EXIT FACE

E.F CRYOPANELS -SHADOW OF MAGNET

G NEUTRALIZER TUBE

Fig. 3. Location of the detectors in the three-
dimensional calculational model relative to the injec-
tor duct and igloo wall.

Table I. Nuclear Heating Rates in the Cryopanel
at Detector Location B

Nuclear Heating Rates

(Watts/cm^)

Type 316 Stainless Steel

Neutron Gaimia Ray Total

MORSE*

Injector Port 7. 80x10- * 1.19x10-3 1 .98x10-'

(0.113) (0.144) (0.096)

Igloo Wall 3.77xl0-5 3.55x10-3 3.59x10-3

(0.201) (0.205) (0.187)

Total 8.18x10-'* 4.74x10-3 5.57x10-3

(0.2311 (0.251) (0.210)

dot" 2.09x10-'* 1 .09x10-3 1 .30x10-3

MORSE/DOT
Ratios^ 3.0-4.8 3.3-5.4 3.4-5.2

Three-Dimensional Calculation

'^Two-Dimensional Calculation

'^{H(MORSE) X (l-fsd))/H(DOT) - (H(MORSE) x (l+fsd))/H(DOT)

fsd = fractional standard deviation

Nuclear Heating Rates
(Watts/cm"^)

Type 316 Stainless Steel

Neutron Ganma Ray Total

MORSE*

Injector Port 4.60x10"^ 4.33x10-5 4.80xl0"5

(0.207)

Igloo Wall 5.00x10-6 1 .48x10-5 1 .98x10-5

(0.679) (0.266) (0.242)

Total 9.60x10-6 5.81x10-5 6.78x10-5

(0.710) (0.399) (0.364)

dot'' 2.49x10-6 1 .32x10-5 1 .50x10-5

MORSE/ DOT

Ratios'^ 1 .1-6.6 2.6-6.2 2.9-6.2

*Three-Dimensiona1 Calculation

Two- Dimensional Calculation

'^(H(MORSE) X (1- fsd))/H(DOT) - (H(MORSE) X (1 +fsd))/H(DOT)

fsd = fractional standard deviation

the heating rates due to neutrons and gamma rays are

given separately, and in the case of the three-

dimensional calculations the contributions due to radi-

ation that streams through the injector port and leaks

through the igloo wall are given separately. At both

positions, the contribution to the heating rate from

the injector port and the igloo wall are very approxi-

mately comparable. The heating rate changes by ap-

proximately two orders of magnitude as one goes from

point B to E because of geometric effects and because
the position E is partially shielded by the magnet.

The MORSE-to-DOT ratio indicates that the two-dimen-
sional model underestimates the heating rates by a

significant amount.

In Fig. 4, the heating rate is shown as a function

of distance along the cryopanel. The curves are the

results obtained from the two-dimensional model and

the points at locations A and E are from the three-
dimensional model. This figure indicates rather
dramatically how the results from the two- and three-
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Fig. 4. Nuclear heating rate in SS-316 as a function
of distance along the cryopanel. The histograms show
the results from the two-dimensional model.
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dimensional models can be used to complement each

other. In Ref. 2 results similar to those in Tables I

and II and Fig. 4 for other locations and for cryo-
panel materials other than SS-316 are given.

The heating rates calculated here are small and

are not expected to have a serious impact on the cryo-
genics of the panels. This result is, however, very
dependent on the relatively low neutron intensity and

low duty factor (.5 s pulse every 300 s) of the TFTR
and may be expected to be substantially different when
a power producing reactor is considered.

*
Shielding Calculations for the TFTR Test Cell

In Fig. 5, a schematic diagram of the TFTR test
cell with a single neutral beam injector (two-dimen-
sional model) is shown. To determine the biological
dose rate outside of the test cell would be relatively
straightforward if the injectors and the penetrations
through the igloo to accommodate neutral beam injection
were not present. In this section the methods that
were used to estimate the biological dose rates outside
of the test cell when the neutral beam injectors are
present are presented and the results discussed.

In Fig. 5, the toroidal field coils are not shown
and were not included in the calculations. The
poloidal field coils are not shown, but were included
in the calculations. Also note that the TFTR floor is
not included in the calculations. The injector is
shown with concrete shielding around the sides and the
back, but calculated results have been obtained with
this shielding both present and absent. The problem
of interest here is to determine what shielding around
the injector is required to reduce the biological dose
rate outside of the test cell to an acceptable level.

In order to use deterministic, i.e., discrete
ordinates methods, rather than statistical methods,
the geometry in Fig. 5 has been modeled as two two-
dimensional geometries. In fact, one of the reasons
for developing the two-dimensional calculational model
of the injector discussed in the previous section was
because such a model was needed for the present calcu-
lations. In the first geometry, the neutral beam
injectors and the penetrations through the igloo are
ignored and cylindrical symmetry about the vertical
axis in Fig. 5 is assumed. The neutron and photon
transport calculations in this geometry are carried out
using D0T7 and the dose rates are obtained outside of
the test cell using available flux-to-dose rate conver-
sion factors. The neutron source from the plasma
used in this calculation is the same as that used in
the previous section.

In the second geometry, cylindrical symmetry about
the horizontal axis in Fig. 5 is assumed and the neu-
tron and photon source was taken to be the same as that
used in the two-dimensional injector calculations (see
source disk in Fig. 2b) in the previous section. It
should be noted that the fact that the injector is not
normal to the igloo wall is being ignored except that
tangential injection was taken into account in deter-
mining the neutron and photon source. The transport
calculations in this geometry were carried out with DOT
and the dose rate calculations were carried out using
flux-to-dose rate conversion factors.

In Fig. 6, the dose equivalent rate on the test
cell roof is shown as a function of distance from the
roof centerline. The results are given in units of
mrem/pulse when there are 7'108 neutrons/s during a
—

The results presented in this section are taken from
Ref. 15.
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Fig. 5. Schematic diagram of the TFTR test cell and a

neutral beam injector. (The diagram is drawn to scale)

0.5 s pulse. The curve labeled "without injector"
shows the results from the first geometry described
above and is the result when all injectors and all

igloo penetrations are ignored. The curves labeled
"shielded injector" and "unshielded injectors" were
obtained in the second geometry described above and
represent the dose equivalent rate on the roof when the

injector shielding (.305 m of concrete on the sides and
.61 m of concrete on the back) is present and absent,
respectively. To a first approximation, the dose
equivalent rate on the roof when a single injector is

present is obtained by adding the curve without injec-
tor to either the shielded or unshielded injector
curve. The addition gives only an approximate answer
due to the fact that injection is tangential and thus

the positions on the roof given in the two geometries
are only approximately comparable. Furthermore, only
a single injector has been considered. In the TFTR
design the four neutral beam injectors are located on

the same side of the reactor so the dose "equivalent

rate on the roof above the neutral beam injector
cluster is very approximately the sum of the dose rate
"without injector" plus four times the contribution to

the dose rate from the shielded or unshielded injector.

1^

102

10'

10°

10-'

10-2

10-3

10-"

10-5

ORNL-DWG 78-22364R

-without injector

UNSHIELDED INJECTOR

SHIELDED INJECTOR

5 10 15

DISTANCE FROM ROOF CENTERLINE (m)

Fig.

roof
1 ine

6. Dose equivalent rate on the TFTR test cell

as a function of distance from the roof center-

In Fig. 7, the dose equivalent rate outside of

the test cell wall as a function of distance from the

injector centerline is shown. The labels on the

curves have the same meaning as in Fig. 6. The dose

rate "without injector" is reduced considerably at

small distances by the presence of the auxiliary wall.
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Fig. 7. Dose equivalent rate outside of the TFTR test

cell wall as a function of distance from the injector

centerl ine.

For the unshielded injector, the dose rate outside of

the wall peaks near the injector centerl ine as the

result of 14-MeV neutrons that stream directly from

the plasma region through the injection duct and the

injector. Above approximately 1.5 m the contribution

to the dose rate from the unshielded injector is small.

The dose rate from the shielded injector is small

compared to the dose rate "without injector" at all

distances

.

*

Photon Dose Equivalent Rate From Induced Activity

The induced activity in fusion reactor assemblies

will determine the extent to which remote maintenance

is required and thus accurate calculations of the

photon dose rate from induced activity are very

desirable. The induced activity in the components of

a neutral beam injector is determined to a consider-

able extent by the neutrons that stream from the

plasma through the injector port. To illustrate in-

duced activity calculations, the results that have

been obtained of the induced activity in a TFTR

neutral beam injector and in the TFTR test cell will

be described.

The geometry considered here is the same as that

shown in Fig. S and the geometric models used here are

in all details those described in the previous sec-

tion. In fact, the starting point of the calculations
described here were the scalar neutron flux per unit
energy as a function of position in the test cell ob-

tained from the calculations described in the previous
section.

From these scalar neutron fluxes per unit energy,
the number of radioactive nuclei produced as a

function of position throughout the test cell were
determined by multiplying the flux by macroscopic
activation cross sections and integrating over energy.
The activation cross sections were obtained from the

MONTAGE library of D. W. Muir.^^ in those cases where
a produced radioactive nucleus has a metastable state
with a half-life that is substantially different from
that of the ground state it was arbitrarily assumed
that half of the production is to the ground state and
half of the production is to the metastable state
since the experimental data giving the production into
the separate states is not generally available. Sixty-
five residual nuclei with half-lives between 10 min.

*
The results presented in this section are taken from
Ref. 18.

and 50 years were considered in the calculations. The

photon spectra from the decay of these nuclei was

taken from the Evaluated Nuclear Structure Data Files

of the Nuclear Data Project at ORNL.^O

In the calculation, the change in the nuclear
densities due to neutron interactions and the destruc-

tion of radioactive nuclei by interaction with neu-

trons were neglected. The photon transport calcula-
tions were carried out with the Monte Carlo code

MORSE. The geometries used are two-dimensional so dis-
crete ordinates methods could have been used, but to

take into account the pulsed nature of the source and

the time-dependent decays, Monte Carlo methods are more
suitable. The advantage of Monte Carlo methods lies

in the fact that photons are tracked from birth-to-
death so it is possible when a photon contributes to

the dose rate at any position to know which radioac-
tive nuclear specie gave rise to this photon. This

fact makes it possible to carry out all transport cal-

culations before introducing any time dependence and

greatly facilitates the treatment of a variety of
pulse repetition sequences and times after the last
pulse. The photon fluxes were converted to dose
equivalent rates using the flux-to-dose equivalent rate
conversion factors given by Claiborne and Trubey.^l

Calculations have been carried out in each of the

two geometries considered in the previous section. In

the case of the injector geometry it is necessary to

consider, in addition to the activation photons pro-

duced in the injector structure, those activation
photons that are produced inside the igloo and stream
through the penetration in the igloo into the injector.

This photon source for the injector calculation was ob-

tained from the photon flux inside the igloo that
existed in the calculations with no injector. The
energy, angular and spatial distribution of the out-
going photons at the inside surface of the igloo in the

vicinity of the penetration but with no penetration
through the igloo was calculated. The direction
cosines of these photons were then changed to corre-
spond to tangential injection and these photons were
then transported using Monte Carlo methods through the

penetration in the igloo into the injector. To account
for edge effects, i.e., to account for the fact that
photons may travel some distance through the igloo con-
crete before entering the penetration, the photon
source inside the igloo was taken over an area that was
four times the area of the actual penetration.

The TFTR pulse length was taken to be 0.5 s and
the time between pulses was taken to be 300 s. The
total neutron source strength was, as before, assumed
to be 7-10^8 neutrons/s.

Since the calculations are carried out using Monte

Carlo methods, the dose rates are obtained not at a

point, but averaged over a spatial interval. In Fig. 5

the letters A-L give the position at which the dose

rates have been calculated and the arrows with the

letters indicate the spatial intervals over which the

dose rates are averaged. The position E is just out-

side of the igloo and the position F is on the face of

the maanet inside the injector. In Figs. 8 and 9 the

dose equivalent at positions E and F (see Fig. 5) as a

function of time after the last pulse are shown for the

case of 100 pulses each day for 10 consecutive days.

Also shown in the figures are the contributions to the

dose rates from the various residual nuclei. The solid

lines show the dose equivalent rates for the case of

the test cell with no injector and the dashed lines

show the contributions of the injector. The two geome-

tries are such that at a given postion the two contri-

butions may be added to obtain the total contribution.

It should be noted, however, that inside the injector
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Fig. 8. Dose equivalent rate vs time after the last
pulse for 100 pulses per day for ten consecutive days.

(See Fig. 5 for the location of position E.)
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Fig. 9. Dose equivalent rate vs time after the last
pulse for 100 pulses per day for ten consecutive days.
(See Fig. 5 for the location of position F.)

the dose rate obtained from the calculation without

the injector is an upper limit because in the transport

calculations the injector structure was not present to

attenuate the photons.

At position E the total dose equivalent rate is

for most of the times considered due almost entirely
to the contribution from the "test cell without
injector," At the very largest times considered the
total dose equivalent rate is dominated by the injector
contribution due to the contribution from ^^Co. The
total dose equivalent rate at the early times after the
last pulse is due in a large part to

At position F the injector contribution dominates
the total dose equivalent rate at the early times after
the last pulse and at the largest times considered.

Calculated results at the other positions shown
in Fig. 5 and for other pulse repetition sequences are
given in Ref. 18.
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TRITIUM BREEDING IN FUSION

M.T. Swinhoe * (in collaboration with C.A. Uttley)
A.E.R.E. Harwell

Didcot, Oxfordshire, England.

Commercial DT fusion reactors need a breeding ratio (BR) of at least unity. The accuracy
of BR calculations is limited by data uncertainties, especially the 7Li(n,n'at) cross-section. A

recent absolute measurement of this cross-section (4-14 MeV) is described. These results and other
experimental evidence for a discrepancy in the ENDF/B evaluated cross-section are presented. The
effect of the new measurements on various reactor blanket designs is also discussed.

6 7 27
[DT fusion tritium breeding ratio, Li, Li, breeding blankets, activation, Al(n,a)

liquid scintillator, quenching, integral and differential experiments]
ENDF/B, LiOH,

University of Birmingham, Edgbaston, Birmingham, England.

Introduction

DT fusion is a viable power producing system only

if a tritium supply is assured. One of the most obvious

ways of obtaining tritium is to utilise the produced
neutrons and generate the necessary tritium from
lithium, the material with the highest (n,t) cross-
section. The energy of the 14 MeV neutrons has to be

converted into a useful form (eventually electricity),
and for magnetically confined systems the neutrons
must be prevented from damaging and heating the super-
conducting magnet coils. These three functions,
tritium breeding, energy conversion and shielding are

normally designed to be carried out by a region of the

fusion reactor between the first wall and the coils,
called the blanket.

In order that these three tasks are carried out
successfully simultaneously, the constraints on

blanket design are quite complex as shown in Figure 1.

Plasma
requ i r e m e n t s

Tritium
breeding
ratio

I
— Materials

t:

L i f et ime

T r i t i u m
ext ract 1 on

Concent rat ion

B lanket
design

Resou r ces
Li/Be

Powe r

output

X
Tritium
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|s ize[—[Magnet cost]

'-Maintenance

ICost

Safety

Figure 1. Constraints on blanket design.

In addition to the technical requirements of an
operational reactor system, there is the problem of
achieving the desired effective tritium breeding
ratio. It is necessary that the breeding ratio should
not be less than one, but on the other hand, neither
should too much tritium be produced. It may be the
least offensive of the common radionuclides, but too
much is still more than enough. Table 1 shows the
doubling time (that is the time taken to double the
tritium inventory) versus tritium breeding ratio for
a liquid lithium blanket system. This demonstrates
how sensitive the doubling time is to a small change
in the breeding ratio. In an operating system it may
be necessary to install some kind of control system to
vary the tritium breeding rate, remembering that it is
always easier to reduce it than increase it. Once an
ideal breeding ratio has been decided, (depending on
the expected growth rate of the DT fusion programme

Table I. Doubling time versus breeding ratio.

Breeding ratio Doubling time
days

1 .0 00

1 .05 180

1 • 1 90

1.3 30

1 • 5 1 8

etc) then the problem is to calculate it for any
particular reactor type.

The uncertainty in the calculated breeding ratio
for any blanket depends on neutronics calculation
uncertainty, design uncertainty and data uncertainty.
An example of neutronics uncertainty is given by the

calculations performed on the UWMAK-III system 1 which
give a difference of 22% between a 1 -dimensional
breeding ratio calculation (1.37) and a 2-dimensional
calculation (1.07). Difficulties of this type can
usually be overcome by the use of 3-dimensional Monte
Carlo codes when sufficient computer time is available.

The design uncertainty is the difference between
a calculation of the breeding ratio of an infinite
cylinder with homogeneous zones, and a calculation of

a real reactor system with coolant channels, tritium
extraction system, ducts for injectors and divertors,
and magnet shields, all of which need to be accessible
and maintainable. One calculation of the change from
a thin homogeneous to a cellular blanket 2 showed a

change in breeding ratio from 1.16 to 0.99, although it

was possible to regain some breeding by the addition
of graphite in the intercellular regions 3.

The third contribution to the uncertainty in

breeding ratio calculations is the uncertainty in the
basic data used. The significance of any particular
cross-section error depends strongly on the design of

the reactor we are considering. Table II. shows the

effect of uncertainties in some important cross-
sections on the calculations of the breeding ratios of ,

several reactor types. 4, 5 The uncertainty shown in

the breeding ratio is due to the estimated uncertainty
in each of the cross-sections, except for the final row

where the 7% difference in breeding ratio is due to the

difference in the representation of the secondary i

neutron spectrum of 7Li(n,n'at) between UKNDL and >
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Table II. Effects of cross-section uncertainties
on some blanket designs. 4, 5

Cross-section % change in breeding ratio

ORNL(Nb) ORNL (V) LASL PPPL

'Li (n.a) 0.13 0.06 0.19 0.03

\\ (n.n'at) 5-86 5-91 2UU 1 -95

C(n.n) -0.58

Be (n,2n) 2.33 1 .23

F -2.30

Second ary
spect rum of

^Li (n, n'at)

7-00

ENDF/B-III. The most significant uncertainties are
due to the cross-section and secondary neutron
spectrum of the ''Li(n,n'at) reaction. The uncertainty
on the cross-section of this reaction was estimated at
+ 20% from the existing data, shown in Figure 2. It
was for this reason that we undertook the measurement

^600

:400

.1

ToF
Activation
Ottier

EN DF/ B - IV

Figure 2.

6 8 10 12
Neutron energy (MeV)

Original data on the Li(n,n'at)
cross-section.

of this cross-section, and I would like to describe
briefly the experimental method, and the results of

'

other recent experiments which give information on
this cross-section before discussing the effect of our
results on a few reactor blanket designs.

Measurements

Li cross-section

An activation method was used to measure the
cross-section, in which the tritium produced by an
irradiation in a measured neutron dose was
subsequently counted by a liquid scintillation
technique.

Irradiations . Figure 3 shows the geometry for
the irradiations using the D(d,n) neutron source
reaction on the Tandem accelerator at Harwell to
produce neutrons from 4.7 to 12 MeV. The target was
a 10 cm long, 2 atmosphere gas cell with a thin
entrance window. The use of this reaction necessitated
an 8% correction for deuteron break-up neutrons
(d(d,np)d) on the 12 MeV irradiation. The irradiations
lasted for approximately 24 hours. The lithium samples
were enclosed in an aluminium case, and aluminium foils

were used as a check on the measured neutron dose by
determining the 27Ai(n,a) cross section. The whole
assembly was contained in a 1 mm thick cadmium case to
prevent thermal neutrons producing tritium via the
DLi(n,at) reaction.

Sample
pack

HH27m .

NE213 liquid

scintillation

neutron detector

Figure 3. Irradiation geometry.

Neutron measurements. The neutron dose was
measured with an NE213 liquid scintillation detector
which was calibrated using the associated particle
method. 6 The efficiency for three different
discriminator levels is shown in Figure 4. as a
function of neutron energy which were used to measure

-,16 MeV bias
1 protons)

3 8 MeV bias

7 8 MeV bias

10 15 20

Neutron Energy ( MeV 1

25

Figure 4. NE213 detector efficiency for
three proton biases.

the primary neutron dose with an uncertainty of less
than + 2%. The observed dose was corrected for the
measured transmission of the sample pack, and together
with the 24Na activity induced in the 27/\-| monitor
foils (measured using a calibrated Ge(Li) detector in
the chemistry division at Harwell) this gave the cross-
section for the 27/\i (n^(^)24Na reaction. The results
are shown in Figure 5. which includes results from
previous experiments and the ENDF/B IV evaluated
curve. The agreement between the present results and
the previous data confirms the detector calibration
for flux measurement. At 14.1 MeV the cross-section
of the 7Li(n,n'at) reaction was measured relative to
the 27Al(n,a) reaction cross-section using a 500 keV
Cockcroft-Wal ton generator. A value of 122+2 mb was
assumed for the ^/ai (n,a)24Na cross-section at 14,1
MeV relative to which a nickel foil irradiated
concurrently gave a value of 382+15 mb for the
^°Ni(n,p) cross-section.
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Al(n,a) Na cross-section.

Tritium Measurement . Lithium hydroxide enriched
to 99.5% in /Li was used as the sample material,
(Figure 6) and pellets in the form of compacted discs
were made by compressing the Li OH powder without a

binder. These pellets were stable in that their
weight did not increase, and chemical analyses showed
them to be almost pure LiOH. This material was also
used because the tritium is stored as LiOT and so goes
into solution on chemical processing. 7,8 a case of
t he same material was used to compensate for the loss
of recoil tritons which are formed with an energy of
several MeV. The multiple scattering correction
factor was calculated from the composition of the
sample, using a Monte Carlo technique, and increased
to 5% at 14 MeV.

In order to extract the tritium from the pellet
a method based on that of Dierckx was used. The
pellet is first slowly dissolved in dilute acetic acid
(Figure 7) which converts the tritium into tritiated

LiOHID+CHjCOOH * CHjCOOLi + H20(T)

CHaCOOLi + HF * LiF + CH3COOH

*- A

n(V)

/ / \ \
/ / \ \

/

/ /
\ \

\ \
\ \

Figure 7. (a) Chemistry involved in tritium counting,
(b) Effect of quenching on spectrum.

water. The associated lithium acetate in solution
prevents good mixing of the scintillator with the
solution and so the lithium is deposited as lithium
fluoride. The scintillator Dimilume (Packard
Instruments Ltd) is added for counting and all the
processing was carried out in the counting vial. The
liquid scintillation counting was carried out using a

Packard Liquid Scintillation Spectrometer in the
Industrial Physics group at Harwell.

Small differences in the amounts of chemicals
alter the beta counting efficiency of each sample.
This is due to extra paths for energy to be lost
between deposition by the beta and photon production.
The efficiency for each sample was measured by the
external standard channels ratio technique.

The quenching gives a characteristic shape to

the spectrum for any degree of quenching. (Figure 8)
The method involves calibration of the tritium
counting efficiency as a function of the quench by
using standard tritiated water (or tritiated
hexadecane) in solutions of unirradiated pellets.
The quench of any particular sample is measured as

the ratio of the counts in two windows on the spectrum

Tritiated standard :

+ Hexadecane
• Water

J I

0.35 0-50

Figure 6. Lithium hydroxide pellet assembly.

AES channels ratio

Figure 8. Tritium counting efficiency versus AES ratio.

of an external gamma source. Figure 8 shows the

result; a plot of efficiency versus channels ratio.
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enabling the efficiency of any sample to be determined

once the channels ratio has been measured. The

straight line fitted to the points is closer to those

points measured using hexadecane because this material

does not evaporate significantly at room temperature

which facilitates accurate dispensing. The background

count-rate was found by processing unirradiated samples

in the same way.

Results. Figure 9 shows the final results for

the cross-section together with previous data from

activation experiments. The uncertainty on the

present measurement is approximately + 5%. The results

are uniformly 26% lower than the ENDF/B IV evaluated

curve.

for the main experiment and the results gave 970+42b
for the high concentration pellet and 936+40b for the

lower concentration pellet. As the accepted value is

936jH4b 10 this is confirmation that no significant
systematic errors are present in the method of sample
preparation for 3-counting.

Other Evidence

Integral Experiments

Before we discuss the consequences of such a

change in the 7Li cross-section, other evidence for a

discrepancy between measurements and evaluation
should be examined.

ACTIVATION

600r

in

c
i_

o 400

^200

/

o Wy man 8- Thorpe
• Brown et al

D Present experiment
ENDF/B- IV

6 8 10

Neutron energy (MeV)
12

Figure 9. Results of the present experiment compared with previous values obtained by activation.

Li Cross-section Measurement

In order to check for systematic effects in the

tritium measuring system, the ^Li thermal cross-
section, which is known to an accuracy of about
was measured in a reactor irradiation.

Pellets with ^Li/'^Li ratios of (0.5+0.005)% and

(0.94+0.008)% were used in order that the self-
shielding correction should be small. The self-
shielding calculation was carried out using Monte-Carlo
calculated collision probabilities, with an overall
uncertainty of + 3%. The ^Li cross-section was
determined by measuring the tritium activity produced
with and without a cadmium cover on the pellet assembly
in order to subtract the effect of fast neutrons. The
thermal flux at the point of irradiation in the GLEEP
reactor is known to an accuracy of + 2% by periodic
measurements using gold foil activation. The tritium
counting was carried out in exactly the same way as
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There have been three recent integral

experiments on lithium assemblies in which tritium
production has been directly measured. The

experiments, at JUlich, Karlsruhe, 12 and Los

Alamos 13 are basically similar, but have sufficient
differences to exclude obvious systematic errors.

There were two natural lithium metal blankets (one a

cylinder and one a sphere) and a ^LiD sphere. All

used a DT 14 MeV neutron source at the centre of the

assembly and the source strength was determined by

activation of threshold detectors or counting of the

alpha particles associated with the neutron production.

The tritium measurements were carried out in two ways.

In JUlich and Karlsruhe the tritium was produced in

samples of Li2C03 and measured using a similar
technique to the present experiment. In the Los

Alamos experiment the samples were lithium hydride and

the tritium counting was carried out in a gas

proportional counter. The calculations in each case
used the ENDF/B III data file for the lithium-7 cross-



section and the calculation was carried out using a

variety of discrete ordi nates codes and Monte Carlo

codes in 1 and 3-D geometry. The results are shown
in Figure 10. On the left is the radial distribution

of the secondary spectrum.
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Figure 10. Results of tritium production measurements on integral assemblies.

of tritium production in Li in the JOlich blanket
showing that the measurements are significantly below
the calculation. On the top right is the same
information for the Karlsruhe blanket, except in this
case the tritium production is in natural lithium.
The paper reporting this result states that the
measurements are 35% below the calculation with a

standard deviation of 5.1%. In the bottom right the
ratio of measured to calculated tritium production
in 7Li is shown for the Los Alamos assembly, again
demonstrating measured values considerably lower than
calculated. Two of the papers mention the
discrepancy as due to the /Li(n,n'at) cross-section,
and the Karlsruhe report suggests that the ^Li cross-
section as given in ENDF/B should be reduced.

A recent consistency analysis performed on an
older tritium production integral experiment of
Wyman suggested that a 13% reduction in the
7Li(n,n'at) cross-section at 14 MeV would give a
better representation of the experiment.

One usual problem with cross-section adjustments
suggested by lithium integral experiments is the
uncertainty of the calculated spectrum due to the
uncertainty of the energy distribution of the
secondary neutrons from the 7Li(n,n'at) reaction.
However since one of the integral experiments was
carried out using a ^Li assembly, the tritium
production rate in a 7Li probe is almost independent

Differential Experiments

Although there have been no recent differential
measurements of the tritium production cross-section
of ^Li , there have been two recent measurements of the

elastic cross-section; at Triangle Universities
Nuclear Laboratory ^6 and Ohio University, 17 using
7Li and natural lithium respectively. In the energy
range 4-14 MeV the reactions with significant cross-
sections are elastic scattering, inelastic scattering
to the 1st excited state (higher levels are unstable
with respect to particle emission) and tritium
production. Other reactions such as (n,2n) begin to

become significant and reach a total of 65 mb at

14 MeV. The total cross-section is reasonably well

known in this energy region and so from the new

measurements, which were in fact elastic + inelastic
to the first excited state we can calculate the

expected value for the (n,n'at) cross-section. The

results from both measurements are shown in Figure 11.

The total cross-section was taken from ENDF/B IV and
this evaluation was also used for the (n,2n) and

other reactions needed to correct the Triangle
Universities' data; the Ohio data does not go high

enough in energy to be affected by these other
reactions.

The measurements from TUNL show better agreement
with the present values than the ENDF/B evaluated
curve, but the Ohio results show a marked disagreement
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Figure 11 Li(n,n'at) cross-section derived from
elastic cross-section measurements.

at the higher end of their energy range. The 25%
difference in (n,n'at) cross-section between TUNL and

Ohio data is due to only a 6% difference in the elastic
scattering cross-section measurements of the two groups

and serves to illustrate the difficulty of determining
the (n,n'at) cross-section in this way.

Another recent differential experiment of a

more restricted character has also been carried out
recently at 0RNL.18 (Figure 12). It is a measurement
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Figure 12. 7Li(n,xn') differential cross-section
measurement. 18

of the differential cross-section for 7Li(n,xn)

processes at two angles. The data extend from 2 to 20

MeV incident neutron energy and includes all secondary

neutrons above a 0.76 MeV bias. A comparison with the

ENDF/B values (given in the report) over the incident

neutron energy range 6-14 MeV where 7Li(n,n'at) is the

predominant reaction, shows that the results are

approximately 20% lower than the evaluation.

Implications

The importance of the present experiment depends

on the effect of the cross-section changes, indicated

above, on various fusion reactor blanket designs. The

change in cross-section amounts to 1 .3 standard

deviations of the previous uncertainty associated with

the 7Li(n,n'at) reaction. Previous precise uncertainty

analyses have been carried out using perturbed data

sets and sensitivity analysis to calculate the effect

of a change of 1 standard deviation in the cross-

section. To calculate the effect of the present

measurement is a simple extension of these results,

and this has been done for some blankets. However,

for those blankets without such uncertainty analysis

an approximation was made that the 7Li breeding rate

decreased in the same proportion as the cross-section.

This is equivalent to the assumption that the flux

distribution in the blanket is not affected by the

cross-section change. This would be expected to be

valid when the ^Li reaction rate is a small part of

the total reaction rate. (In fact this method agrees

well with those cases which have been calculated
precisely)

.

The results for seven blanket designs are shown

in Table III. The particular designs were chosen to be

Table III. Effect of present cross-section change
on various reactor blankets.

Breeder or reactor type
Original

B.R

N ew
BR

% loss in

breeding gain

Liquid metal (ORNL (Nb)) 1./.9 1.38* 2 2 %

Lithium oxide 1.15 1 -06 6 0 %

Li7 Pbz/LijO 1 08 1-03 6 3 %

LiAlOz (Be) (UWMAK-II) 1 07 1 -07 0 %

LiAl (30% ^Li) 1-07 1 .04 4 3 %

Molten salt (PPPL) 1-05 1 -02* 6 0 %

Theta pinch (Be) (LASL) 1 04 1.01* 7 5 %

Results from sensitivity analysis

representative of the range of designs which have been

proposed to meet the constraints mentioned earlier.
The first is a standard lithium metal blanket. 4 (The

references refer to those publications in which
calculations were carried out, not necessarily the

original design publication). The second uses lithium
oxide as a breeding material in a Wisconsin design. 19

The third is a system of lithium lead and lithium „

oxide in a cellular design 3 for a Culham conceptual
reactor. The lead of course is a neutron multiplier.
The next two systems are again from Wisconsin;
lithium aluminate in UWMAK-II 20 and a LiAl blanket.^
The next is a Flibe (molten salt) system 4 from
Princeton and finally there is a lithium/beryllium
theta-pinch reactor design 4 of Los Alamos. As the
table shows, the change in breeding gain is very
significant for most systems, especially those designs
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which have low breeding ratios initially. Designs
which are totally dependent on ^Li breeding and there-

fore immune to changes in the ^Li cross-section, i.e.

'thermal' systems, usually rely on the use of beryllium
as a neutron multiplier. This may not be possible
because the world's supply may prevent its use in

reactor programs based on some designs, 22 and also
recent measurements 23 imply a reduced effectiveness
for beryllium on the tritium breeding ratio.

The changes shown in the table are those
produced by a change in the 7Li(n,n'at) cross-section.
However there is still an error on the calculated
breeding ratio due to cross-section uncertainties,
including a 5% error on the present 7Li(n,n'at)
measurement. It is estimated that these uncertainties
would produce a 6.5% error on the calculated breeding
ratio of a lithium metal blanket system when the
effect of the 7Li secondary neutron spectrum is also
included. 24

In addition to this uncertainty, none of the
blanket calculations mentioned above has given a

realistic allowance for voids in the blanket which
are required for practical systems (divertors,
injectors etc.). It may be possible in some systems
to regain some of the lost breeding gain by enrichment
of the lithium in ^Li, although this would add to the
cost and the amount of lithium required.

Finally, these measurements, together with the
supporting evidence, show that further determinations
of the 7Li(n,n'at) cross-section are essential. The
value is particularly important at 14 MeV where many
laboratories are able to carry out experiments.
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CHARGED PARTICLE CROSS SECTION REQUIREMENTS FOR

ADVANCED FUSION FUEL CYCLES

Geoffrey W. Shuy and Robert W. Conn

University of Wisconsin, Nuclear Engineering Department,
Madison, Wisconsin 53706, USA

Charged particle cross sections required for advanced fusion fuel cycle calculations are
discussed. Reactions important for the d-d, d-^He, d-^Li , p-^Li and p-l'B cycles are described.
The importance of nuclear elastic scattering is emphasized. Important fusion cross sections
and the energy range where data is required are identified. Of particular interest for
the propagating p-QLi cycle is the ^Li (3He,p)8Be reaction where the See can be in different
energy states. The reactivity of the catalyzed d-d reaction at T-j = 75 keV can be increased
by 25% at Te = 50 keV to 75% at 100 keV relative to the reactivity neglecting nuclear elastic
scattering. The result is due to fusion events between fast deuterons produced by elastic
scatteringwith the background ions. The fraction of energy given to electrons is likewise
influenced by nuclear elastic scattering. The fraction of a 14.5 r^eV proton's energy given to

electrons at 100 keV decreases from 85% when only coulomb scattering is assumed to 50% when
coulomb plus nuclear scattering is included.

[Fusion, d-d, d'-^He, d-^Li , p-^Li, p-^^B fuel cycles; charged particle cross section needs; fusion

reactivity]

Introduction <av> = /dv /dv f (v )f (v, )a(u)u. (3)

Fusion devices utilizing the d-t-Li cycle will

certainly be the first to demonstrate energy breakeven

and also very likely will be the first cycle for

conmercial fusion reactors. Nevertheless, fusion

reactors with tritium fuel should be viewed as an

intermediate step in fusion power development. The

ultimate goal is to achieve a reactor based on either
hydrogen or deuterium to insure both an inexhaustible

fuel supply and systems with minimum radioactivity.

To preserve this potential, it is essential to main-

tain efforts to develop advanced fuel cycle fusion

power based on d-d, d-^He, d-^Li or proton based

cycles such as p-llB and p-oLi. Minimizing the plasma

deuterium content is a key to a minimum neutron pro-

ducing reactor. A proper determination of the

potential of each cycle requires cross section data

for the basic reactions and for nuclear elastic and

inelastic scattering among the nuclei with A less

than 12.

Required Nuclear Data

The nuclear data required to analyze advanced

fuels include fusion reaction cross sections, reaction

rate parameters such as <av>, reaction probabilities

for fast fusion products to react with various elements

in the background plasma, and nuclear elastic and in-

elastic cross sections to determine the energy trans-

fer from the energetic fusion products to the back-

ground ions and electrons. The reaction rate, R, for

two reacting species, a and b, is

R = /dv^/dv
b ^a^^a^^b^^b^^^")'

(1)

where R is the number of reactions per unit volume
per unit time, f, and are the distribution
functions, a is the reaction cross section, and u is

the relative velocity, u = |va - vbl • It is conven-
ient to write R as nanb<av>, where the density of

species a and b (ng and n^) are found from

n. = /f.(v.)dv. (i = a,b), (2)

The reaction rate parameter, <av>, depends on the

form of the normalized distribution functions

f.(v .) = i- f.(v.):V 1
' n^ I V

If ''^ the Maxwellian distribution.

f,(v.)
3/2

'2TrKT'
exp(-m.v

.

72KT), (4)

the integral in Eqn. (3) can be expressed as:

2

<ov> = 411/°° u2du(2^)^/^exp(^)a(u)u, (5)

where y is the reduced mass. Using E = \iu

Eqn. (5) becomes

/— 3/2 °°

<av> = (^) / Ea(E)exp(-E/KT)dE. (6)

The ion temperature in advanced fuel cycle fusion

plasmasmay reach 500 keV. One clearly would like to

know the reaction cross section, a(E), up to an energy

of at least 4KT (dr 2 MeV in the most extreme case) to

analyze fusion reactions among species with a Maxwell-

ian distribution. In addition, nuclear scattering

events between energetic fusion products and the

background Maxwellian can transfer significant energy

(>1 MeV) to the struck particle thereby promoting it

to higher energy where it is typically more reactive.

In short, cross sections are required not just to an

energy of 4-5 KT but to the energy of fusion reaction

products. The p-6Li cycle is particularly useful to

demonstrate this point.

The primary reactions of this fuel cycle are

p + ^Li ^ ^He(2.3 MeV) + a(1.7 MeV) (7)

LiHe + p(11.3 MeV) + 2a(2.813 MeV) (Ba)

p + ^Be(various nuclear levels)(8b)

d(.088 MeV) + ^Be(.026 MeV) (8c)

Secondary and tertiary reactions include:

, n + ''Be(.42 MeV)

p(4.4 MeV) + ^Li (.63 MeV) •

d + °Li p(l .6 MeV) + t + a
3

n +

2a(11.2 MeV)

He + a

(9a)

(9b)

(9c)

(9d)

(9e)
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d + He

d + d

I

d + ''Be

d + t

t + ^HeJ

3 3
He+ He-

3 7
He+ Be

t + ''Be

d + ^Li

p(14.6 MeV) + a(4.7 MeV) (10)

n + He[.aZ MeV

j

(lla)

p(3MeV) + t( 1 .01 MeV) (lib)

p(n .2 MeV) + 2a (2. 8 MeV) (12)

n + ^He(3. 5 MeV) (13}

d(9.6 MeV) + a(4.8 MeV) (14a)

p + n + a (14b)

2p(5.7 MeV) + a(l .4 MeV) (15)

2p(4.5 MeV) + 2a(l .1 MeV) (16)

p(4.2 MeV) + 2a (17)

n + 2a(2.52 MeV) (18)

In addition, there are at least thirty side reactions

and thirteen 6Li + 6Li exotherrnic reactions which
produce elements from H to '^C and neutrons. Many of

the fusion reaction products are energetic and may

react with elements in the background plasma prior to

completely slowing down (fast fusion or two-component
fusion events). Including these fast fusion events

is crucial, particularly for cycles that are either
propagating or chain events. Some important propagat-

ing fusion reaction sequences in the p-^Li cycle (the

fast particle has a bar over the element's designation)
include

He + a /

and there are many others.

Nuclear elastic scattering of the energetic
products with the background plasma produces addition-

al energetic particles which can undergo fast fusion
and further propagate the reaction. Therefore, the

reaction cross section for the various channels and

nuclear elastic scattering cross sections are required

up to about 20 MeV.

In general, the nuclear scattering cross section

is 1 barn or greater when the incident energy is in

the range, 1 to 1 5 MeV. As an example, the proton-
deuterium nuclear elastic scattering cross section

"

is shown in Fig. 1 as a function of proton energy.

The coulomb scattering cross section has been sub-

tracted prior to plotting the result.

The average energy transfer per collision is

large. For example, counting only collisions which
transfer 1 MeV or more, a 3 MeV proton in a deuterium
plasma with a 75 keV ion temperature is found to

transfer ~30% of its energy to the energetic deuterons
when the electron temperature is 60 keV. This frac-

tion increases to -50% when Tg is 100 keV. The fast
fuel ions produced from this process undergo fusion

while slowing down thereby enhancing the reactivity
and the effect of propagating reaction- In Figs. 2

and 3, we show the fraction of energy transferred from

fast alphas and fast protons to produce energetic
deuterons with an energy greater than 1 MeV. The
effect is smaller for alphas at 3 to 4 MeV than for

protons at either 3 MeV or 14.5 MeV because of the
larger coulomb cross section for alphas.

Fig. 1. The elastic scattering cross section for pro-
,tons with deuterons after subtracting the coulomb
scattering from the angular distributions.

1 1 1 1 1 1 1 1 r

3and A MeV a .

Pure D Plosmo.

T| = 75 keV

ELECTRON TEMPERATURE (keV)

Fig. 2. Percentage of initial energy transferred
from fast alphas to produce energetic (>1 MeV)
deuterons.

The catalyzed d-d fuel cycle can be used to ela-

borate on the role of nuclear elastic scattering and
propagating effects. The major reactions for this
cycle are:

d + d

d + t

d + "^He

n(2.45 MeV) + 'lie (.87 MeV)

p(3.01 MeV) + t(l MeV)

n(14.06 MeV) + a(3.5 MeV)

p(14.68 MeV) + 5(3.67 MeV).

(23a)

(23b)

(24)

(25)
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14,5 MeV Proton

Pure D Plosma

Ti = 75 keV

ELECTRON TEMPERATURE (ke V)

Fig. 3. Percentage of energy transferred from a

fast proton to produced deuterons with an energy
exceeding 1 MeV.

The overbars denote fast charged particles. Nuclear
elastic events such as

is shown in Fig. 5, 6 and 7 as a function of electron
temperature. The dashed curve in each figure is the

fraction of the initial energy received by electrons
when only the coulomb interaction is assumed. The
dash-dot curves in each figure give the analogous
result when both coulomb and nuclear elastic scatter-
ing are included. Finally, the solid curve properly
includes the effect of fast ion production by nuclear -

scattering and the subsequent slowing down of those
ions with background ions and electrons. The back-
ground plasma in all cases is electrons and deuterium
ions. The ion temperature is fixed at 7.5 keV. The
difference in the results is small for the 4 MeV
alphas but substantial for both the 3 MeV and 14.5 MeV

protons, and the differences become more important as

the electron temperature increases. Accounting for

both nuclear elastic scattering and subsequent slowing
down of knock-on ions, a 14.5 MeV proton in a 75 keV

ion temperature deuterium plasma will transfer 79% of

its energy to 50 keV electrons compared to 93% when
only coulomb scattering is assumed. At an electron
temperature of 100 keV, the percentage of energy
transferred to electrons decreases to 51% compared to

85% with coulomb interactions only. The effect is

clearly important to a plasma energy balance calcula-
tion. Overall, the net result is that lower
values are required to meet either the Lawson or igni-

tion condition for the catalyzed d-d cycle.

p + d -> p + d

a + d a + d

(26)

(27)

promote fast deuterons from the background Maxwell ian

distribution. Some of the propagating sequences in

this cycle are:

(28)

d + d ^ p + t

(29)

d + d He + n

(30) (31)

d + d He + n

and there are more. As an example, the propagating
sequence indicated in set (28) produces fast protons;

the fast proton promotes the deuteron out of the ther-
mal bath; the energetic deuteron then reacts before
slowing down, producing a fast proton; and so on.

The inclusion of these effects increases the
reactivity of the catalyzed d-d cycle at T. = 75 keV

by 25% when 1q is 50 keV and by 75% when Tg is 100 keV.

The results are shown in Fig. 4. These increases are
measured relative to a standard calculation in which
propagating reactions are neglected.

An additional effect is that nuclear knock-on
events alter the fraction of energy given to electrons
and ions by energetic fusion products. The energy
transferred to electrons by various fast particles
(a 4 MeV alpha, a 3 MeV proton, and a 14.5 MeV proton)

20 40 60 80 100 120

ELECTRON TEMPERATURE (keV)

Fig. 4. Increase in d-d reactivity due to promotion
and propagation effects measured relative to the
reactivity of a pure Maxwellian at T. = 75 keV.

Coulomb + Nuclear Elostic

Scotlering (

Coulomb Scottering Only

Coulomb, Nucleor Elostic, and
Fast 0 Slowing Down

ELECTRON TEMPERATURE (keV)

Fig. 5- Calculations of the fraction of energy given to
electrons by a 4 MeV alpha. The solid curve includes
all effects properly.
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30 40 50 60 70 80 90 100

ELECTRON TEMPERATURE (keV)

Fig. 6. Fraction of energy given to electrons by a

3 MeV proton.

30 40 50 60 70 80 90 100 NO

ELECTRON TEMPERATURE (keV)

indicates the reaction is important for fusion fuel

cycle analysis; the check (/) indicates the data for

that reaction are reasonably consistent; while the

cross (X) indicates the existing data are either in-

consistent or have large error bars. References are
given in the parentheses. The numbers followed by

MeV give the energy range over which data have been
measured. A literature search for nuclear inelastic

cross sections is in progress and is not included in

this paper. Comments are as follows:

1 . The d-d Reactions

d + d -+ n + He

d + d ^ p + t

Q = 3.269 MeV

Q = 4.033 MeV

(33)

(34)

Liskien and Paulsen^ ^ have summarized and evaluated

the cross section measurements for = 0.13 - 10 MeV.

The data and evaluation are shown in Fig. 8. This is

adequate for fusion fuel cycle analysis.

r[mb]

D (d. n) H«

Integrated Crou Section it

Fig. 8. Data and evaluation for the d-d reaction.

Fig. 7. Fraction of energy given to electrons by a

14.5 MeV proton.

The examples, while not inclusive, show the need
in the analysis of advanced fusion fuel cycles for
reaction cross section data to various final channels
and for nuclear elastic and inelastic scattering cross

sections up to about 20 MeV.

Status of Nuclear Data for Advanced Fusion

Fuel Cycle Analysis

The literature has been examined through October
1979. The list of references in this paper is a
partial one because of the very large number of works
reported. All data for a given reaction were examined
for consistency. In general the uncertainties or
inconsistencies ranged from 10% to as much as an
order of magnitude. Cross sections for some of the
reaction branches have either been partially measured
or not measured at all. In the reactions of SHe-^Li and
d-/Be, for example, the total reaction cross section
may be 10 to 50 times larger than reported values.
For other reactions, such as ^He with 7Be, data do
not exist.

2. The p-t Reaction

t + p ^ n + He Q = -.764 MeV (35)

Cross section measurements have been evaluated by

Liskien and Paulsen. (462) jhe angular distribution

measurements are inconsistent with one another. Most

of the integrated cross section measurements are

within 15% of the recommended values. Experimental

and recommended values for Bp = 1.0-10 MeV are

shown in Fig. 9. This data is adequate for fusion

fuel cycle analysis.

3. The d-t Reaction

t + d n + a 17.590 MeV (36)

There has been only one measurement since 1960. The

cross section measurements have been evaluatedl^cj;

and indications are that a number of reported angular

distributions are not satisfactory at energies above

5 MeV. Most of the integrated cross section measure-

ments are within 10% of the recommended values. In

general, the data is adequate for fusion fuel cycle

analysis.

The status of the nuclear data is summarized in
matrix form in Tables 1, 2, and 3. The asterisk (*)
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TABLE

P d t

•1.

.

THe ^e

ELASTIC ( 1 - 20 ) ELASTIC ( 46 - 49 ) ELASTIC ( 164 - 178 )

<T (E. e ) <T(E. e ) o-(E, e )

0 2 - 30. MeV 2. - 20. MeV c Q 0,3 - 20. M9V

d * * >/
o * y

REACTION ( )
REACTION (50 -90)

tr (E) or o-( E.9)

0.013 - 14. MeV

ELASTIC (21 30 ) ELASTIC ( 91 - 93 ) ELASTIC (141 - 142) ELASTIC (179 - 182 )

a-(E.e) o- (E. e

)

o- (E. e ) o-( E.S)

0.05 - 8.3 MeV 0.013 - 10. MeV 1.58 - 2. MeV 1.2 - 18.2 MeV

t * >/ * X s ^ X

REACTION (31 - 45| REACTION (94 - 112) REACTION (143 - 146) REACTION
( )

<t(E) oro-(E.e) cr(E) or o-(E, S ) O-(E) or cr (E. e )

1.0 - 10. MeV 0.01 - 15. MeV 0.04 - 2.2 Mev

ELASTIC (126 - 140) ELASTIC 113 - 116 ELASTIC (147 -148) ELASTIC (155 - 158) ELASTIC ( 183 - 190)

<7(E. 9) a-(E, 9) o-(E.e) o-(E. Q ) o-(E, © )

U.JO" Mev 5- " 19. MeV 5- " 20. MeV 1.72 - 20. Mev

* * X * y * X

REACTION ( 1 REACTION (117 - 125) REACTION 149 - 154 REACTION (159 - 163)

tr (E) or o- (E, S ) (T(E) or <r(E. 6 ) <T (E) or <T(E. Si

0.25 - 15. MeV .15 - 1.9 Mev 0.06 - 2.2 Mev

TABLE 2

p d t ^He •Sne

ELASTIC (191 - 196) ELASTIC (211 - 213) ELASTIC ( 231) ELASTIC (246 - 250)

6Li

o-(E. ©)

0.5 - 16. MeV

<T(E, B )

2. - 7. Mev

*

No measurement

X
8. - 20. Mev

* X

<T(E. g )

2. - 7.5 Mev

REACTION (197-210)

o-(E,e)

0.14 - 12. MeV

REACTION (213 - 225)

0-(E,e)

0.1 - 1. Mev

REACTION (226 - 230)

o-(E. e )

0.3 - 20. Mev

REACTION 232- 245

a-(E.e) Of <T (E)

1.2 - 4.2 MeV

REACTION ( )

\i

ELASTIC (251 - 254)

o-(E, B )

0 4 - 20. MeV

X

ELASTIC (286 )

<r(E, e )

0.4 - 1.8 Mev

X

ELASTIC ( )

No measurement

X

ELASTIC ( 311 )

11, MeV

X

ELASTIC ( 326 - 330 )

1.6 - 20. Mev

REACTION (255 - 285)

cr(E. S ) or (7(E)

0.8 - 15 . MeV

REACTION (287 - 300)

<T (E) or CT (E. e )

0.6 - 2.6 Mev

REACTION (301 - 310)

o-(E, B )

0.23 - 2.5 Mev

REACTION (312 - 325)

o-(E, e )

0.8 - 6. Mev

REACTION ( )

ELASTIC ( ) ELASTIC ( 1 ) ELASTIC ( ) ELASTIC ( ) ELASTIC (
'

No measurement No measurement No measureqient No measurement No measurement

X * X X ¥f X

REACTION ( ) REACTION P31-332 )

(T (E. e )

REACTION ( 306 )

No measurement

REACTION ( 306
)

No measurement

REACTION ( )

0.8 - 1.7 MeV < trv > Estimated <o-V> Estimated

258



TABLE 3

ELASTIC (333 - 340)

<r (E, e

)

0.2 - 10. MeV

REACTION (341 - 345)

0.028 - 2.0 MeV

ELASTIC (346 - 350)

a- (E. 90O)

0.4 7. MeV

REACTION (351 -370)

o- (E )
or <r(E, B )

0-15 - 19. MeV

ELASTIC (371 , 372)

o-(E. B)

0.6 - 2.1 MeV

REACTION (371, 372)

o-( E. e

)

0.52 - 2.1 MeV

ELASTIC (373 - 375)

(t(E, 45°) or o-(E.90°)

1.2 - 20. MeV

X

REACTION (376 - 380)

o-(E, e )

1.6 - 20. MeV

^e

ELASTIC (381 - 384)

<r (E. e I

1.4 20. MeV

REACTION (-

ELASTIC (385 - 387)

0.15 - 10.5 MeV

X

REACTION (388 - 390)

a-(E. 9)

0.06 - 6.3 MeV

ELASTIC (391 - 393)

0- (E. e )

1, -16. Mev

X

REACTION (394 - 4151

a- (E) or or (E, 8)

0.14 - 12. MeV

ELASTIC (416 - 418)

<r (E.ei

1.5 - 3.3 Me\

X

REACTION ( 416 )

(T ( E )

0.8 - 2.0 MeV

ELASTIC (419 - 423)

a-(E. e

)

4. - 20. MeV

X

REACTION (424 - 430)

Excitation function

2. - 19. Mev

ELASTIC (431 - 433)

Excitation function

2. - 20. Mev

REACTION (.

ELASTIC ( ^—
No data reported

REACTION (434 - 440)

<r (E) or o- (E, © )

0.17 - 10. Mev

ELASTIC (

No data reported

REACTION (441 - 453)

<7 (E) or o-(E,©)

0.3 - 10. MeV

ELASTIC (—

—

No data reported

REACTION 454 , 455

<r (E, e )

1.0 - 2.1 MeV

ELASTIC (

No data reported

REACTION (456 - 460)

Excitation function

or a-(E)
0.9 - 18. Mev

ELASTIC (

No data measurered

below 27 Mev

REACTION ( .

F-ic. 9.

Into^rroted Cross Section cr~

I 3,0 4.0 5.0 6.0 7.08.09010.0

Ep [Mev]

4. The (J-3He Reaction

^He + d ^ p + a Q = 18.35 MeV (37)

There have been no measurements since 1960. A pro-

nounce(d resonance occurs at = 430 keV with
r ~ 450 keV. The experimental (iata (Jisagree in the

neighborhoo(d of this resonance (~25%). However,

analysis by Hale(464) suggests that the recommen(de(d

values are very gooid. Thus, the cross sections are

a(jequate for fusion fuel cycle analysis.

5. The ^He-'^He Reactions

^He + ^He p + ^Li Q = 10.890 MeV (38)

L p + a

^He + -^He 2p + a Q = 12.860 ileV (39)

A study of the proton spectrum indicates that the
reaction proceeds mainly via a direct mechanism and
the ^Li channel. However, the branching ratio is not
firmly established, particularly at low energy.

6. The p- Li Reaction

Li + p He + a Q = 4.023 MeV (40)

The cross section measurements for Ep = .14-3 MeV by
Elwyn et al.(197) appear to be definitive. The
earlier measurements are inconsistent with one another
as shown in Fig. 10. Cross section measurements for
Ep = 3 to 12 MeV have been made recently by Gould
et al.(198) The measurements for Ep = 62 to 188 keV
deviate from an S-wave Gamow plot above -130 keV.

7. The d- Li Reactions

d + \i ^ n + ^Be

^ p + ''Li

^- p + t + a

-> n + "^He + a

^ 2a

Q = 3.380 MeV (41

)

Q = 5.026 MeV (42)

Q = 2.561 MeV (43)

Q = 1.796 MeV (44)

Q = 22.374 MeV (45)

The recent measurements for Ej = .1-1 MeV by Elwyn
et al.(214) are definitive. Other measurements differ
sharply with one another, even in recent experi-
ments. (218) Cross section measurements for E(j > 1 MeV
are needed for a complete analysis.

3 6
The He- Li Reactions

\i + ^He P + Be(g.s.)

^ 2a

p + ^Be(2.94)

^ 2a

p + ^Be(11.4)
^ 2a

Q = 16.787 MeV (46)

Q = 13.847 MeV (47)

Q = 5.387 MeV (48)
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"T r

•LI(p,'H«J*He

•ELWYN.etal.

•ig. 10

15 2.0 2.5

Ep (MeV)

p + "Be(16.63) Q

^ 2a

-> p + %e{^6.92) Q

^ 2a

p + ^Be(17.64) Q

^ p + 2a Q

^ a + ^Li Q

^p + a

^ d + ^Be Q

^ d + ^Be(.43) Q

^ 2p + ^Li Q

35 4.0

.157 rieV (49)

.1325 MeV (50)

-.853 MeV

16.88 MeV

14.91 MeV

.1126 MeV

-.317 MeV

-.468 MeV

(51)

(52)

(53)

(54)

(55)

(56)

A measurement is in progress by A. Elwyn et al . at the
Argonne National Laboratory. (465) The earlier
measurements are not complete. At least 5 nuclear
levels in 8Be can be excited. It is expected that the

reaction cross section to all branches will be at

least a factor of 10 larger than those now known. For

example, at E3M =3.5 MeV, Gould et al.(245) measured
Oy. ~ 10-12 mb for the 8Be(g.s.) branch, 55 mb for

the 8Be(2.94 MeV) branch, and estimated Of. 42 mb for

the continuum breakup reaction, Elwyn et al . indicates
values could be ~ 30-50 mb for the 8Be(16.63 MeV)

branch, = 20-40 mb for the 8Be(16.9 MeV) branch

and 400 mb for the d + ^Be branch.

9. The d-^Be Reactions

^There have been no measurements since 1960.

d + Be reacts via the same compound nucleus as

3He + ^Li . Therefore, it will have the same reaction
channels as -^He + ^Li except for eqns. (54) and (55).
Since the existing data are only for the eqn. (46)

and (47) branches, measurements for each branch stated
above are required. However, a standard 9-nucleon
R-matrix calculation can give good estimated values,
provided that the cross sections of each branch of

3He + ^Li reaction are given.

10. The p-^^B Reactions

lie

11

B + p

B + p

ct +

3a

'Be 0 =

Q =

8.590 MeV

8.682 MeV

(57)

(58)

The most recent cross section measurements for
Ep = 0.08-1.4 MeV by Davidson et al.(434) appear to

be definitive. There are 7 pronounced resonances
in the range, Ep = .1-5 MeV. The energy of the
resonances, the cross sections at each resonance peak,
and the width of each resonance are summarized in

Table 4. The cross sections are uncertain above
2 MeV and should be measured again.

Table 4

Parameters for p-^^B Resonances

Resonance Energy
Ep (MeV)

.172

.64

1.39
1.98
2.62
3.75

4.93

Cross Section at
Resonance Peak (mb)

28
800
180

113 - 132

200 - 347

200 - 348

130 - 210

Conclusions

Resonance Width
r (keV)

10

300
1160
100
320
1100
180

As described in the previous sections, propagating
effects in an advanced fusion fuel cycle analysis are
important. Data for both nuclear reactions and
nuclear elastic scattering up to 20 MeV are required.
For example, with the inclusion of propagating effects,
the reactivity of the catalyzed d-d reaction at
T, = 75 keV can be increased from 25% at Tg = 50 keV
to 75% at 100 keV relative to the reactivity neglecting
nuclear elastic scattering. The result is due to
fusion events between fast deuterons produced by
elastic scattering and the background ions. The
fraction of energy given to electrons is likewise
influenced by nuclear elastic scattering. The fraction
of a 14.5 MeV proton's energy given to electrons at
100 keV decreases from 85% when only coulomb scattering
is assumed to 50% when coulomb plus nuclear scattering
is included.

In addition, charged particle cross sections
required for advanced fusion fuel cycle calculations
have been discussed. Reactions, .important for the
d-d, d-3He, d-°Li , p-^Li and p-"b cycles have been
described. The importance of nuclear elastic scatter-
ing has been emphasized. Important fusion cross
sections and the energy range where data is required
have been identified.

Acknowledgement

The authors acknowledge valuable discussions with
Prof. H. H. Barschall on many aspects of this paper.
This research has been supported by a contract with
TRW, Inc. and the Electric Power Research Institute.

References

1. Taschek, Phys. Rev. 61 (42) 13.

2. Sherr et al., Phys. Rev 72 (47) 662.

3. Kocher and Clegg, Nucl. Phys. A132 (69) 455.

4. Wilson et al . , Nucl. Phys. A130 (69) 624.

5. Kikuchi et al . , J. Phys. Soc. Japan 15 (60) 9.

6. Kennan, Phys. Rev. 107 (57) 200.

7. Kiceleva et al . , Ukr. Fiz. Zh. 4 (71) 83.

8. Cahill et al., Phys. Rev. C4 (71) 83.

9. Cadwell and Richardson, Phys. Rev. 98 (55) 28.

10. Allred and Rosen, Phys. Rev. 79 (50) 227.

11. Karr et al., Phys. Rev. 81 (51) 37, 78 (50) 292.

12. Allred et al . , Phys. Rev. 88 (52) 433.

13. Simpson, Thesis, Rice Univ., Houston (65).

14. Grbtzschel et al . , Nucl. Phys. A176 (71 ) 261.

15. Brolley Jr. et al., Phys. Rev. 117 (60) 1307.

16. Mather, Phys. Rev. 88 (52) 1408.

17. neither et al., P roc. Roy. Soc. A190 (47) 180.

260



References (cont.)

18. Brown et a1 . , Phys. Rev. 88 (52) 253.

19. Tuve et al . , Phys. Rev. 50 (36) 806.

20. Bunker et al., Nucl. Phys. A113 (68) 461.

21. Balashko et al., Zh. Eksp. Teor. Fiz. 36 (59)
1937, JETP (Soviet Physics) 9 (59) 1378.

22. Baumann, J. Phys. Rad. 18 (57) 337.

23. Jarmie et al., Phys. Rev. 130 (63) 1987.

24. Balashko et al . , JETP 19 (64) 1281.

25. Kurepin, Trudy of the Lebedev Phys. Inst.,
Vol. 33 (65) p.l (Transl . by Consultant Bureau,
N.Y. 66).

26. Jarmie and Allen, Phys. Rev. 114 (59) 176.

27. Hemmendinger et al., Phys. Rev. 79 (49) 1137.

28. Ennis and Hemmendinger, Phys. Rev. 95 (54) 772.

29. Brolley et al . , Phys. Rev. 117 (60) 1307.

30. Classen et al., Phys. Rev. 82 (51) 589.

31. Seagrave, Proc. Conf. on Nuclear Forces and the
Few Nuclear Problem , London (59) Vol. II, p. 583.

32. Macklin and Gibbons, EANDC-50-S, Vol. I (65).
33. Willard et al . , Phys. Rev. 90 (53) 865.

34. Jarmie and Seagrave LA-2014 (56).
35. Gibbons and Macklin, Phys. Rev. 114 (59) 571.

36. Batchelor et al
. , Rev. Sci . Instr. 26 (55) 1037.

37. Costello et al., Nucl. Sci. Eng. 39 (70) 409.

38. Vlasov et al., JETP 1 (55) 500.

39. Coon, Phys. Rev. 80 (50) 488.
40. Sayres et al., Phys. Rev. 122 (61) 1853.
41. Seagrave et al., Phys. Rev- 119 (60) 1981.
42. Bogdandov et al., JETP 9 (59) 440.

43. Stewart et al . , Bull. Am. Phys. Soc. 1 (56) 93.

44. Wilson et al . , Nucl. Phys. 27 (61) 421.

45. Goldberg et al . , Phys. Rev. 122 (61) 1510.
46. Theus et al . , Nucl. Phys. 80 (66) 273.
47. Bacher and Tombrello, Nucl. Phys. An3 (68) 557.

48. Wilson et al . , Nucl. Phys. A126 (69) 193.
49. Cahill et al . , CEN-Saclay Annual Report CEA-N

844 (67) 121.

50. Goldberg, Progress in Fast Neutron Physics (U.

of Chicago Press 63)

.

51. Arnold et al . , Phys. Rev. 93 (54) 483.
52. Booth et al., Proc. Phys. Soc. (London) A69

(56) 265.

53. NcNeill and Keyser, Phys. Rev. 81 (51) 602.

54. Ganeev et al . , Atomnaya Energiya Suppl . 5 (57)21.
55. Preston, et al., Proc. Roy. Soc. (London) A226

(54) 206.

56. Chagnon and Owen, Phys. Rev. 101 (56) 798.

57. Hunter and Richards, Phys. Rev. 76 (49) 1445.
58. Ref. 40
59. Brolley et al., Phys. Rev. 107 (57) 820.
60. Blair et al., Phys. Rev. 74 (48) 1599. ;

61. - 70. Not Used
71. Schulte et al . , Nucl. Phys. A192 (72) 609.
72. Goldberg et al., Phys. Rev. 119 (60) 1992.
73. Thornton, Nucl. Phys. A139 (69) 25.

74. Brolley et al . , Phys. Rev. 107 (57) 820.
75. Eliot et al., Proc. Roy. Soc. (London) 216 (53)

57.

76. Ref. 46
77. Kane, Nucl. Phys. 10 (59) 429.
78. Fuller et al . , Phys. Rev. 108 (57) 91.

79. Volkov et al . , Stomnaya Energiya Suppl. 5 (57)13.
80. Mi lone and Ricamo, Nuovo Cim. 22 (61) 116.
81. Cranberg et al . , Phys. Rev. 104 (56) 1639.
82. Kerr and Anderson, Bull. Am. Phys. Soc. 13 (68)

564.

83. Daehnick and Fowler, Phys. Rev. Ill (58) 1309.
84. Ref. 43

85. Wilson et al.. Bull. Am. Phys. Soc. 5 (60) 410.
86. Brill et al . , Atomnaya Energiya 16 (64) 141.
87. Bame et al

. , Rev. Sci . Instr. 28 (57) 997.
88. Fowler and Brolley, Rev . Mod. Phys. 28 (56) 103.
89. Ref. 34

90. Defacio, Proc. 3rd Int. Symp. on Polarization
Phenomena in Nuclear Reactions (71) 534 (U. of
Wisconsin Press)

.

91. Stratton et al., Phys. Rev. 88 (52) 257.

92. Brolley et al . , Phys. Rev. 120 (60) 905.
93. Allred et al., Phys. Rev. 88 (52) 425.

94. Conner et al . , Phys. Rev; 88 (52) 468.
95. Ref. 51

96. Davidenks et al . , J. Nucl. Energy 2 (57) 258 .

97 Balabanov et al . , Atomnaya Energiya Suppl. 5 (57)
43.

98. Argo et al., Phys. Rev. 87 (52) 612.
99. Kobzev et al . , Sov. J. Nucl. Phys. 3 (66) 774.

100. Bame and Perry, Phys. Rev. 107 (57) 1616.
101. Allen and Jarmie, Phys. Rev. Ill (58) 1129.

102. Hemmendinger and Argo, Phys. Rev. 98 (55) 70.

103. Galonsky and Johnson, Phys. Rev. 104 (56) 421.
104. Stewart et al., Phys. Rev. 119 (60) 1649.
105. Brill et al . , Atomnaya Energiya 16 (64) 141.

106. Stratton and Freir, Phys. Rev. 88 (52) 261.

107. Goldberg et al . , Phys. Rev. 122 (61) 164.
108. Simmons and Malanify, Bull. Am. Phys. Soc. 13

(68) 564.

109. Bretscher and French, Phys. Rev. 75 (49) 1154.
no. Allan and Poole, Proc. Roy. Soc. (London) A204

(50) 500.

111. Brolley et al . , Phys. Rev. 82 (51 ) 502.

112. Paulsen and Liskien, Nucl. Phys. 56 (64) 394.

113. Brown et al . , Phys. Rev. 96 (54) 80.

114. Tombrello et al . , Phys. Rev. 154 (67) 935.

115. King and Smythe, Nucl. Phys. A183 (72) 657.

116. Baker et al., Nucl. Phys. A184 (72) 97.

117. Jarmie et al . , LA-2014 (57).

118. Carlton, Thesis, U. of Georgia (70) Phys. Abst.
67885 (71).

119. Gruebler et al . , Nucl Phys. A176 (71 ) 631.
120. Stewart et al . , Phys. Rev. 119 (60) 1649.
121. Kunz, Phys. Rev. 97 (55) 456.

122. Bonner et al . , Phys. Rev. 88 (52) 473.
123. Frier and Halmgren, Phys. Rev. 93 (54) 825.

124. Yarnel et al . , Phys. Rev. 90 (53) 292.
125. Jarmie and Jett, Phys. Rev. C10(74) 145.

126. Hutson et al . , Phys. Rev. C4 (71) 17.

127. Vanetsian and Fedchenko, Soviet J. of Atomic
Energy 2 (57) 141.

128. Lovberg, Phys. Rev. 103 (56) 1393.
129. Igo and Leland, Phys. Rev. 154 (67) 950.

130. Brolley and Fowler, Fast Neutron Physics (60).
131. Rosen, Nucl ear Forces and the Few Nuclear Prob-

lem (Pergamon 60) p. 481.
132. Brolley et al . , Phys. Rev. 117 (60) 1307.
133. Sweetman, Phil. Mag. 46 (55) 358.
134. Artemov et al., JETP 10 (60) 474.
135. Clegg et al., Nucl. Phys. 50 (64) 621.

136. McDonald et al., Phys. Rev. 133 (64) B1178.
137. Tombrello et al . , Nucl. Phys. 39 (62) 541.
138. Drigo et al., Nuovo Cim.42B (66) 363.
139. Famularo et al . , Phys. Rev. 93 (54) 928.

140. Kavanagh and Parker, Phys. Rev. 143 (66) 779.

141. Holm and Argo, Phys. Rev. 101 (56) 1772.
142. Frank and Grammel , Phys. Rev. 100 (55) 973A.
143. Agnew et al . , Phys. Rev. 84 (51) 862.

144. Jarmie et al., Los Alamos Report 2014 (57).
145. Jarmie and Allen, Phys. Rev. Ill (58) 1121.
146. Strelenikov et al . , Izv. Akad. Nauk USSR

(Ser. Fiz.) 35 (71) 165.

147. Ivanovich et al . , Nucl. Phys. Alio (68) 441.
148. Bacher et al., Nucl. Phys. A119 (68) 360.

149. Kuhn and Schlenk, Nucl. Phys. 48 (63) 353.

150. Moak, Phys. Rev. 92 (53) 383.

151 . Youn et al . , JETP 12 (61) 163.

152. Smith et al., Phys. Rev. 129 (63) 785.

153. Leland et al . , Bull. Am. Phys. Soc. 10 (65) 51.

154. Kuhn and Schlenk, Joint Inst. Nucl Res. USSR
Report No. Pn97 (63).

155. Ref. 147 & Ref. 148

261



156. Tombrello and Bacher, Phys. Rev. 130 (63) 1108.

157. Jenkin et al., Phys. Rev. CI (70) 1622.

158. Bacher et al . , Bull. Am. Phys. Soc. 13 (68) 1366.

159. Dwarakanath, Phys. Rev. C9 (74) 805.

160. Dwarakanath and Winkler, Phys. Rev. C4 (71)1532.

161. Dwarakanath, Thesis, Caltech (69) Phys. Abstr.
39101 (70).

162. Slobodrian et al . , Nucl . Phys. A194 (72) 577.

163. Good et al . , Phys. Rev. 94 (54) 87.

164. Lauritsen et al . , Phys. Rev. 92 (53) 1501.

165. Guggenheimer et al . , Proc. Roy. Soc. A190 (47)

196.

166. Burge et al . , Proc. Roy Soc. A210 (51) 534.

167. Galonsky et al . , Phys. Rev. 98 (55) 586.

168. Alfred et al., Phys. Rev. 82 (51) 786.

169. Freemantle et al., Phil. Mag. 45 (54) 1090.

170. Artemov and Vlasov, JETP 12 (61) 1124.

171. Stewart et al., Phys. Rev. 128 (62) 707.

172. Rothe et al . , Bull. Am. Phys. Soc. 8 (63) 537.

173. Ohlsen and Young, Nucl. Phys. 52 (64) 134.

174. Senhouse and Tombrello, Nucl. Phys. 57 (64)624.

175. Matons and Browne, Phys. Rev. 136 (64) B399.

176. Fukunaga et al . , J. Phys. Soc. Japan 22 (67) 28.

177. Mani and Tarratts, Nucl. Phys. A107 (68) 624.

178. * Jett et al., Phys. Rev. C3 (71) 1769.

180. Allen and Jarmie, Phys. Rev. Ill (58) 1129.

181. Brolley et al . , Nuclear Forces and the Few
Nuclear Problem Vol. II, p. 455.

182. Tombrello and Phillips, Phys. Rev. 122(61)224.
183. Miller and Phillips, Phys. Rev. 112 (58) 2048.

184. Barnard et al., Nucl. Phys. 50 (64) 629.

185. Tombrello and Parker, Phys. Rev. 130 (63) 1112.

186. Spiger and Tombrello, Bull. Am. Phys. Soc. 9

(64) 703.

187. Chuang, Nucl. Phys. A174 (71) 399.

188. Spiger and Tombrello, Phys. Rev. 163 (67) 964.

189. Dunnil et al., Nucl. Phys. A93 (67) 201.

190. Ivanovich et al., Nucl. Phys. AllO (68) 441.

191. Harrison, Nucl. Phys. A92 (67) 253 and 260.

192. Harrison and Whitehead, Phys. Rev. 132 (63)2607.

193. Fasoli et al . , Nuovo Cim. 34 (64) 1832.

194. Merchez et al., J. Physique 29 (68) 969.

195. Bashkin and Richards, Phys. Rev. 84 (51) 1124.

196. McCray, Phys. Rev. 130 (63) 2034.

197. Elwyn, Holland, Davids et al . , accepted by

Phys. Rev. C, to be published.

198. Gould et al., Nucl. Cross Section and Tech.

NPP 425, 697.

199. Spinka et al . , Nucl. Phys. A164 (71) 1.

200. Bowersox, Phys. Rev. 55 (39) 323.

201. Marion et al . , Phys. Rev. 104 (56) 1402.

202. Field and Kunze, Nucl. Phys. A96(67) 513.

203. Beavmevielle, CEA-R-2624 (64).
204. Hub et al., Z. Phys. 252 (72) 332.

205. Varnagy et al., Nucl. Int. Methods 119 (74)

451.

206. Hooton and Ivanovich, AERE-R-7761 (74).

207. Johnston and Sargood, Nucl. Phys. A224 (74)

349.
208. Jeronymo et al . , Nucl. Phys. 43 (63) 424.
209. Kibler, Phys. Rev. 152 (56) 932.

210. Gemeinhardt et al., Zeit, fur Physik 197 (66)
58.

211. Paul and Lieb, Nucl. Phys. 53 (64) 465.
212. Bruno et al., J. Physique CI (66) 85.

213. Black et al., Phys. Lett. 30B (69) 100.
214. Elwyn et al., Phys. Rev. C16 (77) 1744.

215. Risler et al . , Nucl. Phys. A286 (77) 115.

216. Schier, et al., Nucl. Phys. 88 (66) 373.
217. McClenahan and Segal, Phys. Rev. Cll (75) 370.

218. Ruby et al . , Nucl. Sci. Eng. 71 (79) 280.

219. Baggett et al., Phys. Rev. 85 (52).
220. Slattery et al . , Phys. Rev. 108 (57) 809.
221. Bertrand et al . , Saclay Report CEA-R-3428.
222. Whaling et al., Phys. Rev. 75 (49) 688.

223. Sawyer and Phillips, LA-1578.

224. Hirst et al . , Phil. Mag. 45 (54) 762.

225. Elwyn et al . , Phys. Rev. C19 (79) 592.

226. Pepper et al . , Phys. Rev. 85 (52) 155.

227. Serov, et al., Soviet J. At. En. 12 (62) 1.

228. Valter, et al . , Soviet J. At. En. 10 (61 ) 574.

229. Abramovich et al . . Izv. Akad. Nauk SSSR (Ser. Fiz)

37 (73) 1967.

230. Ciric et al., Fizika (Yugoslavia) 4 (72) 40 and
193.

231. Ludecke et al., Nucl. Phys. A109 (68) 676.

232. Holmgren, Nuclear Research with Low Energy
Accelerators, p. 213.

233. Mazari et al., Proc. 2nd Int. Conf. on Nuclidic
Masses (63).

234. Reimann et al . , Phys. Rev. Lett. 18 (67) 246.

235. Baker et al . , Nucl. Phys. A184 (72) 97.

236. Reinmann et al.. Can. J. Phys. 46 (68) 2241.

237. Treado et al., Bull. Am. Phys. Soc. 16 (71)1186.

238. Gagne et al.. Bull. Am. Phys. Soc. 15 (70) 1695.

239. Vignon et al . , J. Physique 30 (69) 913.

240. Tompson and Tripard, Phys. Rev. C5 (72) 1174.

241. Livesey and Piluso, Can. J. Phys. 52 (74) 1167.

242. Guichard et al., Nature 272, No. 5649 (78) 155.

243. Ref. 231 and Ref. 217

244. McClenahan, Thesis, Northwestern U. (74).

245. Gould and Boyce, Nucl. Sci. and Eng. 60 (76) 477.

246. Dearnaley et al . , Nucl. Phys. 36 (62) 71.

247. Barnes et al . , Bull. Am. Phys. Soc. 7 (62) 111.

248. Singh and Gemmell, Bull. Am. Phys. Soc. 10 (65)

538.

249. Meyer et al . , Nucl. Phys. AlOl (67) 114.

250. Balakrishnan et al., Nuovo Cim lA (71) 205.

251. Warren et al., Phys. Rev. 91 (53) 917.

252. Malmberg, Phys. Rev. 101 (56) 114.

253. Kinsey and Stone, Phys. Rev. 103 (56) 972.

254. Gogny and Jean, Compt. Rend. 260 (65) 510.

255. Heydrenburg et al., Phys. Rev. 74 (48) 405.

256. Conrad et al . , Nature 45 (58) 204.

257. Cavallaro et al . , Nucl. Phys. 36 (62) 597.

258. Maxson, Phys. Rev. 128 (62) 1321.

259. Miller et al . , Nucl. Phys. 54 (64) 155.

260. Madsen and Vedelsby, Nucl. Phys. 55 (64) 477.

261. Johnson et al . , Phys. Rev. 77 (51) 413.

262. Taschek and Hemnendinger , Phys. Rev. 74 (48) 373.

263. Willard and Perston, Phys. Rev. 81 (51) 480.

264. Cranberg, LA-1654 (54).

265. Batchelor, Proc. Phys. Soc. A68(55)452.

266. Batchelor and Morrison, Proc. Phys. Soc. A68

(55) 1081.

267. Marion et al . , Phys. Rev. 100 (55) 91.

268. Macklin and Gibbons, Phys. Rev. 109 (58) 105.

269. Newson et al., Phys. Rev. 108 (57) 1294.

270. Jarmie and Seagrave, LA-2014 (56).

271. Bogdanov et al . , Soviet J- At. En. 3 (59) 907.

272. Gibbons and Macklin, Phys. Rev. 114 (59) 571.

273. Hisatake et al . , J. Phys. Soc. Japan 15 (60)741.

274. Bevington et al . , Phys. Rev. 121 (61) 871.

275. Nilsson, Ark. Fys. 19 (61) 289.

276. Borchers and Poppe, Phys. Rev. 129 (63) 2679.

277. Bair et al . , Nucl. Phys. 53 (64) 209.

278. Buccino et al . , Nucl. Phys. 53 (64) 375.

279. Austin, Bull. Am. Phys. Soc. 7 (62) 269.

280. Bergstroem et al . , Ark. Fys. 34 (67) 153.

281. Lefevre and Din, Austr. J. Phys. 22 (69) 669.

282. Peetermans, Thesis, U. of Liege.

283. Elbakr et al .
, Nucl. Inst. Meth. 105 (72) 519.

284. Meadows and Smith, ANL-7938 (72).

285. Presser and Bass, Nucl. Phys. A182 (72) 321.

286. Ford, Phys. Rev. 136 (64) B953.

287. Sellschop, Phys. Rev. 119 (60) 251.

288. Chase et al . , Phys. Rev. 127 (62) 859;

289. Schilling et al . , Nucl. Phys. A263 (76) 389.

290. Kavanagh, Nucl. Phys. 15 (60) 411.

291. Bagget et al . , Phys. Rev. 85 (52) 434.

292. McClenahan et al . , Phys. Rev. Cll (75) 370.

293. Parker, Phys. Rev. 150 (66) 851.

294. Bashkin, Phys. Rev. 95 (54) 1012.

262



295. Valkovic et al . , Nucl . Phys. A96(67) 241.

296. Garnir et al . , Bull. Soc. R. Sci., Liege (Belgium)

42 (73) 195.

297. Crews, Phys. Rev. 82 (51) 100.

298. Serov et al., Soviet J. At. En. 12 (62) 1.

299. Valter et al . , Soviet J. At. En. 10 (61 ) 574.

300. Arnold, In Proceedings, Cluster, Winnipeg (78)
B8.

301. Valter et al . , Soviet J. At. En. 10 (61 ) 577.

302. Seltz and Magnac-Valette, Compt. Rend. 251 (60)
2006.

303. Serov and Guzhovskii, Atomnaya Energiya 12 (62)
5.

304. Ciric et al . , Fizika (Yugoslavia) 7, Suppl . 1

(77) 39. •

305. Subotic et al
. , Fizika (Yugoslavia) 9, Suppl.

1 (77) 44.

306. Fowler, Caughlan and Zimmerman, Ann. Rev. Astro.

& Astrophys. 13 (75) 69.

307. Iliddlton and Pullen, Nucl. Phys. 51 (64) 50.

308. Hunchen et al., Nucl. Phys. 58 (64) 417.

309. Jelley et al . , Phys. Rev. Cll (75) 2049.

310. Hardekopf, Bull. Am. Phys. Soc. 21 (76) 551.

311. Scheklinski et al . , Nucl. Phys. A153 (70) 97.

312. Paul et al . , Phys. Rev. 137 (65) B493.

313. Ling, et al . , Nucl. Phys. A108 (68) 221.

314. Ling and Blatt, Nucl. Phys. A174 (71) 375.

315. Lin and Chin, J. Phys. (Taiwan) 10 (72) 76.

316. Cocke, Nucl. Phys. AllO (68) 321.

317. Din and Weil, Nucl. Phys. 86 (66) 509.

318. Dixon and Edge, Nucl. Phys. A156 (70) 33.

319. Dixon, Thesis, U. South Carolina (70).

320. Duggan et al . , Nucl. Phys. 46 (63) 336.

321. Serov and Guzhovskii, Atomnaya Energiya 12

(62) 5.

322. Stanojevic et al., Fizika 3 (71) 99.

323. Sanada et al . , J. Phys. Soc. Japan 26 (69) 853.

324. Wolicki and Meyer, Bull. Am. Phys. Soc. 6 (61)

415.

325. Orihara et al . , Nucl. Phys. A139 (69) 226.

326. Cusson, Nucl. Phys. 86 (66) 481.

327. Bingham, Thesis, Florida State U. (70).

328. Bingham et al., Nucl. Phys. A175 (71) 374.

329. Bohler et al., Nucl. Phys. A179 (72) 504.

330. Kelleter et al . , Nucl. Phys. A210 (73) 502.

331. Spear, Australian J. Phys. 12 (59) 99.

332. Kavanagh, Nucl. Phys. 18 (60) 492.

333. Mashkarov et al . , Izv, Akad. Nauk SSSR (Ser.

Fiz.) 37 (73) 1729.

334. Kiss, et al . , Nucl. Phys. A282 (77) 44.

335. Kild and Crinean, Australian J. Phys. 27 (74)663.
336. Yasue et al . , J. Phys. Soc. Japan 36 (74) 1254.

337. Dearnaley, Phil. Mag. 1 (56) 821.

338. Mozer, Phys. Rev. 104 (56) 1386.
339. Mo and Hornyak, Phys. Rev. 187 (69) 1220.

340. Rohrer and Brown, Nucl. Phys. A210 (73) 465.
341. Bertrand et al.. Comm. A L'energie Atomique,

RPT. CEA 3575 (68).
342. Montague et al., Nucl. Phys. A199 (73) 457.

343. Sierk and Tombrello, Nucl. Phys. A210 (73) 341.
344. Tu and Hornyak, Bull. Am. Phys. Soc. 14 (69) 48a
345. Votava, Thesis, U. North Carolina (72).
346. Djaloeis et al., Nucl. Phys. 15 (72) 266.

347. Powell et al . , Nucl. Phys. A147 (70) 65.

348. Lombard and Friedland, Z. Phys. 249 (72) 349.
349. Machali et al., Nucl. Phys. All 2 (68) 654.

350. Renken, Phys. Rev. 132 (63) 2627.
351. Ralph and Dunnam, Phys. Rev. 120 (60) 249A.
352. Bardes and Owen, Phys. Rev. 120 (60) 1369.
353. Evans et al., Phys. Rev. 75 (49) 1161.
354. Kotlay, Acta. Phys. Acad. Sci. Hung. 16 (63)93.
355. Siemssen et al., Nucl. Phys. 69 (65) 209.
356. Canavan, Phys. Rev. 87 (52) 136.
357. Biggerstaff et al . , Nucl. Phys. 36 (62) 631.
358. De Jong et al

. , Physica 18 (52) 676.
359. Dolinov and Melikov, Vest. Mosk. Univ. Fiz.

Astron. , P116 (66).

360. Ambrossino et al., J. Physique CI (66) 62.

361. Farouk et al
.

, Z. F. Phys. 201 (67) 52.

362. Juric, Phys. Rev. 98 (55) 85.

363. McCrary et al . , Phys. Rev. 108 (57) 392.

364. Read and Calvert, Proc. Phys. Soc. 77 (61) 65.

365. Read et al., Nucl. Phys. 23 (61) 386.

366. Bondouk et al., Ann. Der. Phys. 32 (75) 255.

367. Friedland et al., Z. Phys. 267 (74) 97.

368. Sledzinska et al . , Acta. Phys. Polonica 88 (77)

277.

369. Tanaka, J. Phys. Soc. Japan 44 (78) 1405.

370. Zwieglinski et al., Nucl. Phys. A250 (75) 93.

371. Cohen and Herling, Nucl. Phys. A141 (70) 595.

372. Nam and Osetinskii, Soviet J. Nucl. Phys. 9 (69)

279.
373. Earwaker, Nucl. Phys. A90 (67) 56.

374. Bondouk et al.. Rev. Roumaine Phys. 19 (74) 653.

375. McEver et al . , Nucl. Phys. A178 (72) 529.

376. Taylor et al., Nucl. Phys. 15 (72) 31.

377. Artemov et al . , Yadernaya Fiz. 1 (65) 1019.

378. Dorenbusch and Browne, Phys. Rev. 131 ffi3) 1212.

379. Ehlers, Thesis, Washington State U. (70).

380. Moazed and Holmgren, Phys. Rev. 166 (68) 977.

381. Goss, Thesis, Ohio State U. (70).

382. Goss et al . , Phys. Rev. C7 (73) 1837.

383. Taylor et al . , Nucl. Phys. 65 (65) 318.

384. Saleh, et al., Ann. Der Physik 31 (74) 76.

385. Overley, Thesis, Caltech (60).

386. Overley and Wahling, Phys. Rev. 128 (62) 315.

387. Boerli et al . , Fizika (Yugolsavia) 2 (70) 19.

388. Jenkin et al., Nucl. Phys. 50 (64) 516.

389. Segel et al . , Phys. Rev. 145 (66) 736.

390. Szabo et al . , Nucl. Phys. A195 (72) 527.

391. Stocker and Browne, Phys. Rev. C9 (74) 102.

392. Lombaard, et al . , Z. Phys. 219 (69) 124.

393. Busch et al., Nucl. Phys. A223 (74) 183.

394. Comsan et al., Atomkernergie 13 (68) 415.

395. Assimakopoulos and Gangas, Nucl. Phys. A108

(68) 497.

396. Black et al . , Phys. Rev. Lett. 25 (70) 877.

397. Friedland and Verleger, Z. Phys. 211 (68) 373.

398. Rendic et al . , Bull. Am. Phys. Soc. 16 (71)1153.

399. Roy et al . , Nuovo Cim. 6 (73) 374.

400. Becker, Phys. Rev. 119 (60) 1076

401. Breuer, A. Phys. 178 (64) 268.

402. Marion and Weber, Phys. Rev. 103 (56) 1408.

403. Longequeue et al . , Compt. Tend. 264 A/B (67)1032.

404. Legge, Nucl. Phys. 26 (61) 608.

405. Purser and Wildenthal, Nucl. Phys. 44 (63) 22.

406. Paris et al . , Physica 20 (54) 573.

407. Poore et al . , Nucl. Phys. A92 (67) 97.

408. Burke et al . , Phys. Rev. 93 (54) 188.

409. Croissiaux, Ann.der Phys. 5 (60) 409.

410. Endt, et al . , Physica 18 (52) 423.

411. Harrison et al . , Phys. Rev. 117 (60) 532.

412. Lee and Siemssen, Bull. Am. Phys. Soc. 10 (65)

510.

413. Ahmad et al., 4th AINSE Nucl. Phys. Conf . ,

Sydney (72) p. 76.

414. Arena et al., Lett. Nuovo Cim. 5 (72) 879.

415. Black et al., Phys. Rev. Lett. 25 (70) 877.

416. Holmgren et al . , Nucl. Phys. 48 (63) 1.

417. Gerardin et al . , Nucl. Phys. A169 (71) 521.

418. Herling et al., Phys. Rev. 178 (69) 1551.

419. Duggan et al., Nucl. Phys. A151 (70) 107.

420. Buffa and Brussel , Nucl. Phys. A195 (72) 545.

421. Nusslin and Braun-Munzinger, Z. Phys. 240 (70)

217.

422. Patterson et al.,Proc. Phys. Soc. 90 (67) 577.

423. Squier et al . , Nucl. Phys. A119 (68) 369.

424. Bell et al . , Nucl. Phys. A179 (72) 408.

425. Kuan et al . , Nucl. Phys. 60 (64) 509.

426. Bell et al . , Nucl. Phys. A193 (72) 385.

427. Patterson et al., Proc. Phys. Soc. 85 (65) 1085.

428. Schiffer et al . , Phys. Rev. 104 (56) 1064.

263



429. Patterson et a1 . , Proc. Phys. Soc. 88 (66) 641.
430. Singh, Nucl . Phys. A155 (70) 453.

431. Gallmann et al . , Nucl. Phys. A123 (69) 27.

432. David et al., Nucl. Phys. A182 (72) 234.

433. Mo and Weller, Phys. Rev. C8 (73) 972.

434. Davidson et al . , Caltech Report LAP-165 (78).
435. Weaver et al., UCRL-74938 (73).
436. Anderson et al., Nucl. Phys. A223 (74) 286.
437. Fowler et al . , Ann. Rev. Astron. Astrophys. 5

(67) 525.

438. Segel et al., Phys. Rev. B139 (65) 818.
439. Symons et al., Nucl. Phys. 46 (63) 93.

440. Dehnhard, Rev . Mod. Phys. 37 (65) 450.

441. Chase et al . , Phys. Rev. 166 (68) 997.

442. Williams et al., Phys. Rev. 144 (66) 801.
443. Olness and Warburton, Phys. Rev. 166 (68) 1004.

444. Buechner et al . , Phys. Rev. 79 (50) 262.

445. Elkin, Phys. Rev. 92 (53) 127.

446. Fortune and Vincent, Phys. Rev. 185 (69) 1401.

447. Friedland and Verleger, Z. Phys. 222 (69) 138.

448. Breuer, Z. Phys. 178 (64) 268.

449. Kavanagh and Barnes, Phys. Rev. 112 (58) 503.

450. Weller and Blue, Nucl. Phys. A211 (73) 221.

451. Din et al . , Nucl. Phys. A93 (67) 190.
452. Almond and Risser, Nucl. Phys. 72 (65) 436.

453. Thornton et al., Nucl. Phys. A198 (72) 397.

454. Silverstein and Herling, Phys. Rev. 181 (69) 1512.

455. Ciric et al . , Fizika (Yugoslavia) 9, Suppl. 1

(77) 39.

456. Black et al., Nucl. Phys. A153 (70) 233.

457. Holmgren et al., Phys. Rev. 114 (59) 1281.

458. Hahn and Ricci, Nucl. Phys. AlOl (67) 353.

459. Mante et al.. Paper 8B6, Asilomar (73).

460. Brill, Soviet J. Nucl. Phys. 1 (65) 37.

461. Liskien and Paulsen, Report EANDC (E) - 143

"L" (72).

462. Liskien and Paulsen, Report EANDC (E) - 152

"L" (72).

463. Liskien and Paulsen, Report EANDC (E) - 144

"L" (72).
464. G. M. Hale and D. C. Dodder, "R-Matrix Analysis

of Light-Element Reactions for Fusion
Applications", Presented at the International
Conference on Nuclear Cross Sections for
Technology, Knoxville, TN, Oct. 79.

465. A. Elwyn et al., private communication.

*179. Hemmendinger, Bull. Am. Phys. Soc. 1 (56) 96.

264



MEASUREMENT AND ANALYSIS OF NEUTRON SPECTRA IN SOME ASSEMBLIES OF REACTOR MATERIALS

Itsuro Kimura

Research Reactor Institute, Kyoto University
Kumatori -cho , Sennan-gun, Osaka-fu

590-04, Japan

In order to assess group constants for reactor materials, energy spectra of

neutrons from about 1 keV to a few MeV in some sample assemblies have been meas-
ured by the 1 i nac - t ime-of -f 1 i g h t method and the results are compared with those
theoretically predicted by one-dimensional transport calculation. In addition
to the ordinary large bulk pile system, a smaller pile surrounded by a reflector
and a slab scattering method have been investigated by introducing the sensitivity
coefficients of group constants to neutron spectrum. Typical results for some
reactor materials taken at the Research Reactor Institute, Kyoto University are
s hown

.

(Neutron spectrum, t i me-of -f 1 i gh t , aroup constants, sensitivity coefficient,
transport calculation)

I ntroducti on

Since an electron linear accelerator
became a powerful tool of an intense pulsed
neutron source for the neutron time-of-
flight spectroscopy, a large number of
groups have carried out the assessment of
neutron cross sections or group constants
of reactor materials through measurement
and analysis of neutron spectra in sample
piles of them. At first, this method
started in the thermal neutron region, by
which various models of thermal neutron
scattering were investigated. Thermal neu-
tron spectra in multiplying media were also
measured and the results were compared with
those theoretically predicted. On the
other hand the spectra of fast neutrons
penetrating reactor materials were studied
by several workers. Recently similar works
have been achieved for the 14 MeV neutrons
from the standpoint of the neutronics of a

fusion reactor blanket. A little more
than ten years ago the measurement of fast
and intermediate neutrons in materials for
fast breeder reactors was begun and since
then many works have been performed 1-10.

Beyond other integral methods, such
as critical experiments, for the assessment
of group constants of reactor materials,
this method has less ambiguity, because a

sample has simpler geometry and has homo-
geneous pure constituent. Moreover, among
various methods of fast and intermediate
neutron spectroscopy, the time-of -f 1 i ght
method with an electron linear accelerator
covers wider range of energy without any
big technical problem.

In this paper, the experimental and
theoretical works of neut^on spectra in
some reactor materials, which have been
carried out by the author and his collab-
orators at the Research Reactor Institute
(KURRI) and the Department of Nuclear Engi-
neering of Kyoto University and Japan
Atomic Energy Research Institute, are re-

viewed. In addition to the common method
of a large bulk sample pile or assembly, a

method using a small sample pile surrounded
by a reflector and a slab scattering method
are introduced. Both methods are aimed to
save the quantity of sample material. The
latter can be regarded as a method between
a large bulk pile experiment and a smaller
scatterer experiment which was performed
by Verbinski et al.ll before.

In order to compare these methods with
each other, we have studied the sensitivity
coefficients of group constants to neutron
spectrum.

Experimental Arrangement and Procedure

Sample Piles and Slabs

The sample piles and slabs, which we
have experimentally and theoretically
studied, are listed in Table I.

As the sample, we have mainly chosen
structural materials of fission reactors,
but some other materials such as thorium
and those for a fusion reactor have been
also selected

.

The shapes of sample piles can be clas
sified to three types: (1) a cube or a rec-
tangular parallelepiped, (2) a sphere, and
(3) a polyhedron (14-hedron). For the case
of an iron pile surrounded by a lead reflec
tor, the pile was composed of 2.5cm cubes of
iron to simulate a sphere 35cm in diameter.

Each pile has a cylindrical or cubic
lead photoneutron target at the center and
a reentrant hole from which we can take
position and angular dependent neutron flux
beam to the flight tube. When we measure
background counts, a plug in the bottom of
the reentrant hole is removed. In order
to measure angular distribution of neutrons
around the target, we can set activation
wires or foils, such as Ni and Au radially
in the pile.
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Table I Sample piles and slabs at KURRI

Name Purity of sample Shape and size Position and direction
mainly measured

Borated graphite
(Standard)

2.6 7c boron in

graphite
Rectangular parallelepiped
70 cm X 70 cm X 80 cm

r=22.

r=30

5 cm,

cm.

}j=0.0

^=+0 . 66

Iron pile* Soft steel , SS-41 Rectangular parallelepiped r=22
r=29.

5 cm,
5 cm.

pO.O
p+0 . 68

•

Iron slab Soft steel, SS-41 Plate, 14 cm thick r=74 cm. ii=+0.86
r —

Iron sphere
surrounded by lead

Soft
Lead,

steel, SS-41

99.9 %

Iron : simulated sphere 35 cm
in diameter

Lead : cube, 70 cm x 70 cm x

70 cm

r=12.

r=22

5 cm,

5 cm.

ji=0.0

pO.O

Stainless steel* SUS-304 Cube
76 cm x 76 cm X 76 cm

r=25
r=34

5 cm,

5 cm.

11=0.0

P+0.68

Iron oxide 99.2 % Fe^O^ Powder packed into a spherical
vessel of 60 cm in diameter

r=15 cm.
fj=0.0

Aluminum* 99.5 % Al

(A 1050P)
Cube
70 cm X 70 cm X 70 cm

r=15
r=21

cm; 30 cm, y=0
2 cm, p+0.7

0

Al umina 99.

5

% AI2O2 Same as iron oxide r=15 cm. pO.O

Lead* 99.9 % Pb Cube
70 cm x 70 cm X 70 cm

r=20
r=2;

cm, y=0.0
10; 20; 30 cm. pl.O

Zi rconi um 99.6 % Ir Same as iron oxide r=15 cm, |i=0.0

Thorium slab 99.5 % Th Plate, 5 cm thick r=76 cm. |j=0.86

Thoria 99.9 % IhO^ Same as iron oxide r=15
r=20

cm,

cm.

11=0.0

p-0.64

Lithium pile 99.8 % Li Rectangular parallelepiped
60 cm x 50 cm x 40 cm

r=15 cm. )j=0.0

Lithium slab Same above Plate, 10; 20 cm thick r=81 cm

,

jj=+0 . 83

Lithium fluoride 98.1 % LiF Same as iron oxide r=15 cm. y=0.0

Titanium 99.4 % Ti 14-hedron, in which a sphere
104 cm in diameter inscribes

r=25
r=35

cm,

cm.

u=0.0
p+0.7

Polytetrafluoro-
ethylene pile

99.9 14-hedron, in which a sphere
90 cm in diameter inscribes

r--19

r=30
cm,

cm.

jj=0.0

|j=+0.79

Polytetrafluoro-
ethylene slab

Same above Plate, 14 cm thick r=65 cm. pO.75

Barytes concrete Cube
50 cm x 50 cm X 50 cm

r=18 2 cm, pO.27
•i <-

Pulsed Neutron Source

Fast neutron pulses are generated with
the electron linear accelerator of KURRI.
The typical operating conditions of the
accelerator are as follows: electron
energy; about 30 MeV , repeti ti on rate; 166
pps , pulse width; 30 or 100 ns, target cur-
rent; about 300 mA

.

The cylindrical lead photoneutron tar-
get 5cm in diameter and 5cm long is cooled
by air. The spectrum of the neutrons
emitted from the target was measured by the
time-of-f 1 ight method. Figure 1 shows the
neutron spectra from the lead target and

the tantalum target that is cooled by water.
The shape of the photoneutron spectrum above
1.5 MeV for the lead target was measured
previously and it was shown to be a compo-
site of two Maxwellians 8. The angular
distibution of the neutrons from the lead
'target shows isotropic as seen in Fig. 2,

which was measured by making use of the

27ai (n ,a)24Na reaction. For the piles shown
as * in Table I, we used a cubic lead photo-
neutron target, 5cm x 5cm x 5cm.

For the slab scattering experiment,
we have used a water cooled tantalum tar-
get.
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Fig. 1 Spectra of neutrons emitted from lead and

tantalum targets.
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Fig. 2 Angular distribution of photoneutrons

from the lead target measured by

27
Al

^ 24,,
n , a ) Na

Collimators and Flight Tube

The general configuration of collima-
tors and an evacuated neutron flight tube
is depicted in Fig 3. The total distance
between the electron beam center and the
front surface of a neutron detector is
about 22m. For the photoneutron spectrum
measurement a 45m flight path was used.
The geometry for the slab scattering exper-
iment is shown in Fig. 4, where we use the
same collimators and the flight tube as the
case of a sampl e pile.

In order to eliminate gamma flash in
the early part of time analysis, a natural
uranium plate of 1cm or 2cm thick is used
as a X-ray filter.

|U^ ^ i

Fig. 3 Experimental arrangement for the case of the

measurement of thoria (Numbers which show distance
in the figure are in mm)

(1) Hood, (2) Blower and filter, (3) Thoria pile,

(4) Aluminum electron collimator, (5) Lead pre-

collimator (250 mm thick, 22 nin ^), (6) Heavy con-

crete, 400 mm t, (7) Lead shield, 300 mm t, (8)

Uranium filter, (9) Concrete wall, (10) Lead and

B4C collimator (lead 47 mm t and B4C 47 mm t) x 4,

50 mm 0, (11) Lead collimator, 200 mm t, (12) B4C

collimator, 80 mm t, 160 mm 0, (13) Lead collima-

tor, 60 mm t, 160 rrni 0, (14) Concrete wall, (15)

Wall of hut, (16) Lead shield for detector, (17)

^Li glass scintillation counter bank (This is re-

moved when the lOB-vasel ine-pl ug-Nal (Tl ) detector
is used), (18) Lead shield, 150 mm thick, (19)

10B-vaseline-plug-NaI(Tl ) detector, (20) Rotary
vacuum pump.

Transmission

Fig. 4 Configurations of slab scattering experiment

Neutron Detectors and Electronics

As the neutron detector, we use a bank
of three 6Li glass scintillation counters
of type NE 912, 12.7cm in diameter and
1.27cm thick and a 1 Oe-vasel i ne-Na I (Tl )

counter. The structure and the electronic
circuit of these detectors are given else-

where . The detection efficiencies of
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them were experimentally determined by
making use of a standard neutron spectrum
field with a borated graphite pilel3. A

235LI fission chamber and a BF3 counter are
used for neutron monitor.

The electronic circuit for the neutron
time-of-f 1 ight analysis is described else-
where 8.

Measurements of Spatial Distributions of
Neutrons

Nickel wire of 1mm in diameter and
gold foils of 3mm in diameter and 0.05mm
thick are used for the measurement of spa-
tial distribution of neutrons around the
photoneutron target by the 58^ i ( p , p ) 58Co
and 1 97Au ( n ,Y ) 1 98Au reactions. The induced
activities of both 58Co and 198au are
measured with a Ge(li) detector.

Sensitivity of Group Constants
to Neutron Spectrum

For the purpose of the assessment of
the group constants by neutron spectrum, it
is desirable that the neutron flux spectrum
is as sensitive to group constants as
possible. In order to deal with the problem
quantitatively, we define the sensitivity
coefficient of group constants to angular
neutron flux S^ as

X

g X

In stationary state, the neutron transport
equation is given by

A[Z(p)]0(p) = S(p) ,

whe re
A : operator of neutron transport,
S : external neutron source,
0 : angular neutron flux,
p : variables in phase space.

As Oblow et al.l4 show, the sensitivity
coefficient can be given by

S 9

x(p)

^x(p) dA[Z(d]

whe re

A*[E(p)]$*(p) = 6(p-po) .

We made a computer code DTF-IV-KANDO
for the calculation of the sensitivity
coefficient from DTF-Ivl^ and have performed
numerical calculation. We also made a
similar code from ANISN15. Some results for
iron are shown below. In these cases, we
have chosen:

(1) 26 group constants by Abagyan et
al . 1 7

(2) Observed groups, g's
fifth group 0.8 MeV % 1.4 MeV
tenth group 21.5 keV ^ 46.5 keV

At first, the sensitivity coefficients
to the angular neutron flux at the position

r=12.5cm and the direction p=0 in spherical
piles of iron, have been investigated.
Figure 5 shows the variation of the sen-
sitivity coefficients and the neutron fluxes
when the radius of the spherical pile is
changed. The sensitivity coefficients to the
fifth group are generally almost constant
for R>42cm, however those to the tenth vary
apparently even at R=100cm.

For the iron sphere with the radius of
54cm, the sensitivity coefficients for dif-

10^

+->

10*^

10
,-1

10
,-2

10th group

{21.5-46.5 keV)

5th group
(0.8~1.4 MeV)

,^is(5-5)

20 50 100

Radius, R (cm)

20 50 100

Radius, R (cm)

Fig. 5 Sensitivity coefficient and neutron flux
at r=12.5cm, ij=0 versus radius of iron sphere

10'

10°

.2 10"

10''

- ^es(l(H10)

es(5*5)

5th group
(0.8-1.4 MeV)

.-2L_L
12.5 22.5 32.5 42.5

r (cm)

^es(5-5)

^T3

^isdCKlO)
''0

10th group
(21.5-46.5 keV)

_^is(5-5)

^is(lO-lO)
-<? a

12.5 22.5 32.5 42.5

r (cm')

Fig. 6 Sensitivity coefficient and neutron flux
versus position r in spherical iron pile, R=54cm.

(y=0)
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I I I I I L U I I I L
-0.95 -0.55 0.0 0.65 0.95 -0.65 0.0 0.65 ^.95

-0-95
11 = cos e M = cos 9

Fig. 7 Sensitivity coefficient and neutron flux
versus direction cosine y in spherical iron pile,
R=54cni. (r=12.5cm)

ferent positions and for different direc-
tions are shown in Fig. 6 and Fig. 7, respec-
tively. For both cases, the sensitivity
coefficients to the fifth group depend on
position and direction much more than those
to the tenth.

The effect of the spectrum of the neu-
tron source can be seen in Table II, where
the sensitivity coefficients for the photo-
neutrons and the MeV neutrons are
compared. Remarkable difference can be

found only for the first group, where neu-
tron spectra entirely differ from each other.

The sensitivity coefficients for the
slab scattering method have been calculated

Table II Sensitivity coefficients for different

source spectra. Iron sphere (R=54cm) for

r=22.5cm y=0.

Energy Z being Sensitivity coefficient

group, g varied Photoneutrons 14MeV neutrons

^T-l
-0.143 -2.64

5 =^1-5

^es(5-5)

^is(5-»5)

-0.839

-6.84

5.74

-0.002

-0.649

-5.96

5.08

-0.0253

^T-l
-0.082 -1 .00

^1-5

-0.425 -0.390

-2.31 -2.25

10
^T-10

^es(5^-5)

^es(lO-lO)

^is(5-5)

L ^is(10->10)

-7.45

1.95

7.98

-0.018

-0.011

-7.45

1.89

5.57

-0.0176

-0.0108

Ij. : Total cross section of i-th group,

^es ''o
•^o'lipofient of slowing-down cross section,

J:^j : Pi component of in-scattering cross section.

and the result is compared for the cases of
transmission and reflection in Table III.
The dependences of the coefficients on
thickness of a slab and direction are de-
picted in Fig. 8 and Fig. 9, respectively.
For the direction of ij

= 0.65, most of the
coefficients increase with thickness, how-
ever they are generally almost constant for
different angles.

Thickness, t (cm) Thickness, t (cm)

Fig. 8 Sensitivity coefficient and neutron flux
versus thickness of iron slab. Angular cosine
is 0.65.

-0.98 -0.65 0.65 0.98 -0.98 -0.65 0.65 0.98

u = cos 9 u = cos 9

Fig. 9 Sensitivity coefficient and neutron flux

versus angular cosine p for slab scattering
experiment of iron plate 14 cm thick.
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Table III Sensitivity coefficients for slab scat-

tering experiment of iron plate 14 cm thick.

Angular cosines m for transmission and re-

flection are 0.65 and -0.65 respectively.

Ens rgy I being Sensitivity coefficient

group, g varied Transmission Reflection

-0.113 -0.073

C
3 T.-r -

T'3

^es(5-5)

^is(5-5)

-0.426

-3.854

2.695

0.166

-0.305

-2.495

2.398

-0.111

-0.0883 -0.0822

1 • J
-0.264 -0.247

-1.151 -1.078

10 -2.417 -2.242

^es(5-5)

^es(IOlO)

^is(5-5)

^is{10-10)

0.955

2.327

0.00160

0.00140

0.900

2.232

0.000133

-0.00163

ij.. . Total cross section of i-th group,

Pg component of slowing-down cross section,

P-] component of in-scattering cross section.

Theoretical Calculation of Neutron Spectrum

Configuration and Assumption

In the theoretical calculation each
pile is assumed to be a sphere. We assume
uniform and isotropic photoneutron source
in the part of spherical lead target.

In typical calculation, space mesh and
number of angular quadrature points are
taken to be 1cm and 8/16 respectively. For
the case of slab scattering experiment, we
assume parallel beam source and slab geom-
etry.

Computer Codes and Group Constants

Canculations have been performed by
both DTF-IVIS and ANISN^^ for both pile
and slab geometries.

As the neutron group constants to be
assessed, we have selected the 70 group
JAERI-FAST constants (J-F)18, the 26 group
constants compiled by Abagyan et al. (ABBN)''
and the 100 group constants compiled from
ENDF/B libraryl9.

Neutron Spectra of Some Reactor Materials

Borated Graphite

The borated graphite pile has been
utilized as the standard neutron spectrum
field for the calibration of neutron de-
tectors^3. Whenever we change the config-
uration and the alignment of the neutron
collimator system and the detector arrange-
ment, we make it a rule to calibrate the
detection efficiency.

Iron

The neutron spectra in the iron pile
were investigated before and the result was
given in the previous paperS. Recently the

data measured by the authors were used to
evaluate the JENDL-1 library by Otake et al
20.

The significance to study the neutron
spectrum in the small iron pile surrounded
by the lead reflector was described else-

10' 10^ 10^ 10-

Neutron energy ( keV )

Fig. 10 Neutron spectra for iron sphere with lead

reflector. Top : in iron sphere, r = 12.5cm,

y = 0, bottom : in lead reflector, r = 22.5cm,

y = 0. ^ measured, ~1_ calculated by ANISN

/DLC-2D,~1_. DTF-IV/ABBN, DTF-I V/JAERI-FAST

10 10^ 10^ 10-

Neutron energy ( keV

10

Fig. 11 Spectra of neutrons scattered by iron slab

14cm thick.

, -, calculated by ANISN(P8S16)/
f measured, \_ dlc-2D
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wherelO. As seen in Fig. 10, the measured
spectra in the iron pile and in the lead
reflector agree with those predicted by
ANISN/DLC-2D satisfactorily.

The spectra of the neutrons scattered
by an iron slab 14cm thick have been meas-
ured and the results are compared with
those analyzed, as shown in Fig. 11. A

spherical shell geometry has been assumed
in this calculation.

Stainless Steel

As seen 'in the previous paper^, the
measured spectra agree with the predicted

Al umi num

The spectra of neutrons in the alu-
minum cube were measured and calculated.
The result for r = 15cm and |j

= 0 is shown in
Fig. 12. General agreement can be seen
between the measured and the predicted by
ANISN/DLC-2D . The calculated spectra by
DTF-IV/ABBN and by DTF- IV/JAER I -FAST show
higher and lower values below several ten
keV respectively. At the two peaks between
10 keV and 100 keV , the experimental points
are considerably smaller than the predicted
by ANISN/DLC-2D . Similar tendency was
shown by Golay et al. before21 .

10 10' lO" 10'

Neutron energy ( keV )

10

Fig. 12 Neutron spectrum in aluminum pile,

r = 15cm, y = 0 .

% measured with 1 OB-V-Na(Tl ) , 4 measured
with °Li glass, ~"~L.-calculated by DTF-IV/J-F,

ANISN/DLC-2D, —l... DTF-IV/ABBN.

Zirconium

The neutron spectrum in the spherical
pile of zirconium was investigated and the
result is depicted in Fig. 13. In the
calculation we used the group constants
for zircalloy instead of pure zirconium.
Between 20 keV and 200 keV the measured
values are larger than that theoretically
predicted by DTF - I V/ENDF/B- I V almost by

twice. The reason of this disagreement
should be investigated in future.

10
-3

•>- -»->

i!io-4
Q. J3

10
-5-

1 1 I
— —

1 1 1

10^ 10^ 10-^

Neutron energy ( keV )

10

Fig. 13 Spectrum of neutrons in spherical pile of

zirconium, r = 15cm, y = 0.

calculated by DTF-IV(P8S8)/
- ENDF/B-IVt measured.

Thorium Slab

Figure 14 shows the spectrum of the
neutrons scattered by a thorium slab 5cm
thick. Good agreement can be seen between
the measured and the predicted by ANISN/DL-
C-2D. The calculated spectrum by DTF-IV/
JAERI-FAST also agrees with the measured
below about 2 MeV , however above this ener-

gy the former becomes larger than the lat-
ter. This disagreement is thought to be
mainly due to the former was calculated
with the assumption of the spherical sym-
metry system. The experimental error in-
creases rapidly with decreasing energy be-
low 100 keV .

10" 10^ 10^ 10~

Neutron energy ( keV

10'

Fig. 14 Spectrum of neutrons scattered by thorium
slab 5cm thick.

<J measured, ~L ANISN(P8S16)sl ab/ENDF/B-I

V

"""1... DTF-IV(P1S8) spherical shell/JAERI-FAST.
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Thoria Pile

The experimental and theoretical
study of the neutron spectrum in a spheri-
cal thoria pile was carried out and the
result was published before^. Recently
Kobayashi recalculated the spectrum by mak-
ing use of his revised const an ts22,jF-li-K,
which is given in Fig. 15. This result as
shown in Fig. 16. becomes closer to the
measured than the original, however the
measured value still exceeds the predicted
by about 20% around lOkeV.

Most recently this thoria pile was
sent to the Gaerttner Linac Laboratory,
Rensselaer Polytechnic Institute (RPI) and
the neutron spectrum in it has been cooper-
atively investigated by RPI and KURRI.

T 1 1 1 1
1 1

g I I I I I
I I I 1 1 i 1 1

10° 10^ 102 103 10'^

Neutron energy (keV)

Fig. 15 Total cross section of original JAERI-FAST II

and revised constants JF-II-K for thorium22.

-L JF-II-K, "L- JAERI-FAST II

10''^|

—

'

—
'—^

—

'

—
'

—
]

—
'
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Fig. 16 Spectrum of neutrons in spherical pile of

thoria22.

* glass, <;>
lOB-V-Nal(Tl), V NE-213

"1_ DTF-IV(P1S8)/JF-II-K, DTF-IV(P1S8)/
JF-II, ANISN(P8S8)/DLC-2D.

Lithium

The neutron spectrum in a metallic
lithium pile was measured and calculated,
and the results are shown in Fig. 17. Gen-
eral agreement can be seen between them, but
since the leakage of neutrons is considera-
bly large for this lithium pile because of

its longer shape and the angular distribu-
tion of fast neutrons around the photo-
neutron target shows forward peaking in this
case, improvement of the cal cul ati onal model
should be performed in future.

lO'^l '

' '

1

Neutron energy ( keV )

Fig. 17 Spectrum of neutrons in lithium pile,
r = 15cm, y = 0 .

:^ measured with lOB-V-Nal (Tl ) , ^^ measured
with ^Li glass, l_ and ""'l... calculated by

DTF-IV(P8S8)/ENDF/B-IV for R = 30cm and 35cm,
respectively.

Lithium fluoride

Powder of lithium fluoride, LiF was
packed into a spherical vessel of 60cm in
diameter, and the angular flux soectrum of
the neutrons of r=15cm and y =0 was measured.
The result is compared with the predicted in
Fig. 18. Discrepancy is remarkable at three
places: (1) higher energy half of the 250
keV dip, (2) dip about 100 keV and (3) dip
about 50 keV.

10

,4

Neutron energy ( keV )

Fig. 18 Spectrum of neutrons in spherical pile of

lithium fluoride, LiF, for r = 15cm, y = 0 .

measured, ~1_ and "'\... calculated by

ANISN(P8S8)/ENDF/B-IV without and with correction

of sel f-shiel ding, respectively.
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Polytetrafluoroethylene

The spectrum of the neutrons in the
polytetrafluoroethylene, (CF2)n» pile was
measured and theoretically calculated, and
the results are depicted in Fig. 19. The
experimental values are higher than the pre-
dicted by almost 50% from 250keV to 700keV.
At the three dips, the predicted values show
much shallower than the measured. Since
both tendencies can be also seen in the neu-
tron spectrum in the lithium fluoride pile,
we may suspect the nuclear data for fluorine.
A trial to revise the group constants for
fluorine with respect to the Sugi and
Nishimura's report23 has slightly improved
the disagreement in several hundred keV, but
we cannot get good agreement there yet. For
the polytetrafluoroethylene pile, the for-
ward peaking of angular distribution of pho-
toneutrons has been also recognized, there-
fore more sophisticated calculation should
be done in future.

10 10' 10^ 10^

Neutron energy ( keV )

10

eneFig. 19 Neutron spectrum in polytetrafluoroethyUn.
pile, r = 19cm, u = 0 .

« measured ^ calculated by ANISN(P8S8)/
• measurea, l_ eNDF/B-IV

Titanium

Metallic powder of titanium was packed
into a 14-hedron vessel and the angular neu-
tron flux spectra for three cases were meas-
ured and analyzed. As seen in Fig. 20, the
measured values are remarkably higher than
the calculated by DTF- IV/ENDF/B- IV between
20 keV and 150 keV. The reason of this
disagreement should be investigated.

Conclusion

1. At KURRI, spectra of fast and interme-
diate neutrons in more than ten piles of
reactor materials have been investigated
to assess group constants. The borated
graphite pile was utilized as the stand-
ard neutron field for detector calibra-
tion.

2. Possibility to use a small sample pile
surrounded by a reflector and a slab

!io-^

10'
1 ?

1

0
'

10^ 10-

Neutron energy ( keV )

10"

Fig. 20 Neutron spectrum in titanium pile.

Top : r = 35cm, y = +0.7, middle : r = 25cm,

y = 0, bottom : r = 35cm, p = -0.7 .

calculated by DTF-IV(P8S8)/
^ measured.

ENDF/B-IV.

scattering method was shown by making use
of the sensitivity coefficients of group
constants to neutron spectrum.

3. The measured neutron spectra in the
small iron oile surrounded by the lead
reflector and scattered by the iron slab
agree those predicted by ANISN/DLC-2D

,

as well as the case of the large iron
pile.

4. The measured neutron spectrum in the
aluminum pile also agrees that calcu-
lated by ANISN/DLC-2D except at two
peaks.

5. However, agreement is rather poor be-
tween the measured and the calculated
neutron spectra in th^ zirconium pile.
In this calculation the group constants
for zircalloy were used.

6. The observed spectrum of the neutrons
scattered by the thorium slab agrees
with the predicted, but the error in-
creases rapidly below 100 keV .

7. The experimental value of neutron spec-
trum in the thoria pile exceeds the cal-
culated by 20%, even we use the new con-
stants revised by Kobayashi

.
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8. Agreement is rather poorer for the
measured and the predicted neutron spec-
tra in the lithium pile. On the con-
trary, the measured neutron spectrum in
the lithium fluoride pile generally
agrees that calculated except in three
reg i ons

.

9. From the fact that the observed neu-
tron spectrum in the polytetraf 1 uoroeth-
ylene pile disagrees the calculated at
three resonant dips and between 250 keV
and 700 keV, we may suspect the group
constants for fluorine.

10. The group constants for titanium also
may have problem, because the measured
neutron spectrum in the titanium pile
is considarably higher than the pre-
dicted between 20 keV and 150 keV

.

11. The following improvements should be
carried out in future:

(1) Modification of calculational model
for the case of forward neutron peak
such as lithium and polytetraf 1 uoro-
ethyl ene

.

(2) Comparison of the measured and the
predicted neutron spectra by absolute
values.

(3) Revision of group constants by mak-
ing use of the sensitivity coeffi-
cients.
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NEUTRON TRANSPORT IN STRUCTURAL MATERIALS AND SHIELDING DESIGN

M. Salvatores
DRNR/SEDC/SPNR/LPR

C.E.N. Cadarache - B.P. N°l
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In this paper the recent development in integral Benchmark experiments and
their analysis is reviewed. The main problems related to data and method asses-
ment are also briefly reviewed. In particul ar, the basic data processing and mul-
tigroup structure optimization and the effects of the basic data uncertainty
evaluation are stressed.

The representati vi ty of an integral experiment from the designer point of

view is indicated. Moreover a procedure to deduce design oriented bias factors
is outlined. Cross section adjustments are indicated as a useful tool to reduce
these bias factors and their uncertainties.

[Neutron transport, shielding, bias factors]

Introduction

The neutron transport calculation in
structural materials and sodium plays an impor-
tant role in the shielding design of a fast neu-
tron power plant.

In particular, the neutron transport is

directly connected to the damage in steel, se-
condary heat exchanger activation, external
biological dose-rates, demountable structure
activation, corrosion product f ormati on, out of
core neutron monitoring devices, gas (

He, 3H)
production etc. Some of these parameters are
of high relevance in the plant design, in par-
ticular the damage in steel and the secondary
sodium activation.

The cal cul ational methods used and the
system geometric modeling, are relevant sour-
ces of errors, together with the basic data
and the processing procedures used to reduce
the basic nuclear data file data to a

multigroup form suitable for calculation.

The resulting uncertainties, associated to
the shielding cal cul ati ons, can be fairly lar-
ge. A cooperative effort of the NEA agency in
cooperation with IAEA has resulted in a number
of specialist meetingsl»2 aimed to the quanti-
tative assessement of these uncertainties on
a common basis, their impact on shielding de-
sign and to the definition of Benchmark expe-
rimental programs to reduce these uncertain-
ties.

Since the cost of reducing uncertainties
by improving methods and/or data is balanced
by the benefits obtained from a reduction in
the cost of the plant, we shall try in this
paper to relate sensitivity and experiment
analysis to actual shield design and optimi-
zation.

We will use the concept of "bias factors"
or "safety factors" with their associated un-
cer taint ies3.

In fact, in this way, we will try to fol-
low the practical approach of a designer both
for the actual design or for optimization stu-
dies, when he tries to assess quantitatively
the data and methods uncertainty consequences.
In other words, the integral experiment analy-
sis of neutron propagation in structural ma-
terial, should be seen in the context of the

assessement of data, methods and procedures to
be used together with appropriate bias factors
for the calculation of the various parameters
of interest in the shielding of a power plant.

In this paper, we will briefly review
a number of significant integral experiments
of neutron propagation in different media.

The present state of basic data will
be outlined together with an analysis of some
of the methods used to reduce these basic da-
ta to multigroup libraries.

This analysis, related to the data, will
be compared to a similar short analysis of the
problems related to the ca 1 cu 1 ati ona 1 proce-
dures, in particular for integral experiment
analysis. Sentivity methods will provide a

further tool to assess the feasibility of ba-
sic data and methods improvement, using the
experimental results.

As a result, a number of tentative bias factors

will be indicated for some quantities of major
interest in fast reactor shielding design. This

study will be centered on the integrated
stainless steel shield configurations, represented
by a well known Benchmark geometry^, repre-
sented in Appendix, and the conclusions of
this report are applicable mainly to this typ
of shield design. New and optimized shield de-
sign and the use of less conventional mate-
rials, would impose the planning of a consis-
tent set of new "ad hoc" integral experiments.

Integral experiments

In the last few years a number of signi-
ficant integral experiments have been perfor-
med in many leading laboratories for shielding
data and methods assessment. Apart from a

number of special purpose mock-up experiments
to experimentally verify the calculation of
specific configurations, there has been a fair
ly widespread tendency to perform simplified,
"Benchmark" type experiments, often related
to the' neutron propagation in single material
med i a

.

We will consider only the most recent
experiments. Among them we will quote the ex-
periments indicated in the table on the follo-
wing page :
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Experiment Propagati on i n : Source type Dimensions (cm) Type of measurements

TSF5
Pure Na (with
thick steel
plates at both
ends

)

TSR-II reactor with
"large" collimator

Several configura-
tion up to 450 cm
propagation in Na

Integral flux with
Bonner Ball

YAYOI6

Pure Na (with
iron layers)

YAYOI source reactor ^ 100 X 100 X 180
(including iron pla-
te at different po-
s i ti ons

)

I n ( n , n '

)

Au(n ,y) , LiFs TLD

HARM0NIE7

Pure Na HARMONIE source reac-
tor with and without
blanket type buffer

300 X 300 X 300
block

Au(n,Y) , Mn(n,Y)

,

Na(n,Y) , Rh(n,n'
) ,

S(n,p) and proton
recoil at selected
pos i ti ons

TAPIR07
Pure Na TAPIRO source reac-

tor with and without
blanket type buffer

100 X 100 X 150
block

see HARMONIE

ASPISS

Pure Fe Fission plate
converter

= 190 X 190 X 140
bl ock

Proton recoil spec-
tra at several pene-
trations.
Au(n,Y) , Rh(n,n' ) ,

In(n,n' ) , S(n,p)

V A vn T 9 Pure Fe YAYOI source reac-
tor

94 X 94 X 70 In(n,n' ) , Au(n,Y) etc

n p M 1 10U r\ N L
Pure Fe
(or SS slabs)

Tightly colli mated
source

= 150 X 150 X 100
(= 150 X 150 X 40)

Bonner Bal 1 and
other spectrometers

EURACOSll Pure Fe Converter plate ^ 150 X 150 X 100 S(n,p) , Au(n,Y)

,

Dy ( n ,Y

PR0TEUS12
Pure Fe PROTEUS source

reactor
Cy 1 i nder
R = 60, z = 80

Rh(n,n'), In(n,n'),
S(n,p) and proton
recoi

1

TAPIR07

SS/Na mixtu-
res : 75/25,
50/50, 25/75
v/o

TAPIRO source reac-
tor with blanket
type buffer

100 X 100 X 150 Au(n,Y), Mn(n,Y),
Na(n,Y) , Rh(n,n' ) ,

S(n,p) and proton
re coil (1 position)

From the previous table, three main types
of measurements can be individuated, namely
activation measurements, integral spectrum
measurements (Bonner Ball), and differential
spectrum measurements. No unique technique
has been adopted to define the source, calcu-
lation and experiment playing complementary
roles.

Basic data

The main data involved both in the shiel-
ding design of a fast power plant and the
analysis of the above mentioned integral expe-
riments, are the sodium and the stainless
steel data by isotope. A recent comprehensive
review of data needs for shielding calculation
can be found in reference 13. Here, we will
recall only the principal features of the pre-
sent state of basic data assessment from the
user point of view. The present major basic
data files (e.g. ENDF/B and UKNDL) include
detailed compilations for all the isotopes of
interest. Extensive sensitivity analysis have
indicated that specific partial cross sections
in selected energy ranges are of particular

interest, and that their uncertainties are
responsible for significant uncertainties in
design parameters . Total cross sections mi-
nima play of course a major role in deep pe-
netration calculations, but the quality of
inelastic cross sections will also affect
significantly the basic data set performances.
However, it has been stressedl5 that any futu-
re request for high accuracy measurements and
for extensive re -eva 1 uat i on , should include
the request for evaluated uncertainty assess-
ment and their correlations. The effects of
these uncertainty matrices has been stressed
but the only comprehensive effort in this
field has been, with the exception of the
Schmidt compi 1 ati on 16 , the compilation in the
framework of the ENDF/B file eval uationl7

.

Preliminary data released by ORNL in the form
of 15 energy groups correlation matrices for
iron and sodiuml8 have been welcome as a first
step for a better understanding of the role
played by data uncertainties in shielding
calculations. We will see some of the prac-
tical implications of these data in the inte-
gral experimental result exploitation in one
of next paragraphes . A more complete compila-
tion has to be found in the ENDF/B version 5
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files which are at present not generally avai-
lable outside the US. The need for the deve-
lopment and the use of such "error files" will
certainly be a significant point in future
improvements of shielding calculation accuracy.

The reduction of the basic data to
multigroup data, introduces approximations
which can be fairly important. The multigroup
structure should also be optimized to include
the main features of the most important cross
sect i ons . Us ual

1 y, sens i ti vi ty studies are Used
for this purpose and several group structures
has been proposed so far both at the level of
hundred groups or more (DLC-2 100 group struc-
ture, Eurlib 100 group, Vitamin-C/E 171 group
or the Babel 113 group26) and the few group
structures like the Propane 45 group^O. As
far as the weighting procedure, it
is generally agreed that collision density
weighting (i.e. with a flux <}> -

( EZ t ) " 1) s houl d

be used to reduce the data to the typical
100 group schemes. But more elaborate proce-

dures are necessary to take properly into ac-
count the self-shielding effects and the re-
sonance interaction effects in mixture of seve-
ral isotopes with resonance cross sections.
The self-shielding factors method has been
proposed, but the ultrafine group flux weigh-
ting procedure of such codes as the MCC-219,
seems to be particulary valuable if these codes
are equipped with full Pp capabilities for
appropriate weighting of higher order scatte-
ring moments. More work is still needed in this
area to clarify for deep penetration problems
the relevance of algorithms already well known
in data processing for core purposes, and no
systematic study has been performed up to now
to establish the magnitude of errors introduc-
ced in the weighting procedure. For the suc-
cessive reduction of the multigroup data,
from approximately one hundred to a smaller
number, the space collapsing procedures and
the optimization of the few group schemes,
allow to reproduce the integral parameters
calculated at the many group level, to a few
percent20.

Calculation methods and integral experiment analysis

It is usually assumed that the degree of
sophistication in shielding calculations va-
ries according to their scope.

Generally, design related calculations
will benefit from semplified procedures and
methods, as they are defined in shielding "for-
mulaires". A typical example is described in
reference 20.

The integral experiment analysis will
involve sophisticated methods to avoid as far
as possible to introduce method bias factors
in the attempt to improve the knowledge of the
bas ic nuclear data.

Two dimensional analysis are usually per-
formed, based on the widespred Sfj approxima-
tion with "ad hoc" choices of space-angular
mesh gridsS ,21 ,22 . jhe finite difference
scheme and acceleration technique choice will
also influence the degree of confidence of
the experiment analysis. The Benchmark inte-
gral experiments for data improvement, which
are the main subject of the present paper, do

not need in general Monte-Carlo calculations,
which are mainly used in mock-up type integral
experiment analysis.

As it was mentioned in the previous para-
graph, the reduced energy group schemes 10-
50 groupes) which are used in the multidimen-
sional analysis, impose special space depen-
dent group collapsing procedures 20 , 6 , which
can strongly influence the calculations. This
is applicable to detector cross sections too,
in particular threshold detectors. Obviously,
the few group optimized structures are best
suited to point out the spatial regions of
strong spectrum variation.

A powerful tool in the integral experi-
ment analysis is the sensitivity analysis
which uses the methods of the generalized per-
turbation theory 23. Outstanding examples of
the the use of this type of analysis, are the de-

tection of the strong importance of the - 300
Kev minimum in sodium by Oblow and Weisbin24,
and the sensitivity analysis to exploit detai-
led spectral informations performed by Mc Cra-
ken25, with the use of a special adjoint sour-
ce calculation.

Sensitivity analysis is used to point out
cross sections and energy ranges of special
interest, to perform the so-called uncertain-
ty analysis and to perform consistency analy-
sis or cross section adjustments. Examples of
these procedures rel ated to specific experi-
ments will be considered in a later paragraph.

Recent developments in perturbation theo-
ry which are of interest in shielding data
improvement, are the higher order perturbation
methods26 which can allow to take into account
non-linear effects.

Integral experiments and shielding design parameters

In this section we will examine the fol-
lowing problems :

- design integral parameters and their
experimental counterpart

- representativity of the integral ex-
periments

- relative sensitivity to cross section
uncertainties of both design parameters and
integral experiment responses

- reduction of the C/E of the integral
experiment to design bias factors

- role of cross section adjustments.

Design integral parameters and their experi -

mental counterpart

We will try first to outline what are
the integral response functions measured in

the integral experiments that better reprodu-
ce the reference integral parameters. This
will be done mainly in terms of attenuation
in specific media, e.g. thermal equivalent
flux in Na both in the reference configura-
tion and in the integral experiments. In fi-
gure 1 the total flux attenuation in the re-
ference configuration is compared respective-
ly to the Bonner Ball detector response (as

used in the TSF at 0RNL5) and to the Mn(n,Y)
and Na(n,Y) responses (as used in the Harmo-
nie and Tapiro experiments^).

In figure 2 the (ftheq attenuation is com-
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pared to the Au(n,Y) response in the'appendix
reference configuration. These trends are con-

firmed in the integral experiment configura-
tions, see figs 3-4, i.e. the Au(n,Y) respon-
se is fairly well representative of the ther-
mal equivalent flux attenuation both in the
reference and in typical integral experiments,
and the same can be said of the Mn(n,Y) (and
Bonner Ball) response and the total flux. Fi-
nally the Rh(n,n') i s known to be fairly well
representative of the damage function in

stai nl ess steel

.

This is not, of cou rse , a unique choice but
it is intended to represent common trends in
integral experiment parameters and their refe-
rence counterparts.

Representati V i ty of integral experiments

Attenuation . To assess the representati

-

vity of an integral experiment it is necessa-
ry to verify that the source used in the in-
tegral experiment will not be responsible for
a neutron propagation too different from the
reference situations. A typical case is of
course the neutron propagation in sodium. In

Fig. 5 several spectra are shown relative to
possible neutron source spectra to be found
in actual design configurations. The curve 1

and 2 are representative of the spectra that
can be found in the integrated shield design,
described in the introduction, and located be-
hind the lateral shield at two different hei-
ghts, central plane, z = 0 (curve l)and fuel
assembly upper limit, z - 200 cm (curve 2).
The curve 3 is representative of the source
spectrum that will be found behind an integra-
ted B4C lateral shield (at z = 0.). These
spectra will produce the following attenua-
tions in 250 cm of sodium :

Attenua-
tion on :

Source of
curve 1 be-

hind SS/Na
shield

Source of

curve 2 be-

hind SS/Na
shield

Source of

curve 3 be-

hind B4C
shield

*th eq

*total

0.01

0 .0023

0.02

0 .007

0 .133

0.011

Similar attenuations have been found in

many typical integral experiments in Na :

Attenua-
tion on :

HARMON!

E

HARMONIE with blanket

250 cm
in Na

120 cm
in Na

250 cm
in Na

120 cm
in Na

Au (n,Y)

*th eq

0.008
0.011

0 . 15
0.20

0.012
0.018

0.23
0 . 30

Attenua-
tion on :

ORNL TSF TAPIRO
with blanket

YAYOI

Bonner Ball
response

Au(n,Y)

'J'th eq

*
0.017

0.07

0.094

0.08

These attenuations are related to neu-
tron propagation starting from different sour-
ces. In Fig. 5 we show typical source sentivi-
ties related to - 120 cm and 250 cm propaga-
tion, i.e. the sensitivities to the source
spectrum of the following i-ntegral parameters

1 *totl/*tot2

*tot2/*tot3

pe-where <t>tot i
is the total flux defined at

netration i(i=l 0., i=2 120. and i=3 250
cm in sodium). These sensitivities, when fol-
ded with different source spectra (see Fig.

7

for the case of Harmonie), give rise to the
different attenuations shown in the previous
table.

From these sensitivities it is evident
that uncertainties in the source values
both experimental and/or calculated (+ 20% in

typical cases), will not influence the calcu-
lated attenuation on the main integra.l para-
meters.

In conclusion, we see that the experimen-
tal configurations are fairly well -represen-
tative of the reference (design) configura-
tions of neutron propagation in sodium.

We will now consider the propagation in
stainless steel/sodium media. Typical atte-
nuations found are as follows :

Attenuation on :

Inside lateral
shield (100cm)

End of axial
SS/Na shield
(80/20 v/o)
(100 cm)

*tot

SS damage

*th eq

0.0013

0.0014 (*)

0 .002

5,45x10-4

6.6 xlO-3(*)

8,4 xlO-4

Relative to - 60 cm propagation

Integral experiment conf i gurati ons gi ve
the following results :

Attenua-
tion on :

TAPIRO SS/
Na 50/50
v/o exper.
[~ 100 cm

propag)

TAPIRO SS/
Na 75/25
v/o exper.

[- 100 cm

propag)

ASPIS Fe

experim.
(= 100 cm

propag.

)

SS theor.

config.
(^ 100 cm)

( **

)

Mn(n,Y)
response

0.001 0.00029 0.017 7. 5x10-5

Rh(n,n'
)

response
0.0027 (*) 0 .0013(*) 0.013(*)

Au(n,Y)
response

0 .0025 0 .00067 0.025 1.7x10"^

*tot
0.0006 0.00016 0.0013 4.8xl0"5

*th eq
0.0020 0 .0006 1 0.024 1.4x10"^

Deduced from two separate experiments

* Relative to ~ 60 cm propagation
** Pure stainless steel theoretical configuration ^

Here again we can notice the representa-
tivity of the Tapiro experiments.

In Figs 8-9 we show the source sensiti-
vity profiles for all the above configurations,
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that confirm that similar sensitivities are
found in the Tapiro experiment and in the re-
ference design configuration. On the contrary,
stainless steel and iron blocks will show lar-
gely different sensitivity profiles.

Cross section sensitivity . We will now
consider the representativity of the integral
experiment from the point of view of the sen-
sitivity to cross section and their uncertain-
ties. The preliminary ORNL data for iron and
sodium covariance matriceslS were considered
in the form of the 45 multigroup energy struc-
ture of the Propane s h i el d i ng "formu 1 a i re20

.

"

In the following tables we present the stan-
dard deviation on relevant integral parame-
ters related both to design and to integral
experiments for neutron propagation in sodium
(table I) and in stainless steel/sodium mix-
tures (table II).

TABLE I. Neutron propagation in sodium
Sensitivity to sodium cross sections

Standard de-
viation ( rel

.

values)

Au(
cm

n ,y) response ( 120
attenuation) 0.05

A u(

cm
n ,Y )

response ( 240
attenuation) 0 . 15

*th (450 cm atte-
nuati on

)

0.42

*th g (250 cm atte-
nuation)

0 .15

In this table, the last two responses are
relative to the reference configuration of the
appendix and they correspond roughly to the

'f'th eq 0" the secondary heat exchanger due to
the neutron penetration through the upper
axial shield and to the lateral shield, res-
pectively .

TABLE II. Standard deviation (rel. values)

Reference
lateral
shield (=

180 cm

propag.)

TAPIRO SS/

Na 50/50
v/o conf.

(= 100 cm

propag
.

)

ASPIS Fe

experiment
100 cm

propag.

)

SS theor.
config

.

(= 100 cm

propag
.

)

kot
response

0 . 10 0.04 0.09 0.05

Neutron propagation in stainless steel.
Sensitivity to iron cross sections

In Fig. 10 the corresponding sensitivity
profiles of the reference and Tapiro configu-
rations are compared. The two profiles are
very similar and scaled by a factor due to
the different penetrations {- 100 cm in the
Tapiro experiment and 180 cm in the referen-
ce lateral shield case).

Iron and steel block sensitivities are
shown in Fig. 11. It is evident in this case
that very different profiles will be found in
such experiments ;whi ch could be used to check
the results (and possible adjustments) obtai-

ned in a steel/sodium experiment.

In conclusion, from all these data it is
clear that the integral experiments can be a

useful source of information on the quality
of data, but that the present state of the
preliminary uncertainty evaluations, allows
only a limited amount of the possible C/E dis-
crepancies, to be explained with data uncer-
tainties. This situation poses the problem of
the confidence in these new evaluated uncer-
tainty data and of their careful future impro-
vement .

Reduction of the C/E of the integral
"

"experiments to design bias factors

Using the discussions of the previous pa-
ragraphs, it is possible to outline a tentati-
ve procedure to correlate the experimental
C/E for selected measured parameters to spe-
cific design parameters.

Thermal equivalent flux and total flux in so
d i um

The E-C/C values of the Au(n,Y) response
can be used. The standard parameter which re-
present the propagation in sodium, is the
inverse of the attenuation of the above men-
tioned response, i.e. Au ( n , y )

pos i t i on2/An (

n

,y )

positionl, position 1 being at zero penetra-
tion. This parameters "a" can vary in a single
experiment (decreasing with increasing pene-
tration) and from experiment to experiment,
as a function of the source spectrum and geometry.

Available experimental data could than be
used to find bias factors for the (|)th eq> ^nd
their uncertainties. The ratios considered
are fairly independent of detector cross sec-
tions. Only self-shielding and spatial weigh-
ting give rise to differences to the detector
cross sections in positions 1 and 2, and these
are small effects (see previous paragraph).
Moreover, we have already seen that these ra-
tios are only slightly influenced by experi-
mental source uncertainties (up to - 30% in spectrum
or angular definition, gives rise to ~5% in the ratio).

In Fig. 12 the (E-C)/C and their asso-
ciated uncertainties for the same response
(Au(n,Y)) in different integral experiment
configurations at the same penetration {- 120
cm in Na), are used to deduce for the i*)^^ eq
in the reference configuration (and at the
same penetration), a bias factor of 1.22±0.15.

A futher example is shown in Fig. 13. In

this case we considered the total flux, and
we used the Mn(n,Y) response in Harmonie and
Tapiro and the Bonner Ball response in the
TSF experiment. Bias factors of 1.30+0.15 and
1.45±0.15 could be deduced for penetrations
of 250 and 300 cm in sodium.

Tot

a

l flux and steel damage in sodium/steel
mi xture s

Preliminary results in the Tapiro SS/Na
50/50 experiment give the trends indicated in

Fig. 14, where the values are relative to the
Na(n,Y) and Rh(n,n') experimental responses.
Bias factors could be deduced from the comple-
te set of measurements in the different mix-
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tures, as function of the stainless steel per-
centage both for the total flux and for the
steel damage response function.

However, it would be more complicated to
extrapolate these bias factors to larger pene-
trations and to different media, or to the locations
where the geometrical modeling would play a

major role. At this regard, it is useful to
remind that the bias factors have to be applied
to design calculations that have the same de-
gree of approximation of the experimental
analysis calculations. In fact, since all the
bias factors are deduced from two dimensional
calculations, usually in 45 energy groups S3
P3 with ad-hoc spatial cross section weighting
(see paragraph above), supplementary uncertain-
ties have to be applied to design calculations
when a simplified "formulaire" is used20.

The" role of cross section adjustments

Large bias factors, the need to extrapo-
late to different situations (i.e. with much
larger penetrations) and the use of experi-
mental responses instead of the actual design
parameters, advice to a careful use of expe-
riments to assess bias factors and indicate
that the improvement of the basic data is

still strongly needed. Cross section adjust-
ment procedures, based, when possible, on a

consistent method21 can give significant indi-
cations for evaluated data and uncertainties
mo difi cations

.

The present evaluations do not allow lar-
ge adjustments to the integral parameters due
to data, as we have seen in a previous para-
graph. Some attempts have been made for iron
and sodium21,22,24,25.

The iron inelastic cross sections, both
derived from ENDF/B-IV and from UKNDL were
found to be too high, i.e. too much degradation
has been calculated at high energies
(> 5 Mev ) 2 1 , 22 , 24 , 25 . No definite conclusion
has been drawn on the contrary for the same
cross section between 1 and 5 Mev. It is ne-
cessary to stress, however, that the adjust-
ment attempts have been made independently
and on separate integral experiments.

The sodium total cross section seems to
be responsible at least in part for the some-
what low C/E found in the Yayoi, Tapiro and
Harmonie sodium exper i men ts 6 , 7 , 22 . But the
adjustments obtained22, are only in part in
agreement with the adjustment attempted at
ORNL on the TSF experimentsS. Further light
will be thrown by new analysis of the already
existing experiments, hopefully in the frame-
work of more cooperative efforts.

However, once significant adjustments
will be derived, a bias factors assessement
procedure can be used such as the one previou-
sly outlined. The residual (i.e. after adjus-
tments) (E-C)/C should be used with their as-
sociated uncertainties.

Conclusions

The analysis of integral experiments of
neutron propagation in simple media of inte-

rest for fast reactor shielding, can throw
light on the transport methods and on the ba-
sic cross sections used. Some general trends
can also be used to assess design oriented
bias factors and some possible cross section
adjustments .

In this delicate task, more experimental
evidence, together with methods and data in- -

tercompari son , is still needed.
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Appendi x
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NEUTRON DOSIMETRY FOR RADIATION DAMAGE IN FISSION AND FUSION REACTORS

Donald L. Smith
ARGONNE NATIONAL LABORATORY

9700 South Cass Avenue
Argonne, Illinois 60439, USA

The properties of materials subjected to the intense neutron radiation fields char-

acteristic of fission power reactors or proposed fusion energy devices is a field of

extensive current research. These investigations seek important information relevant

to the safety and economics of nuclear energy. In high-level radiation environments, neu-

tron metrology is accomplished predominantly with passive techniques which require de-

tailed knowledge about many nuclear reactions. The quality of neutron dosimetry has

increased noticeably during the past decade owing to the availability of new data and

evaluations for both integral and differential cross sections, better quantitative under-

standing of radioactive decay processes, improvements in radiation detection technology,

and the development of reliable spectrum unfolding procedures. However, there are prob-

lems caused by the persistence of serious integral-differential discrepancies for several

important reactions. There is a need to further develop the data base for exothermic and

low-threshold reactions needed in thermal and fast-fission reactor dosimetry, and for

high-threshold reactions needed in fusion-energy dosimetry. The unsatisfied data require-
ments for fission reactor dosimetry appear to be relatively modest and well defined, while

the needs for fusion are extensive and less well defined because of the immature state of

fusion technology. These various data requirements are examined with the goal of provid-

ing suggestions for continued dosimetry-related nuclear data research.

[Neutron dosimetry, radiation damage, fission, fusion, reactors, radioactivity, cross sections.]

Introduction

The widely-publicized incident at the Three-Mile-
Island plant has taught us that the costs inflicted by

a malfunctioning nuclear reactor are very high. The
expense of bringing the facility back on line and of
purchasing power from other sources during the interim
period must be added to the inestimable effect of shaken
public confidence in nuclear energy. Electric utilities
must have reactors which will operate safely and reliably
for many years. Extensive research and development is

needed to meet this requirement because of the existence
of complex engineering problems, unprecedented materials
science phenomena and uncertainties resulting from in-

complete quantitative understanding of fundamental atomic
and nuclear processes.

An understanding of the scale of nuclear reactor
parameters is necessary before one can truly appreciate
the magnitude of this issue. Some statistics on operat-
ing power reactors may help to provide perspective: The
core power density for a commercial light-water reactor
(LWR) is -30-100 KW/liter. This is -60-200 times larger
than for a 100 W light bulb. Most units under construc-
tion in the U.S. will produce >1000 MWe. Operating
pressures of >1000 psi for a boiling-water reactor (BWR)
and >2000 psi for a pressurized-water reactor (PWR) must
be withstood by the pressure vessel (PV). Operating
temperatures of several hundred degrees centigrade are
typical. PVs are enormous: ~10-15 meters high by ~5-7
meters diameter with steel walls ~20 centimeters thick.
Commercial nuclear plants are productive (~2 x 10^ U.S.
dollars of electricity per year) but very capital inten-
sive (~2 x 10^ U.S. dollars to build a plant). Struc-
tural components of reactors experience radiation damage
in addition to conventional wear produced by high tem-
peratures and pressures. In one full-power year, the
interior of the PV receives a neutron dose £l0^^ n/cm^
(>1 MeV). Measurable property changes have~been observed
for PV steel at fluences >10i"9 n/cm^ (>1 MeV), but this
depends on the spectrum and the operating temperature
history as well as on material properties. Ten nuclear
plants in the U.S.A. are >10 years old. The issue of
reactor lifespan is of a paramount social and economic
importance.

The scope of this paper is very broad; it encom-
passes operating problems for thermal power reactors
(e.g. LWRs), developmental problems for fast breeder
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reactors and conceptual problems for controlled fusion
reactors. This review is an overview of the field.
The primary goal is to aquaint nuclear data people with
some nuclear data needs for reactor dosimetry. The
motivations for dosimetry transcend damage problems and
include other important topics (fuel burnup, shielding,
etc.). There have been major advances in data develop-
ment and neutron metrology during the last decade.
This is evident from the dramatic change in accuracy
expectations for fast reactor metrology (see Fig. 1).

Published references on the subject are extensive.
This paper will not attempt to credit all sources of
material used in the review, but will list mostly those
references considered useful to readers who might wish
to pursue certain aspects of the subject in more detail.

I960 1965 1970 1975 1980 1985

Fig. 1. Chronology of accuracy expectations for U.S. fast reactor neutron
metrology [after HcElroy et al., Ref. 1].

Fundamentals of Neutron Dosimetry

Concepts

There is no simple relationship between materials
damage and the neutron dose. Nevertheless, a review
of the field should begin with a consideration of the
fundamentals of neutron metrology. Awareness of the
characteristics of reactor neutron spectra is needed
in order to understand damage phenomena. Figure 2 pro-
vides qualitative insight. Since wide dynamic ranges
of energy and flux are encountered, logarithmic scales
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and the parameter lethargy v, defined as in(E/Eo), are

often used when discussing reactor spectra. Neutron

flux, represented by <t>{£,t) or *(t), refers to neutron

intensity in units of n/cm^/sec/MeV or n/cm^/sec (if all

energies are considered). Fluence refers to the time

integrals of these quantities and is expressed in dose

units. Reactor people usually refer to (nv) or (nvt)

which are the energy differential flux and fluence,

respectively, for neutron density n and velocity v

(e.g. Ref. 3). Often the variable t is dropped and <()(£)

or * is used when referring to the neutron spectrum

or its energy integral. The function <t)(ij) is equivalent

to E4>(E). Group fluxes or fluences refer to total neu-

tron intensity in an energy interval AE(t>(E), or lethargy

interval Aij<|)(p). An energy dependent process is repre-

sented by <d(E). The response R of w in spectrum <ti is

the product w(t>. The observable I is an integral quantity

I =J R(E)dE =J u)(E)^(E)dE (1)

The function oj may be a reaction differential cross

section a in which case I is a reaction rate. I is

then related to the spectrum average cross section

o (I = *a). If 0) is a damage function, then I is the

observed damage rate associated with integrated flux *
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2. Characteristic reactor neutron spectra [after Qaim, Ref. 2].

Dosimeter cross sections a can be categorized as

threshold or nonthreshold, activation or nonacti vation,
and fission or nonfission. Threshold reactions respond
to flux above the threshold energy E^, and the truncated
average cross section is defined by

a(E)^(E)dE

a

// *(E)dE (2)

The 90% response range is the energy interval which
contributes 90% to I in Eq. (1). Figure 3 shows 90%
response ranges for several reactions in a spectrum like
that which will be used for fusion material testing.

Non-threshold reactions may respond mainly to the
lower energies of the spectrum (e.g. the 1/v and re-
sonance region for capture reactions) or to most of the
spectrum (e.g. U-235 or Pu-239 fission). Flat response
reactions such as Pu-239 fission are insensitive to the
spectrum shape above -10 keV and are ideal flux integra-

tors for fast-neutron spectra. This feature is used in

calibrating fast reactors relative to absolute Cf-252
sources. Neutron metrology in the lower-energy regions
of reactor spectra is hindered by resonance phenomena.
Dosimetry differential cross sections there are not
well known and uncertainties in flux depression factors
(because of resonances in the total cross section) ob-
scure the true reaction rates. The need to improve this
state of affairs is motivation for further nuclear data
research in the resonance region.

ORNL BEIO.NI ^0 HEV 0 DEGREES

NEUTRON ENERCT IMEVl

Fig. 3. Response ranges for several dosimetry reactions in a d + Be neutron

spectrum [after Greenwood, Ref. 4].

Threshold reactions are useful spectral indicators.
Two fundamental problems plague fission reactor dosim-
etry: One is a lack of suitable threshold reactions
for the region 1 keV to 0.5 MeV. It is possible to
shift the response range of nonthreshold reactions to
higher energies by encapsulating monitor foils in Cd or
B. It is not possible to shift the response to lower
energies. The second problem is that above ~2 MeV all

fission-based spectra have similar shapes and produce
similar truncated responses for most threshold reac-
tions (e.g. Fig. 4). Various threshold reactions pro-
vide redundant information about spectra because the
response ranges overlap to a considerable degree in the
MeV region. Another problem affects dosimetry for

fusion reactor applications: Response ranges for

threshold reactions are much broader for these spectra

then they are for fission spectra. This affects the

reliability of spectrum unfolding procedures.

Activation reactions are more widely used for

dosimetry than nonacti vation reactions. Long-half-

life activation reactions (^months) are essential for

power reactor dosimetry since access is generally pos-

sible only during complete shutdown for refueling.

Test reactors and critical assemblies are more acces-

sible and shorter half-life monitors (^minutes) are

also useful for them (e.g. Ref. 5).

Fission reactions are very important for dosi-

metry because the cross sections are relatively well

known and these processes can be used in active (fis-

sion chamber) measurements at low power and passive

(fission products) applications at high power. Fission

products offer a wide range of decay half lives which

can be used for dosimetry purposes. Fission is beset

by problems such as burn-in (growth of parasitic fis-

sionable isotopes by capture) at high power and photo-

fission. These effects complicate the interpretation

of measured integral data (see Table I and Refs. 6-8).
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Photofission corrections can be estimated with the aid

of graded gamma-ray shields, but burn-in effects cannot

be avoided. A subtle problem for threshold fission

reactions is that the thresholds are poorly defined

and the cross sections for the so-called "subthreshold"

region are not well known.
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are nearly the same for a high threshold reaction.

Table I. Relative importance of photo fission at inner surface of pressure

vessels. Cd is used to cover foil packets [after Bowman et al., Ref. 8].

BWRPWR

Detector Cd Reactor Reactor Cd Reactor Reactor

gammas garrunas Neutrons gammas gammas Neutrons

U-E35 3.80(-5) 1.08(-2) 1 6.09(-5) 2.91{-2) 1

U-238 1.90(-3) 0.476 1 2.28(-3) 0.952 1

Th-232 5.06(-3) 0.968 1 6.03(-3) 1.95 1

Spectrum Unfolding

Measurement of a series of spectrum sensitive

observables I. provides information which can be

used to estimate the spectrum shape. It is necessary

to solve the problem

I. =
1

I
j=l

b. . a. . AE .

1J 1J J
(i = 1, ..n (3)

This is a version of the Fredholm integral problem of

the first kind. Usually m > n so no unique solution
for <j) exists. What is sought is a solution consistent

with a preconceived form which is often based upon

reactor Physics calculations. Various schemes for
unfolding spectra from measured reaction rates and

assumed differential cross sections have been devel-

oped. These have been discussed by Oster (Ref. 9)

and Zijp et al. (Ref. 10) among others. The IAEA
sponsored a critical comparison of several commonly
used spectrum unfolding codes such as SAND-II, Crystal
Ball, RFSP-Julich, etc. (see Refs. 9-11). The conclu-
sion from this effort was that these various codes

yield rather similar results provided that: i) the
requisite trial spectrum does not differ substantially
from the final solution, ii) the uncertainties in the
integral quantities I-j are moderate, iii) the dif-
ferential cross sections o-j are realistic, and iv)

the dosimeter response functions cover the spectrum
well. As indicated above, it is generally not pos-

sible to cover spectra as well as desired with the

response functions of available dosimeters. The

energy region ^1 MeV is manageable for fission

spectra. The Tower limit for accurate spectrum unfold-

ing is ~5 MeV for fusion-like spectra. Measurements

£l keV are complicated by resonance phenomena.

Stallman and Kam (Ref. 12) have reported success in

the use of linear programming techniques to generate

artificial response functions with desired properties

from combinations of the natural response functions

of several dosimeter reactions. This "window function"

method was conceived to deal with the region £l keV.

The gap from ~1 keV to ~0.5 MeV is problematic for fis-

sion spectrum dosimetry as indicated above.

Since spectrum unfolding methods do not usually
yield unique results, it is reasonable to ask how one

can deduce the most likely spectrum representation and

estimate its uncertainty from available integral data

and evaluated differential dosimetry cross sections.
F. Perey addressed this problem and developed a least-
squares procedure which answers this question in a rig-

orous manner (Ref. 13). A variation of this approach
can also be used for performing unbiased evaluations
of cross section data. The method uses techniques of

matrix algebra and covariance matrices must be provided
for the trial spectrum, for the differential cross sec-

tions, and for the integral reaction rates. This re-

quirement is both a source of strength and of weakness
in this approach. The strength lies in the fact that
all uncertainties in the unfolding procedure are prop-

erly considered and the unfolded spectrum is the best
estimate (in the least-squares sense) which the avail-
able information can provide. The weakness is that

it is very difficult to provide realistic covariance
matrix elements (especially off diagonal elements
representing cross correlation effects). Use of inad-

equate matrix elements can thwart the process and lead

to unreasonable results. It is generally accepted that
the Perey formalism is a logical way to proceed - for
the long run. Steps are being taken to implement it

(e.g. inclusion of covariance matrices in ENDF/B-V).
Experience gained over the next few years should estab-

lish whether it is a practical approach. In the mean-
time, it is likely that many other methods will continue
to be used.

Neutron Damage Phenomenology

Determination of neutron flux (or fluence) and

spectral shapes is only part of damage analysis. A

fundamental understanding of microscopic and macroscopic
damage phenomena is required to extrapolate results from
damage studies in test facilities to the environment of

power reactors.

The basic mechanisms of neutron damage have been

discussed in several papers (e.g. Refs. 2, 14-19).

Neutrons with energies of a few eV can rupture chemical

bonds and participate in a few exothermic reactions,

such as ^^Ni(n,Y) Ni(n,a)5^Fe which produces gas in

reactor structural materials. Above 40 eV, scattered
neutrons can impart sufficient energy to Fe atoms in

steel to displace them from the lattice. At ~1 MeV,

neutrons can impart ~1000 times more recoil energy to

Fe atoms than is needed to eject them from the lattice.

Spectra of these recoil or primary knock-on atoms (PKA)

can be calculated from a knowledge of neutron cross
sections. The PKA propagate through the lattice pro-

ducing more displacements until the available energy

is exhausted. High-energy neutrons produce copious
displacements. The term displacements per lattice atom
(DPA) is used and DPA cross sections are calculated

using models (e.g. the model of Kinchin-Pease, of

Thompson-Wright and of Linhard). Analysis of this

cascade process requires methods from atomic, molecular,

and solid-state Physics. DPA cross sections determined
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using various methods agree reasonably well for most
important reactor materials.

DPA cross sections increase with neutron energy
and may be >1000 barns in the MeV region (see Figs. 5

and 6B). During long periods of service it is very
likely that most of the atoms of components located in

high flux regions of a power reactor will experience
displacement. Fortunately, most displacements are not

permanent and much of the damage is eliminated by re-

arrangement of the lattice - especially at elevated
temperatures (annealing). However, there are neutron-
induced processes which hinder the annealing of dis-
placement damage. All transmutation reactions produce
some displacement by recoil, but the more important
effect is a weakening of the lattice by introduction of

foreign atoms. Even more serious are the hydrogen- and
helium-producing reactions which become important at

higher energies. The presence of gas in the lattice
encourages the growth of voids produced by displaced
atoms. This promotes swelling, creep and embrittle-
ment of the material (Fig. 6C). Fracture resistance
at elevated temperatures is reduced (Fig. 6A). The
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Fig. 5. Typical atomic displacement cross sections. Dashed Hne shows the
5'N1(n,p)5'Co cross section for comparison, [after Zijp et al., Ref. 16].
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steel Is reduced by He [after Ullmaier et al., Refs. 20-21], B - Contributions
to neutron-induced atomic displacements from various processes [after Doran
et al., Ref. 19], C - Swelling vs. atomic displacement is affected by He

[after Johnston et al., Ref. 22], D - Radiation damage produced by Ion beams

occurs near the surface whereas neutrons produce a more uniform effect through-

out the volume [after Ullmaier and Schilling, Ref. 20].

presence of helium is more serious than hydrogen because
hydrogen migrates out of the lattice at elevated tem-
peratures while helium is more likely to be trapped.
In reactor PVs where temperatures are lower, hydrogen
production may be a significant problem.

The DPA parameter appears to be more useful for
damage correlation than other common indicators (e.g.

fluence >0.1 MeV or >1 MeV). However, the connection
between DPA and macroscopic damage is neither simple
nor well understood. Considerable research is being
devoted to this problem. Gas production data files
have been developed within the ENDF system. A library
of DPA cross sections has been published in Europe
(Ref. 16). Many irradiation experiments have been
performed on reactor materials to study macroscopic
damage. Ion beams readily produce atomic displace-
ments, but the observed damage consists mainly of

blistering and erosion near the surface owing to range
limitations (Fig. 6D). Neutron irradiations under
accelerated conditions in the core of test fast reac-
tors such as EBR-II (U.S.A.) provide results which are
not easily related to what might be expected in other
environments (e.g. the PV of a LWR or the first-wall
of a fusion reactor). This area of research will con-
tinue to be of paramount importance in the future.

Figures 5 and 6 show that effective thresholds
for atomic displacements are relatively low, and the
important damage response region for fission reactors
(-50 keV to ~5 MeV) is only partially covered by acti-

vation dosimetry reactions. Effort is being directed
toward developing the i03Rh(n,n' )i°3mRh and ^^Hb{n,
n')93m|\|5 reactions as activation dosimeters because
they have low thresholds (~40 keV and ~30 KeV respec-

tively). The response functions resemble those for
DPA cross sections (Fig. 7). '"^Rh is better known,

but a short half life (~56m) limits its application
to low-power research reactors. ^^Nb is not well

developed but has potential for power reactor appli-

cations because of a long half life (~13.6y). Further
development of the data base for these reactions is an

important task for the nuclear data community.

Damage Dosimetry Requirements and Programs

A review of all dosimetry-related requirements is

beyond the scope of this paper. Here, an attempt will

288



be made to indicate some of the current damage dosim-

etry interests for the LWR industry, for fast-reactor

development and for controlled fusion technology.
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Fig. 7. Comparison of the response of Fe DPA and '"Rh(n,n' I'^^^Rh In a fast
reactor spectrum [after Sanders, Ref. 23].

LWR Industry

A major concern is longevity of the PV. The PV

must last for the 40-year design life of the reactor.

It has been proposed that in-situ annealing of the PV

be used to remove some damage effects in welded joints

of older units where the concentration of Cu and S

is known to be high. Apparently, no attempt has been

made yet to attempt this difficult task. Regulatory

guidelines for PV surveillance (PVS) were established
without a detailed understanding of damage phenomena.

They may be excessively conservative, yet the results

of periodic mechanical tests on specimens of irradiated

PV steel must conform to these guidelines if the unit

is to remain in operation. This is an important eco-

nomic consideration. Dosimetry practices at most power

reactors are of pre-1970 vintage and a factor of two

improvement in dosimetry accuracy could be achieved

using current fast-reactor techniques. Improvement of

cross section data for the resonance region is required

in order to better estimate resonance self-shielding in

dosimeter packets. Furthermore, more accurate cross

section data for some long-half-life, threshold activa-

tion monitors such as ^'*Fe(n,p)^'*Mn, ^^Cu(n,a)^°Co and

^^Nb(n,n' )^^"'Nb are required since studies have shown

the MeV region to be important for PV damage effects

(Fig. 8). Considerable effort is being devoted to

improving computational methods (see Table II) for flux

determination in LWRs. Benchmark measurement programs

such as the one at Oak Ridge (U.S.), have been under-
taken to test computational and experimental dosimetry

methods. Other research programs are underway at

selected control led-environment power reactors (e.g.

Browns Ferry-III in the U.S.). Additional material

on LWR dosimetry can be found in Refs. 26-31.

Neutron Energy, MeV

Fig. 8. DPA profiles for the PV of a LWR [after Takeuchi et al., Ref. 24].

Table II. Calculated fluxes for a PUR and BUR [after Simmons, Ref. 25],

PMR BWR

Location
Flux* Flux Flux

>0.H4 eV >100 keV >1 MeV
Flux* Flux Flux
>0.414 eV >100 keV >1 MeV

Core center 2.59(14) 1.32(14) 6.14(13) 3.08(14) 1.58(14) 7.73(13)

Core boundary 5.36(13) 2.74(13) 1.39(13) 9.33(13) 4.74(13) 2.18(13)

Pressure vessel
inner surface

8.03(9) 4.56(9) 2.52(9) 6.55(10) 3.47(10) 1.77(10)

Pressure vessel
outer surface

2.65(9) 1.47(9) 3.57(8) 1.33(10) 6.82(9) 9.35(8)

Cadmium cutoff

Fast-reactor Development

The development of modern dosimetry techniques
is being sponsored mostly under the auspices of fast
reactor programs. Much of the support for cross sec-
tion determination comes from this source as well.

Engineering studies have been in progress for several
years at various benchmark and critical facilities
and at materials testing facilities (e.g. EBR-II in

the U.S.). Damage research in the next decade will

be concentrated at several new facilities such as

FFTF (U.S.), PFR (U.K.) and Phenix and Super-Phenix
(France). Core damage phenomena (swelling, creep,
etc.) are undoubtably a very great concern for fast
reactors since high fuel burnups (long fuel cycles)

are important for efficiency. Alteration of core con-
figurations by swelling and creep can affect efficiency
and might lead to safety problems since fast-reactors
are not designed to operate in the most reactive con-
figuration. Improvements in dosimetry methodology
are required in all facets of the field to meet the

accuracy goals of Fig. 1. These primarily involve
refinements of existing techniques and increases in

accuracy of the data base <10 MeV for neutron reac-

tions which have already been studied.

Controlled Fusion Technology

The design of fusion reactors is speculative

since breakeven (feasibility) of controlled fusion

has not been demonstrated. Most materials damage

studies are formulated under the assumption that a

demonstration facility will be a Tokamak; however,

fission-fusion hybrids, laser fusion machines, and

ion beam devices are being considered as alternatives.

Damage to the "first wall" of the blanket is of primary

concern. It is anticipated that the first wall will

experience a power loading of ~l-3 MW/m^ due primarily

to fast neutrons (^lO^** n/cm^/sec). Approximately 75%

of the neutrons wiTl have energies >100 keV and 80%

will be below 13.5 MeV. The average energy for this

degraded "14-MeV" spectrum is considerably higher than

in a fast reactor spectrum. Although the atomic dis-

placement rate is expected to be similar to the core

of a fast reactor, damage rates an order of magnitude

greater are anticipated because of larger gas produc-

tion rates. A major goal is the design of radiation-

resistant materials for the first wall. Materials

testing for fusion applications will take place at

fission test reactors (e.g. FFTF), but this will have

to be supplemented by measurements at higher energies.

Programs are now being conducted at 14-MeV facilities

(e. g. the RTNS at Livermore in the U.S.). The U.S.

intends to build a high-energy test facility (FMIT)

based on the d + Li reaction. It will provide a

spectrum similar to the one shown in Fig. 3 with

total neutron output ~10'^^ n/sec. Dosimetry for the

region 10 - 15 MeV will involve some extrapolation of

the existing data base for fission reactors. Proper

utilization of a d + Li test facility will require

extension of dosimetry techniques to ~40 MeV. The

opening of many uninvestigated nuclear reaction chan-

nels will necessitate expansion of our quantitative

knowledge of nuclear processes far beyond current

limits. Since the current level of research support

for fusion energy nuclear data development is low.
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it is difficult to speculate on how this might be

accomplished. The reader is referred to the proceed-

ings of a 1977 symposium at Brookhaven, U.S.A., and

other selected references for more information on this

subject (Refs. 32-36).

Dosimetry Techniques

Dosimetry techniques are categorized as active

or passive, nuclear reaction or direct damage, acti-

vation or nonactivation, high flux or low flux,

differential or integral, and flux measurement or

fluence measurement. A requirement for most methods
is accurate characterization of dosimetry materials
(e.g. Ref. 37). Accurate assay of fissionable ma-
terials is crucial for other areas of fission reactor
development as well. A comparison of fission standard
materials used in several laboratories in the U.S.

and Europe has been carried out under the auspices
of the Interlaboratory Reaction Rate (ILRR) program
(see Ref. 38). Nuclear data people should not over-
look the fact that dosimetry materials must survive
the high temperature environments of power reactors
where some materials will melt or vaporize and could
be lost without proper encapsulation (e.g. see Refs.

6 and 27).

Active Dosimetry

This term applies to on-line measurements with
electronic instrumentation. An obvious advantage of

active dosimetry is the ability to detect rate varia-

tions. Disadvantages include the possibility of

instrument failure, flux level limitations (for most
methods) and complexity. Discussion of time-of-f 1 ight

techniques will be avoided here, though they are use-

ful for measuring the thick-target spectra which are

employed in fusion research.

Fission chambers are widely used. They are com-
pact and the cross sections for several fission reac-
tions are well known. Measurement procedures are not

difficult. Flux limitations (<10^° n/cm^/sec)
restrict these detectors to moderately low-power
applications. Fission detectors provide only integral

reaction rate data (e.g. see Ref. 39).

Differential spectrometry is only possible

at quite low fluence levels (£10'' n/cm^/sec).
Proportional counters based upon n-p scattering or

the ^He(n,p)^H reaction, and solid state detectors

based upon both these reactions and the ^Li(n,t)'*He

reaction as well are used (e.g Refs. 40-44). Differ-

ential measurements require great care and experience,

but are worth the effort since they provide spectral

information in the region from 10 keV to £5 MeV which
is difficult to investigate by other means. Figure 9

shows the quality of data which can be obtained from

such measurements. Accuracies of ~5-10% for 0.01 < Ep

< 2 MeV and -10-15% for E^ > 2 MeV are possible using
differential techniques. Discrepancies have been ob-

served in measurements involving the ^Li(n,t)'*He reac-
tion which lead to underestimation of neutron fluence
-40-80 keV and -200-300 keV. Inexact knowledge of the
cross section may be responsible.

Self-powered neutron detectors (SPND) are used
for measurements at full power in LWRs. The SPND
probe is charged with rhodium. Neutrons are captured
by ^°3Rh and energetic beta rays are emitted during
the decay of ^""^Rh. These betas penetrate the insula-
tion to the sheath of the probe; electrons then flow
up from ground through a leadwire to neutralize the
emitter. This generates a measurable current. These
devices are in commercial use, but suffer from several
problems including the effects of Rh depletion (it

converts to Pd) and radiation degradation of the
insulation (see Ref. 45).

10^ 10* 10^ 10* 10^

Neutron Energy, eV

Fig. 9. Some differential spectrometry results for the Hoi Slgma-Slgru field
[after Fabry et al., reproduced from Ref. 41 with permission from the Am. Nucl.
Soc.].

Passive Dosimeters

Passive dosimeters offer many advantages for
research and for routine dosimetry in power reac-
tors. They can be used at flux levels covering
a dynamic range of over ten decades. They can be

made compact and require no attention during irradi-
ation. Activation-detector dosimetry is more widely
used than any other method and it offers great ver-

satility. The development of instruments for high
resolution photon spectroscopy (Li and Ge diodes) has
revolutionized activation counting. Older methods
involving the use of Nal (Til) gamma-ray detectors and
beta detectors are on the decline. Attention will be

directed in this paper toward less-well -known dosim-
etry techniques, several of which were introduced
recently.

Solid-state Track Recorders (SSTR) and Nuclear
Research Emulsion (NRE) techniques have been used for
many years. They offer several features which insure

that they will continue to be useful for LWR, FBR and

Fusion dosimetry applications. These recorders mea-
sure dose and are not rate sensitive. Once exposed,

they provide a permanent record of the irradiation.

SSTR recorders provide an enormous sensitivity range.

Manual and automated scanning techniques have been

developed and track densities in the range 1 to 10^

tracks/cm^ can be handled. By properly selecting
the recorder materials it is possible to discrimi-
nate between various events (e.g. alpha particles and

fission fragments). SSTRs can be doped with various

sensor materials including fissionable isotopes and

(more recently) alpha emitters. NREs have been in

use longer than SSTRs. NRE recorders offer the pos-

sibility of measuring the angular dependence of neu-

tron flux. No other reactor dosimetry technique
offers this feature. NRE dosimetry is limited to

fluences £3 x lO^n/cm^. The reader is referred to

Refs. 5 and 46 for more information on this subject.

One of the most promising techniques to be devel-
oped during recent years is the helium-accumulation
fluence monitor (HAFM). High sensitivity mass spec-

trometry and isotopic dilution methods are used to

detect helium produced by (n,a) reactions in sealed

dosimeter capsules. The detection range for the

apparatus is from -10^ to -10^^ He atoms. Measure-
ments can be made with an accuracy < 2% if MO^'- He

atoms are present. Initially, only the ^Li(n,t)'*He

and i°B(n,a)''Li reactions were employed, but the

method is being extended to other (n,a) reactions

(e.g. to F, Fe, Ni , etc.). All early capsules were

made of vanadium because of its low (n,a) cross sec-

tion and its ability to contain He. Techniques
involving other encapsulation materials (e.g. Au)

and the measurement of He trapped in bare solid
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wires are under current investigation. One of the
most exciting features of HAFM dosimetry is the pos-
sibility for measurement of He buildup which is

closely related to observed macroscopic damage. At
present, only one group (at Rockwell International

Corp., California, U.S.A.) has a laboratory equipped
for these measurements. Exploitation of this prom-
ising nonacti vation technique should be more wide-
spread (see Ref. 47). Of interest to nuclear data
people is the requirement for accurate differential
(n,a) cross section data which this method imposes.

Effort is being devoted to develop so-called

"direct damage" sensors because they possess response
ranges closely related to the atomic displacement cross
sections. Research on the alteration of physical prop-

erties of quartz by neutrons has been conducted at Mol

(Belgium). The effect of neutrons on p-i-n diodes has

also been considered for dosimetry purposes. Neither
approach is widely used at this time. The French have
developed the graphite damage monitor (GAMIN) and

(more recently) a variation involving tungsten. The
change in resistance of precision graphite (or tungsten)
resistors following neutron irradiation is measured.
Information about the sample temperature during irradi-

ation is also needed. Damage dosimetry information
is deduced from measured resistance changes and from a

knowledge of the fission-neutron equivalent fluence
above ~1 MeV deduced from ^^Ni (n,p)^^Co activation
monitors included in the dosimetry package. DPA cross
sections for major components of steel (Fe, Ni and Cr)

are bracketed by those for carbon and tungsten (See Fig.

5). The French method therefore provides upper and
lower estimates for structural materials damage (Refs.

15, 48-50).

Another direct damage technique is based on the
change in the thermocouple properties of neutron irra-

diated wires (Fig. 10). This technique is being inves-
tigated at Mol. One version involves measurements on

a uniform wire which has received various neutron doses
as a function of position along the wire. The irra-
diated wire is inserted into a furnace with a sharp
gradient. Net currents are produced as damaged portions
of wire pass through the region with a large temperature
gradient. The sharper the gradient, the better the res-

olution for measuring damage versus position. Interpre-
tation is complicated by the fact that some types of
damage are annealed out of the wire while it is in the
furnace. This fact can also be put to good use if the
apparatus is properly calibrated (see Ref. 51).

Dosimetry Cross Section Data Development

This section considers methods for improving the
dosimetry cross section data base. Progress toward
this goal is being achieved as a result of work in

four distinct areas: i) differential measurements,
ii) theoretical calculations, iii) integral measure-
ments in benchmark fields, and iv) evaluations. The
accuracy of the cross section data required for most
fission reactor applications has improved remarkably
over the last decade. Each of these distinct activi-
ties can claim a share of the credit for this progress.

Differential Measurements

Techniques and problems associated with differ-
ential dosimetry cross section measurements at energies
>100 keV were reviewed in 1976 (Ref. 52). It was con-
cluded that an accuracy goal of ~5% for the energy
range 0.1-20 MeV (except for a gap from 10-14 MeV) is
feasible for most activation reactions, but that it
will be quite a while before this goal is achieved.
The future is more uncertain for nonacti vation reac-
tions and for energies <0.1 MeV and >20 MeV. It is
necessary to direct measurement effort toward energy
regions which are important for major applications.

This fact is illustrated in Fig. 11. For threshold
reactions the first eight MeV above threshold are
important in fission reactor applications. The sen-
sitivity of integral quantities to differential data
merits detailed investigation so that relevant dif-
ferential measurement programs can be undertaken.
Smith (Ref. 53) and Mannhart (Ref. 54) have addressed
this problem. Several integral-differential discrep-
ancies were eliminated during the last decade as a

result of various independent broad-energy-scope dif-
ferential measurement programs with accuracies ^10%.
It is anticipated that carefully conducted differential
measurements will continue to serve this purpose in

the future.
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F1g. 10. Basic concept of thennocouple neutron dosimetry [after
Mathieu et al., Ref. 51].

Theoretical Calculations

In fission reactor applications, model calcula-
tions are important for interpolation between experi-
mental data points (especially from ~10-14 MeV) and

for extrapolations from 15 to 20 MeV and to threshold.
As a general rule, computations for energies from 0.1

to 20 MeV cannot be trusted to much better than ~20%

unless they are guided by experimental data. The role
of theory in high-energy dosimetry data development (20-

40 MeV) will be much greater than for lower energies.
It is too early to speculate on how successful this
approach will be (see Refs. 32-33). The energy region
<1 keV should also be a fertile one for theoretical
work since differential measurements are difficult in

this region.

Integral Benchmark Fields

The quality of integral measurements is not always
superior to corresponding differential ones. A survey

of integral measurements for the Cf-252 neutron field
indicates that there are sizeable differences between
reported spectrum average cross sections for several

important reactions (e.g. for (n,p) reactions on Ti-46,

47, 48). Furthermore, integral studies have not been
particularly successful in distinguishing between
shape and normalization effects in differential cross
sections (e.g. Fig. 12). One is led to the conclusion
that it will not be possible to develop the cross sec-

tion data base for dosimetry applications to stated
accuracy goals (e.g. Fig. 1) by means of benchmark
integral studies alone as has been implied by some

members of the integral community (see Fig. 13).

Nevertheless, the importance of research at well-
characterized integral facilities must not be dis-

counted. These facilities are especially useful for
development of metrology and computational techniques
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required for development of nuclear energy sources.

Good quality spectrum average cross section measure-
ments have been very helpful in pointing out defi-

ciences in differential data (e.g. the (n,p) reaction

on Ti-48). Interlaboratory cooperation (e.g. the
ILRR and IAEA sponsored programs) has been valuable
in upgrading the overall quality of integral data.

The topic of benchmark fields has been reviewed by

Grundl and Eisenhauer (Ref. 3), so only a few items

of interest will be mentioned here.
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Table III provides information about integral
facilities which are generally accepted as benchmark
fields for nuclear data development. Figure 14 shows
the approximate spectral shapes for most of these
fields. The redundancy of several of these fields
is apparent. The available detector response ranges
are limited. However, this is an advantage for in-
vestigating threshold reactions since the truncated
average cross sections for several of these fields
are quite similar. It is sometimes possible to
compare the results of measurements at various
facilities without regard to absolute fluence nor-
malization by considering reaction rate ratios.

The best known field is that of Cf-252 spontaneous
fission. This field has the advantage that absolute
source strengths can be measured readily. The spectrum
is not well known <0.25 MeV or >8 MeV. None of the
benchmark fields in Table III are of much value for
investigations above ~10 MeV except for d + Be.
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Fig. 13 The integral approach to dosimetry data development [after Fabrv
et al., Ref. 55).

Table III. Benchmark fields for dosimetry cross section development [after
Grundl and Vlasov, Refs. 3 and 56].

Benchmark

Neutron Field
Average
Energy

Energy Range
for Data Testing

Available
Fluxes

Status of Group-Flux
Spectrum Characterization

^^•^Cf sponta-
neous fission
neutrons

2.13 MeV 0.1 to -18 MeV ~(l-3)xlO'
n/sec

±13%, E<0.25 MeV
±2%, 0.25<E<8 MeV

±9%, 8<E<12 MeV
±10%, 12<E<15 MeV

pure
thermal
fission
neutrons

1.97 MeV 0.1 to -18 MeV <lxl0'3
n/cm^/sec

±15%, E<0.25 MeV
±2-5%, 0.25<E<8 MeV
±5%, 8<E<12 MeV
±10%, 12<E<15 MeV

Near 1/E

(ISNF/CV)

0.75 MeV 0.4 eV

to 0.1 MeV
-1.6x10'
n/cm^/sec

±5% over range

Sigma-Sigma 0.76 Mev O.Cl to -18 MeV -7x109
n/cm^/sec

±15%, E<0.1 keV
±5%, 0.1 keV <E<2 HeV

±5%, E>2 MeV

ISNF -1 HeV 0.008 to -18 MeV -0.8x10'
n/cm^/sec

±5%, E < ~2 MeV
±2-6%, 2<E<12 HeV

Big Ten 0.58 0.01 to -18 MeV lO'-lO"
n/cm^/sec

±5%, 0.05<E<2 HeV
±5%, E>2 HeV

CFRHF 0.76 0.01 to -18 MeV <10"
n/cm^/sec

±15%, ECO. 01 MeV
±5%, 0.01<E<2 MeV
±5-10%, E>2 MeV

VAYOI 1.5 0.01 to -18 MeV <10'2

n/cm^/sec
±5-20%, 0.01<E<18 HeV

Tapi ro 1.5 0.01 to -18 MeV -IxlOU
n/cm^/sec

±5-20%, 0.0KEC18 MeV

Accelerator
d t Be

-0.4 Ed 1 to -30 MeV <1 X 10'2

n/cm^/sec
±10-30%, 1<E<30 HeV

The field from pure thermal neutron fission of

U-235 is less well known, but knowledge of the spectrum
of this field is extremely important since it is used
not only for cross section validation, but also in

reactor transport calculations. The Cf-252 and U-235
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spectra have been evaluated in a very important study
by Grundl and Eisenhauer (Ref. 57). The results of

their work appear to have been confirmed by most
integral tests during the last four years although
there has been some dissent (e.g. Ref. 58). Various
representations of the U-235 fission spectrum which
have been used during the last few years differ con-
siderably from each other above ~7 MeV (see Fig. 15).

The recent ENDF/B-V evaluation (a Watts function) does
not differ seriously from the NBS evaluation of Grundl
and Eisenhauer. Uncertainty in the shape of the U-235
fission spectrum has led to considerable confusion in

the area of differential-integral data comparisons-
especially for high threshold reactions. For the same
reason, fission reactor spectra are poorly known at

high energies. Fission spectrum measurements are
useless for testing high threshold differential data,

but good quality differential cross section determina-
tions for these reactions may eventually help to define
fission spectra above 10 MeV to suitable accuracy.

0.001 T 1—I I I I I I

0.001 0.01

Fig. 14. Approximate spectral shapes for several integral benchmark fields
[most of this material comes from Fabry, Ref. 55].

150

100-

50-

-50

— ENDF-V

ENDF-IV

Maxwellian
Eav= 1.97 MeV /

/

10
"T
15

E, MeV
Fig. 15. Several representations of the U-235 fission spectrum plotted
relative to the NBS evaluation from Ref. 57.

Nearly pure U-235 spectra can be obtained by using
small enriched uranium converters in reactor thermal
column cavities; the thermal neutrons are excluded by
Cd shields (Fig. 16A). Tailored cavity spectra can
be generated by using scatterers of carbon, boron or
cadmium (Fig. 168). The geometries and scattering
cross sections for these cavities are well known so

their spectra can be calculated reliably using trans-
port methods. Other reactor benchmarks do not possess
these advantages. The geometries are more complex and
scattering in Fe and U produce uncertainties because
of inaccurate knowledge of the cross sections. Uncer-
tainties in uranium inelastic scattering have been a

major source of difficulty in characterizing these
fields (e.g. see the effect of changes in U-238
inelastic scattering on CFRMF in Figs. 17 and 18).

N 235^j y, Benchmark
(5 cm dia

Fig. 16. Representative cavity benchmark fields: A - The U-235 field at Mol

,

B - the NBS ISNF [after Grundl and Eisenhauer, Ref. 3].

E„,MeV

[Ref ^59]
generations of ENOF evaluations for U-238 inelastic scattering
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Fig. 18. Change in the CFRMF neutron spectrum produced by converting from

ENOF/B-III to IV cross sections. Most of the effect is due to U-238 inelastic

scattering [after Rogers, Ref. 38].

Data testing in the integral fields produced
by bombarding thick Be targets with deuterons is

underway on a limited scale for fusion applications.
The opportunity to use pulsed beams and time-of-f 1 ight

methods to measure spectrum shapes is an important
feature of this work. This effort should be encouraged
so that the methodology can be developed, however the
results will continue to be affected for the forseable
future by the totally inadequate knowledge of differen-

tial cross sections above 20 MeV (Refs. 32, 60).

Evaluations

The widespread availability of comprehensive dif-

ferential data evaluations such as those provided by

ENDF (U.S.A.) and KEDAK (F. R. Germany) has eliminated
several discrepancies which could be traced to use
of inconsistent differential cross sections. Evalua-

tions of integral cross sections are also useful, but

far less work has been done in this area. Continued
evaluation effort should be encouraged. It is hard to

find people who are willing and able to perform these
evaluations. More international collaboration is recom-

mended and cooperation between theorists and experi-
mentalists is essential.

Some Remarks on the Status of

Cross Section Data for Dosimetry

Four categories of nuclear data are of interest
for dosimetry applications. These are: i) radioactive
decay data, ii) fission mass yield data, iii) differ-
ential cross section data, and iv) integral cross
section data. There are many lists of reactions con-
sidered important as dosimeters. The compiled list
of all separate lists is intractable. Table IV repre-
sents an attempt to produce a list of those reactions
which appear most often on other lists. This is still

a very long list and the ENDF/B Dosimetry File is a

small subset (39%). The number of reactions which
are thought to be adequately known for applications
(Category I or I Candidate) is smaller still (18%).
Reactions with thresholds >10 MeV are of marginal inter-
est for fission applications, yet they constitute ~25%
of the list. If one accepts this list as the goal for
nuclear data development, then <20% of the needed work
has been accomplished. Actually the situation is worse
than this when the need to advance to ~40 MeV is con-
sidered.

The list of requisite decay data for dosimeter
applications is also impressive (Table V). If one
arbitrarily assumes that decay half lives should be

Table IV. Reactions useful for neutron dosimetry. Approximate effective
threshold energies (MeV) are shown where applicable.

Reaction

Li-6(n, total He)
B-10(n, total He)

F-19(n.2n)F-18
Na-23(n.G)Na-24
Na-23(ii,2ri)Na-22

Hg-24 n,p)Na-24
Al-27(n. total He)
Al-27(n.p)Mg-27
Al-27(r,A)Na-24
P-31(n,p)Si-31
S-32(n.p)P-32
S(n, total He)
Cl-36(r,G)Cl-36
Cl-35(n,A)P-32
A-40(n,G)A-41
Sc-45(n,G)Sc-46
Sc-45(n.2n)Sc-44iii

Ti-46(n,2n)Ti-45
Ti-46(n,p)Sc-46
Ti-47(n.p)Sc-47
H-47(n,n-p)Sc-46
Ti-48(n.p)Sc-48
T1-48(n.n-p)Sc-47
Cr-50(n,G)Cr-51
V-51(n,G)V-62
Hn-55(n,G)Hn-56
Mii-55(n,2n)Hn-54
Fe-54(n,A)Cr-51
Fe-54(n.p)Hn-54
Fe-56{n.p)Hn-56
Fe-58(n.G)Fe-59

•-ENOF/B Dosimetry File / I-Category I / IC-Category I Candidate / [...]-Useful Product

Table V. Decay data required for dosimetry applications: L - (Ref. 61),
H - (Helmer and Greenwood, Ref. 38). Half life uncertainties io.5% and
principle gaima-ray branch uncertainties il% are underlined. Bracketed
isotopes are fission products.

—

t

Reaction

* Fe(n, total He) 1

* _ Co-59(n,G)Co-60 •IC

10.9 Co-69(n,A)Mn-56 •IC . 5
* _ Co-59(n,2n)Co-58 * 10.6

13 Co-59(n.3n)Co-57 19.1

5 Co-59(n,4n)Co-56 30.5

4.9 Co-59(n.p)Fe-59 2.5
* 2.3 Ni-58(n,p)Co-58 *tc 0.3
•I 4.9 Ni-58(n,2n)N1-57 *I 12.5

1 .5 Ni-58(n,3n)Ni-56 22.9
*IC 1.5 Ni-60(n,p)Co-60 * 3.3

1 .5 Ni-60(n,2n)N1-59 11 .6
_ Ni(n, total He) -=0.5

3 Cu-63(n.G)Cu-64 * _

_ Cu-63(n,A)Co-60 * 3.0
* - Cu-63(n.2n)Cu-62 1 10.9

11 .9 Cu-65{n,2n)Cu-64 10.1

13.2 Cu(n, total He) 2.5
• 2.5 Zn-64(n.p)Cu-64 1

*
1 y-89(n,2n)»-88 11.5

* 10.8 V-89(n.3n)V-87 21 .2
* 4.5 Zr-90(n,p)V-90ni 4.5

11.7 Zr-90(n,2n)Zr-89 12
Zr-90(n,3n)Zr-88 21.3
N5-93(n,n')Nb-93m 0.03
Nb-93(n,2n)Nb-92ra 9

10.5 Rh-103(r,n' )Rh-103m IC 0.04
1 Ag-107(n,2n)Ag-106m 9.7

0.8 Ag-107(n.3n)Ag-105 17.5
*I 3.7 Ag-109(n.G)Ag-110m

In-n5(n,n')In-115m •IC 0.34

React! on cH
In-115{n,G)In-116m
I-127(n.G)I-128
I-127(n,2n)I-126 9.3
La-139(n,6SLa-140
0y-164{n,6)0y-165
Tm-169{n,2n)Tin-I68 8
Tm-169(n,3n)Tiii-167 14.9
Tm-169{n.4n)Tm-166 23.6
Lu-175(n.2n)Lu-174 7.7
Lu-176(n,3n)Lu-174 14

Lu-175(n.G)Lu-176Tn
Lu-176(n.G)Lu-177ni
Ta-181 (n.G)Ta-ie2
H-186(n,G)W-187
Au-197(n,G}Au-198 *I

Au-197(n.2n)Au-196 8.5
Au-197(n,3n)Au-195 16
Au-197(n,4n)Au-194 25
Au-197(n.5n)Au-193 30.1

Hg-199(n,n' )Hg-199m 0.53
Th-232(n,f )F.P. <0.5
Th-232(n.G)tPa-233] *

U-234{n.f)F.P. <0.1
U-235{n.f)F.P. •IC
U-236(n.f)F.P.
U-238{n.G)rNp-239] *IC
U-238{n.2n)U-237 6

U-238{n.f)F.P. *I <0.5
Np-237(n.f)F.P. •I <0.1
Pu-239 n,f)F.P. *I

Aiii-241(n.f)F.P.

Activity MeV

(0.4%)
(0.02%)

(0.3%)

(0.2%)
(1.5%)
0.7%
(0.3%)
(0.1%)
(0.09%)

(0.2%)

(0.5%)
(0.08%)

(0.6%)
0.5%)
(0.05%)

(0.05%)

(0.2%)
(0.6%)

(0.3%)

(0.1%)
(0.3%)

(1%)
(072%)
(0.1%)
(U5%)
(0.2%)

(0.1%)

(0.2%)
(0.3%)
(1.1%)
1.3%
(0.3%)
(1.6%)

0.511 (Beta +)

1.275
1.3686
0.8438
1.2662
Beta -

Beta -, EC

1.2936
0.2712
0.7196
0.8893
0.1594
0.9834
0.3201
1.4341
0.8348
0.8468
0.1584
0.1221
1.3776
0.8108
1.0992

EC

1.3325
0.511 (Beta +)

0.511 (Beta +)
0.4848
1.8360
0.3937
0.9092
0.4795
0.9344
IC

0.7567
0.7433
IC

0.4971

0.443
0.512
0.512
Beta -

0.6577
0.3362
1.2935
0.3886
0.4429
0.2282
0.6616
1.5962
0.5374
0.1454
0.2933
0.6965
0.1335
0.095
2.0527
0.2078
0.198
1.242
0.088
0.105
1.1213
0.4795
0.256
0.328
0.099
0.3557
0.158
0.3119
IC

0.2776

1.94

0.9993
0.99993
0.717

0.0007
<0.0001

0.9916
0.866
1.54(-3)
0.99984
0.690
0.99987
0.0983
1.00
0.9997
0.9887
0.988
0.856
0.776
0.9944
0.561

0.99980
1.956

0.38
0.92
0.9934
0.973
0.9901
0.91

0.992

0.546
0.929
<0. 00068
0.89

0.12
0.864
0.205

0.944
0.459
0.848
0.35
0.16
0.89
0.853
0.9540
0.244
0.49
0.47
0.01342
0.110
0.036
0.2
0.41
0.50
0.06
0.087

O.IZ
0.351
0.21
0.07
0.61
0.11
0.877

0.523
0.37

(0.2%)

(0.02%)
(0.002%)

Si

(0.02%)
(0.2%)
(7-8%)

(0.002%)

(3-6%)
(0.002%)

(1.4%)
1%)

(0702%)

(0.04%)
(0.1%)
(0.5%)

(1%)
(0701%)
(1-8%)

(0.003%)
(<0.5%)

(5.3%)
1.1%)

(0.07%)

(0.1%)
(0.04%)
(4.3%)

(0.2%)

(0.9%)

(0.3%)

(1.1%)

(8-3%)
(075%y
(It)

(0.1%)
(0.2%)

(0.6%)

(8.6%)
12.5%)

5.6%)
(0.5%)
(0.08%)
1.2%)

(8.5%)

(11.1%)

10%)

(274%)

(10.3%)

8.3%)
lT74%T

(978%)

SI
(273%)

1%)

(t74%)

0.143 (1.4%)
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known to better than 0.5%, and the yield of the

principle decay gamma ray should be known to better

than l7o, then it is clear that much work remains to

be done in this area too.

Knowledge of mass yields for fission reactions is

important for passive applications of fission dosim-

eter reactions. The subject has been reviewed in

articles by Maeck et al., Gilliam et al. and Kellogg
et al . (Ref- 62). Fission mass yields are important
for reactor application other than dosimetry and they

have been investigated in both integral and differen-
tial experiments. The accuracies of fission yield
results are no better than the accuracies for rele-

vant decay data (see Table V). Mass yield accuracy
requests are ^2% while the accuracy of the data base

is presently -5-10%. Clearly, much work is needed

in this area to meet the stated objectives.

The available literature was surveyed to see

how many of the ENDF/B Dosimetry File reactions
(Table IV) have been investigated in the benchmark
fields listed in Table III. The results of this
survey appear in Table VI. Notice the limited data
available for (n,2n) reactions. It is also evident
that there has been only limited data testing in the
NBS ISNF and ISNF/CV fields. These facilities are

suitable for testing capture data and should be used
for this purpose.

Table VI, An inventory of spectrum average cross section measurements in

benchmark fields.

l/E Sigma- ^ Accelerator
Reaction Cf-252 U-235 (ISHF/CV) Sigma ISNF Big-10 CFRHF TAYOI Tapiro d*Be

Ll-6{n. total He) • •

8-10{n. total He) • •

Na-23[n,G)Ha-24 *

Al-27{n,p)Hg-27 . . . ....
Al-27(n,A)»a-24 ' • • • • • *

Sc-45(n.G)Sc-46 ...
Ti-46{n,p)Sc-46 3 * • • ... .

Ti^47{n.n-p)Sc-463 . . . . . .

Ti-47{n.p)Sc-473 * • • ... .

TI-48(n,n-p)Sc-473 . . . ... .

Ti-48(n.p)Sc-48 • * • ...
Mn-55{n.2n)Hn-54 "

Fe-54(n,p)Kn-54 • • . * . . .

Fe-56{n.p)Kn-56 • • * • •

Fe-Se(n,G)Fe-59 * *

Co-59{n.G)Co-60 • ....
Co-S91n.2n)Co-58 * *

Co-59(n,A)Hn-56 * * ...
m-59(n.2n)Nt-57

Kl-S8(fi.p)Co-S8 • * • .....
Nl-60(n.p)Co-60 • *

Cu-63(n,G)Cu-64 * • * • •

Cu-63(n.A)Co-60 • * *

Cu-6S(n,2n)Cu-64

ln-115(n.n')In-U5(ii • • • • • • •

ln-115(n.G)Io-116 • • • • '

I-127(n.2n)l-126 •

Au-197(n,6)Au-198 . . . . . . *

Th-232(n.f)F.P. ...
Ih-232(n.G)[Pa-233] *

U-23Sln.f)F.P. • • .... . .

U-Z38(n,f)F.P. ...... .

U-238(n,G)[Kp-239] • .... .

Hp-237(n,f)F.P. • • ...
Pu-239(n.f)F.P. • • ....
^Activation measurements usually produce cross sections for T1{n,X)Sc-46 or Ti (n,X " )Sc-47 rather than Individual components.

^Oulte similar Sigma-Stgma type facilities are found at Mol (Belgium). NISUS (U.K.) and ITN (Romania). This Is a composite
list for these laboratories.

A comparison of integral cross sections with those
calculated using differential data provides an overall

indication of the status of the available data base.

Table VII provides information on the reactions in the
ENDF/B Dosimetry File. Values in this table are based
entirely on ENDF/B-V. It is seen that -29% of the

reactions satisfy dosimetry goals, ~34% are known to

not satisfy dosimetry goals, and a lack of integral

data makes it impossible to reach a conclusion for -37%

of these reactions.

Table VII. Comparison of integral and differential cross sections using
ENDF/B-V data [after Magurno, Ref. 63].

Rsdct i on ^ig
""^CALC
(inb)

Si a Ava
**

(mb)

n-ffui Tierence

Li-6(n, total He) 453.10
B-10(n, total He) 483.36
Na-23(n,G)Na-24 0.268
Al-27(n,p)Mg-27 4.26 3.86±0.25 +9.4%
Al-27(n,A)Na-24 I 0.720 0.705±0.040 +2.1%
Sc-45(n,G)Sc-46 5.27
Ti-46{n,p)Sc-46 11.18 11.80±0.75 -5.5%
Ti-47(n,n-p)Sc-46 0.0084
Ti-47(n.p)Sc-47 22.48 19.0±1.4 +15.5%
Ti-48(n,n-p)Sc-47
Ti-48(n,p)Sc-48

0.0014
0.282 0.300+0.018 -6.4%

Mn-55(n,2n)Mn-54 0.202 0.244+0.015 -21%
Fe-54(n,p)Mn-54 IC 81.08 79.7+4.9 +1.7%
Fe-56(n,p)Mn-56 I 1.04 1.035±0.075 +0.5%
Fe-58(n,G)Fe-59 1.64
Co-59(n,G)Co-60 IC 6.02
Co-59(n,2n)Co-58 0.183
Co-59(n,A)Mn-56 IC 0.150 0.143+0.010 +4.7%
Ni-58(n,2n)Ni-57 I 0.0028 0.0058±0.0003 -107%
Ni-58(n,p)Co-58 IC 106.1 108.5+5.4 -3.2%
Ni-60(n,p)Co-60 2.61
Cu-63(n,G)Cu-64 9.31 9.30±1.40 +0.1%
Cu-63(n,A)Co-60 0.558 0.500±0.056 +10.4%
Cu-65(n,2n)Cu-64
In-115(n,n' )In-115m

0.309
IC 179.5 189±8 -5.3%

In-115(n,G)In-116 123.68 134.5±6.0 -8.7%
[-127{n,2n)I-126 1.22 1.05±0.065 +13.9%
Au-197(n,G)Au-198 I 76.60 83.5±5.0 -9.0%
Th-232(n,f)F.P. 75.10 81.0+5.4 -7.9%
Th-232(n,G)[Pa-233] 91.10
U-235(n,f)F.P. IC 1233.71 1203±30 +2.5%
U-238(n,f )F.P. I 304.7 305±10 -0.1%
U-238(n,G)[Np-239] IC 69.37
Np-237(n,f)F.P. I 1350.00 1312+50 +2.8%
Pu-239(n,f )F.P. I 1790.66 1811±60 -1.1%

Differential cross sections and Watts U-235 thermal fission
neutron spectrum from ENDF/B-V.
Supplied to B. Magurno (BNL) by W. McElroy (HEDL). Values
come from an evaluation by A. Fabry of integral data for a

^^^pure U-235 thermal fission neutron spectrum.
Difference = (Sig Avgj,^|_j, - Sig Avg^^^^jl/Sig Avg(,^|_^ expressed

in percent. Values underlined indicate discrepancies exceeding
5% (or 10% for high threshold).

Conclusions

Damage dosimetry accuracy requirements have become
stringent. Uncertainties in basic nuclear data will
probably prevent realization of stated goals for the
near term. Greater emphasis on quality rather than
quantity of data is needed. It will be necessary to
reduce the lists of requested cross section data rather
than to expand them as has been the past trend. This
should be possible if users assess their needs carefully
and refrain from asking for every conceivable type of
information which might be related to their specific
application -and focus on important requirements.
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DISCUSSION OF INTEGRAL EXPERIMENT C/E DISCREPANCIES*

L. G. LeSdge and R. D. McKnight
Argonne National Laboratory
Argonne, Illinois 60439

Calculation-to-experiment discrepancies for several key integral parameters
measured in ZPR fast critical assemblies are examined. Discussion includes a brief
review of experimental and calcul ational methods and an estimate of their uncertain-
ties. Comparison of the bias between the calculated and experimental values with their
combined estimated uncertainties is used to infer nuclear data deficiencies. Several
of these C/E discrepancies indicate probable errors in the ENDF/B-IV nuclear data
files.

[Keywords: integral experiments, ZPR critical assembly, ENDF/B-IV, delayed neutron data, eigen-
value, reaction rate ratios, reactivity worths, ^^^U Doppler.]

INTRODUCTION

The purpose of this paper is to compile a list of

some of the key calculation-to-experiment (C/E)

discrepancies from the ZPR fast critical facilities at

Argonne National Laboratory, to discuss the possible
sources of these discrepancies and to identify those
experiments that suggest deficiencies in the nuclear
data. The experimental results will be limited to

those from the ZPPR facility at ANL (Idaho) and the
ZPR-6 and -9 facilities at ANL (Illinois). With only
a few exceptions (which are noted) the calculations
presented are based on ENDF/B-IV nuclear data. The
parameters considered include the eigenvalue, three
key central reaction rate ratios, three small sample
central reactivity worths and the ^ssy Ooppler reac-
tivity worth. These particular parameters were chosen
for several reasons. Both experimental and calculated
values are available for a series of clean assemblies,
and they are largely material- or spectral -dependent
quantities rather than configuration-dependent (e.g.,
large-region sodium void reactivities).

In going through an exercise such as this the
deficiencies in experiments and calculations are once
again brought home. These will be pointed out, and
areas where additional work is in-progress, planned or
needed will be identified. Very little new data is

presented in this paper. Nearly all the results have
been published previously, although in some cases the
values have been adjusted slightly so as to correct
all results for a consistent set of effects (e.g.,

transport correction, streaming correction, etc.).

The methodology used to identify the experiments
that suggest nuclear data deficiencies is as follows.
The uncertainties in the results due to experimental
methods and cal cul ational methods are examined in a

generic way with emphasis on the work which has been
done recently to either validate or set limits on
these uncertainties. Pessimistic assumptions are
used in order to scope the range of possible uncer-
tainties. If the total discrepancy in the parameter
is significantly more than that which can be ascribed
to the combined experimental and calcul ational methods,
a deficiency in the nuclear data is suggested. For
some parameters this will be the case, while for
others the total discrepancy could be explained by the
uncertainties in the experimental and/or cal cul ational
methods. For these cases nuclear data may be contrib-
uting to the C/E discrepancies but it is less certain.
Further, it is clear that a C/E of unity for a para-
meter does not prove that the nuclear data is correct,
but could result from cancellation of errors.

It is also important to be clear regarding what
this paper does not attempt to do. It is not a

detailed reevaluation of the uncertainties in the
individual C/E values. The uncertainties are dis-
cussed generically in the text but are not listed for
the individual values in the tables of C/E's. Further,
this paper does not attempt to indicate which indi-
vidual cross sections are contributing to the C/E
discrepancies. It does attempt to assess the degree
to which the integral experiment results are or are
not in agreement with predictions based on ENDF/B-IV
nuclear data.

POSSIBLE SOURCES OF DISCREPANCIES

The possible sources of calculation-to-experiment
(C/E) discrepancies for fast integral experiments and

calculations are outlined in Table I. Three general

categories (i.e., experimental methods, cal cul ational
methods, and nuclear data) are used, however, the
distinction between experimental methods and calcula-
tional methods must be defined. In general, the
experimental methods include only the "as-built" or
"as performed" experiment, and calculated experimental
corrections, such as corrections for local effects,
are included in the calcul ational methods. For the
reaction rate ratio measurements both the measurement
of point absolute reaction rates using foils and the
derivation of the cell-average reaction rates are
included in the experimental methods, since the cell

averaging is largely based on additional experiments.

The data processing and cross section homogeni-
zation subtitle (under calcul ational methods) includes
all the calculations required to convert the data on

the nuclear data files to broad group cross sections
used in the reactor calculation. Specifically this
includes the homogenization of the heterogeneous
platelet unit cell in such a manner that the resultant
broad group cross sections preserve the integral
properties of the unit cell such as k^, leakage,
and cell-average reaction rates.

The calculation of the experimental modeling is

important for the ^^sy Doppler and the small sample
reactivity worth measurements since moderately large
samples are used, resulting in local flux distortions
of a few percent. The experiment modeling calculation
is relatively unimportant for the foil reaction rate
measurements.

The reactivity scale conversion factor has been
included as part of the nuclear data category since it

is determined by the delayed neutron parameters; here

*Work performed under the auspices of the U. S. Department of Energy.
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TABLE I. Possible Sources of Calculation-to-Experiment Discrepancies

Eigenvalue (kgff

)

Reaction Rate Ratios Small Sample Reactivity Worths 238u Ooppler Reactivity

Experi mental

Methods

-Knowledge of Core Loading and

Configuration

-Measurement of Absolute Point Reaction Rates

and Ratios from Foil Irradiation
-Reactivity Measurement -Reactivity Measurement and

'Temperature Measurement

-Reactivity Measurement -Cel 1 -Averagi ng of Reaction Rates -Sample Expansion and Capsule Doppler

Calculational
Methods

-Data Processing and Cross

Section Homogen^zation
-Data Processing and Cross Section
Homogenization

-Data Processing and Crosi

Section Homogenization
(Must Consider Adjoint as

Well as Flux)

-Data Processing and Cross Section
Homogenization (Must Consider
Adjoint as Well as Flux)

-Global Core Calcul ation -Global Core Calculation -Global Core Calculation -Global Core Calculation

•Geometrical Approximation
(Cyl indricalization)

-Experiment Modeling (Calculation of

Local Distortions)
-Experimental Modeling

(Calculation of Local

Di stortions

-Experimental Modeling
(Calculation of Local

Di stortions

•Transport Effects

Nuclear Data -Nuclear Data of Constituent
Materials

-Direct: Primary Foil Reaction Cross
Section Data

-Direct: Primary Sample
Cross Section Data

-Direct: ^^^U Resonance Parameters

-Reactivity Scale Conversion
Factor (Delayed Neutron

Data)

-Indirect: Effect of Cross Sections on

Reactor Spectrum

-Indirect: Effect of Cross
Sections on Reactor Flux

and Adjoint Spectra

-Reactivity Scale Conversion
Factor (Delayed Neutron

Data)

-Indirect: Effect of Cross
Sections on Reactor Flux

and Adjoint Spectra

-Reactivity Scale Conversion
Factor (Delayed Neutron
Data)

we distinguish between two components of the delayed
parameters: the total delayed fraction, eeff> and
the relative delayed fractions and decay constants
(a-j,\-j). It is possible to measure both the
effective delayed neutron fraction, geff' and the
relative yields and the decay constants in the critical
assemblies and to use these values in the reactivity
determinations. In practice, however, the 3eff is

always derived from the nuclear data files and this is

the most important of the delayed neutron parameters
used in the reactivity scale conversion factor.
Alternately, values of the relative yields and decay
constants have been derived and used from both the
nuclear data files and from integral measurements, but

the results appear to be relatively insensitive to the
choice. This point is currently being investigated
further.

SUMMARY OF C/E DISCREPANCIES

A brief summary of typical C/E values obtained
using ENDF/B-IV nuclear data to calculate eigenvalue,
central reaction rate ratios, material reactivity
worths, and ^^^U Doppler reactivity is given in Table
II. Included for each parameter are the range, mean

Table II. Summary of C/E Values for Eigenvalue
Central Reaction Rate Ratios and Reactivity
Worths, and ^^^U Doppler Reactivity Worth
in Selected ZPR Fast Critical Assemblies

Mean ± Standard
Integral Deviation of C/E

Parameters Range of C/E Values Values

Eigenvalue 0.9790 - 1.0012 0.9877 + 0.0069

Central Reaction Rate Ratios

1.048 - 1.092 1.077 + 0.013
f25/f49 0.979 - 1.036 1.016 + 0.020
f28/f49 0.909 - 0.988 0.947 + 0.026

Central Reactivity Worths

p(239Pu) 1.08 - 1.28 1.16 + 0.05
p(235u) 1.12 - 1.33 1.19 + 0.05
P{10B) 0.94 - 1.17 1.05 + 0.06

238u Doppler 0.827 - 0.966 0.903 + 0.056

and standard deviation of the individual C/E values
(which are listed in Tables A.1-A.5 of the Appendix)
for a series of ZPR fast critical assemblies. As

noted below, this list of assemblies spans a wide
range of size, composition, fuel type, and energy
spectrum. No attempt has been made to weight individ-
ual values in the determination of these mean and la

values. These mean values do not have a specific
physical interpretation but simply represent typical
values and are provided as an aid to the present
di scussi on.

EXPERIMENTAL METHODS

This section includes a brief description of each
of the four types of experiments evaluated in this
paper. Discussions of the experimental uncertainties
are included in later sections.

The measurements accompanying the eigenvalue C/E
determination are straight forward. At a point very
near critical a precise determination of the actual
loading and configuration of the assembly is made.

Usually this occurs with at least one of the opera-
tional control rods partially inserted. Since the
reference critical configuration is quoted with all

operational control rods removed a small correction to
account for the supercritical ity of the reference
system is made, and the reference kgff is slightly
greater than 1.0. Other small reactivity adjustments
are made to correct the system to a reference temper-
ature and to correct for the fact that the apparent
critical condition in a plutonium fueled assembly is

actually slightly subcritical due to the relatively
large 2'tOpu neutron source.

All of the reaction rate ratio C/E values dis-
cussed herein pertain to unit cell average values
measured at a location in the core where the spectrum
is essentially asymptotic. Measurement of cell

average values eliminates the uncertainties concerning
the flux distortion effects of the cavity and the
counters when fission chambers are used. There are
several steps in the measurement of the eel 1 -averaged
capture and fission rate ratios. First, foils of

uranium and/or plutonium are irradiated at various
locations throughout the unit cell. From this foil

data absolute reaction rates are determined either
with a carefully calibrated foil counting system or by

ratioing to calibrated absolute in-core fission
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chambers.* The reaction rate ditributions in the
unit cell are also obtained from the foil data-

Integrating foils which span the plate thickness are
used to measure the average reaction rate through a

thick plate. Next the absolute cell-averaged reaction
rate for each reaction is determined from the absolute
reaction rates, the reaction rate distribution and the
material atomic number densities for each region of

the unit cell. Cell-averaged reaction ratios are
determined by ratios ratioing eel 1 -averaged reaction
rates.

The»small sample reactivity worths are determined
from the change in system reactivity when the reactiv-
ity sample is either inserted or removed from a small
cavity in the core (near the core center). The
samples are oscillated for a period of time so that
the effects of reactivity drifts caused by core
temperature changes are cancelled. System reactivity
changes are measured either by an inverse kinetics
algorithm or by the change in position of a calibrated
autorod, which has itself been calibrated by an

inverse kinetics or by a period technique. Because
the reactivity measuring system is very precise (with
a reproducibility of about ±0.002 Ih) it is possible
to use very small reactivity samples which result in

no gross perturbation of the core fluxes. The reactiv-
ity samples are usually small cylinders approximately
2 inches long which are positioned in the core so as

to span a 2-inch unit cell. In other cases all or
part of one of the core constituent plates is removed
and its worth measured. The difference between these
two techniques is discussed in a later section of this
paper.

The 2^^U Doppler reactivities are measured in the
same way as the small sample reactivity worths. The
Doppler reactivity is, however, the change in worth of

a ^^^U oxide sample induced by a temperature change in

the sample. In actual practice the change in worth
between Doppler sample and a fixed system reference
configuration is measured. The difference is measured
with the Doppler sample at various temperatures so

that the difference of the differences represents the
reactivity worth associated with the Doppler effect.
The oxide Doppler samples are encapsulated in inconel
cans 12 inches long and 1 inch in diameter. They are
heated electrically (externally) and an elaborate
system is included to maintain temperature stability
in the samples and prevent escape of heat to the
surrounding core region. The Doppler results must be
corrected for thermal expansion of the sample and for
a small Doppler effect in the capsule material itself.
These corrections have been checked experimentally.

ANALYTICAL METHODS

The standard ZPR critical assembly analysis
methods employed by ANL are diagrammed in Fig. 1. The
basic nuclear data (ENDF/B) are processed by the
ET0E-II/MC2-II/SDX codes.i>2,3 eTOE-II refor-
mats the ENDF/B data into libraries for MC^-II and
SDX; MC^-II is a zero-dimensional ~2000 ultra fine
energy group slowing dcwn code which is used to
produce a -200 fine group library for SDX (which
excludes the contributions from heavy element capture
and fission resonances), SDX is a one-dimensional cell
homogenization code which collapses in space and
energy from the ~200 fine group level to produce ~10

ZPR CRITICAL ASSEllBLY

*These are the methods primarily used at the ZPR
facilities at ANL to make reaction rate ratio
measurements. Other calibration techniques based on
the method of thermal calibration or on radiochemis-
try have been used, primarily as checks on this
technique.
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Fig. 1. Diagram of zPR Critical Assembly Analysis
Methods.

to 30 broad group cell-averaged cross sections. As

depicted in Fig. 1, SDX produces three types of broad
group cross sections for use in ZPR analysis:

a. "Cell-average" cross-sections which include
the effects of plate spatial self-shielding
and platewise resonance energy self-shielding

in such a way that unit cell-average reaction
rates are preserved in a calculation in

which the unit cell composition is homogen-
ized.

b. "Detector" cross-sections which include re-

sonance energy self-shielding but do not in-

clude the plate spatial self-shielding ef-

fects.

c. "Plate" cross-sections which are used in the
generation of broad group cell anisotropic

diffusion coefficients.

Broad group cell anisotropic diffusion coefficients

are generated using either the Benoist method'* or the
Gelbard method. ^ The above steps in the ZPR analysis
procedures are depicted with dashed lines in Fig. 1

and together represent the nuclear data processing.
An extensive validation by Wade et al.,^ has shewn

that these cross sections and diffusion coefficients

do (to within a few tenths of a percent) conserve
reaction and leakage rates in the asymptotic part of

the core. This validation study of the ET0E-II/MC2/SDX
homogenization path was based on detailed comparisons
against results produced by high precision Monte Carlo
calculations of the ZPR unit cells. These calcula-

tions were produced by the VIM continuous-energy Monte
Carlo code^ employing the ENDF/B basic data. The
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validation effort has systematically progressed from

homogeneous, zero-leakage tests through models of

infinite arrays of heterogeneous plate or pin-calandria

cells subject to an imposed buckling, and from typical

LMFBR compositions stressing the ~100 keV range

through steam-flooded GCFR compositions which exhibit

a substantial sensitivity to the ~100 eV epithermal

range. The result of the validation tests has been to

foster a high degree of confidence in the correctness

of methods and codes for predicting reaction and

leakage rates in plate and pin calandria unit cells

located in an asymptotic spectrum.

The resultant broad group nuclear data is used in

either diffusion theory (with and/or without aniso-

tropic diffusion coefficients) or transport theory

calculations of the reactor model. Generally, RZ

models are used to analyze the critical mass experi-

ment, central and axial traverses of reaction rates

and small sample worths, and large region perturbation
experiments (e.g., sodium-void or steam entry measure-

ments). Analysis of a core containing simulated

control rods or control rod positions utilizes an RZ

model of the assembly to obtain region- and group-

dependent bucklings for use with a detailed XY model.

This method has been found to give excellent agreement

with three-dimensional (XYZ) modeling. Generally, XY

models are used to analyze the reaction rate and small

sample reactivity worth radial traverse measurements.
Finally, the calculation of some of the measurements
discussed herein require additional modeling (of the
sample and its environment) and analysis to determine
"sample size effects" or local "flux correction
factors ".

EIGENVALUE DISCUSSION

The results presented in Table II indicate
an approximate eigenvalue discrepancy of -1.2% based
on ENDF/B-IV calculations. The absolute 6k uncertainty
in the experimental critical configuration has recent-

ly been under evaluation by Collins.^ When all identi-
fiable contributions to this uncertainty are carefully
considered and combined the total experimental un-

certainty in the "as-built" critical configuration is

less than 0.1% 6k. This value is consistent with
values determined independently in foreign programs.

The uncertainty associated with the eigenvalue
calculation is more difficult to assess. Consider
the corrections or adjustments which would be necessary
to refine a calculated eigenvalue obtained from a

diffusion theory calculation of a homogeneous* model.
These corrections are a strong function of the particu-
lar assembly, however, the following values which are
appropriate for ZPR-6 Assembly 7 will illustrate the

nature of these corrections and approximate uncertain-
ties.

Correction

Cell Homogenization (Including
Plate Heterogeneity)

Streaming
Transport Effects (Including

Sf, and Pp order; Spatial and
Energy Mesh)

Geometry 2D -> 3D

Value ± lo, in 6k

+0.0162 ± 0.0010

-0.0030 ± 0.0003
+0.0018 ± 0.0005

0.0000 ± 0.0005

Total +0.0150 ± 0.0013

Although the overall corrections are large (typically
-1-2% 6k), the overall uncertainty in eigenvalue

*That is, a model in which the cross sections had been
generated for a homogeneous composition as opposed to
a heterogeneous unit cell.

resulting from these corrections is relatively small
(~0.2% «k). This estimate in the uncertainty in

the calculated eigenvalue is valid for a clean, simple
benchmark assembly such as ZPR-6 Assembly 7, and is
reasonable for most of the assemblies (see Appendix)
considered herein. These estimates are derived
largely from the Monte Carlo-based validation of the
ENDF/MC^-II/SDX cell homogenization path."*

Another estimate of the overall uncertainty in
the calculated eigenvalue can be obtained by compari-
son of a "transport/streaming" corrected diffusion
theory solution with a detailed three-dimensional
Monte Carlo calculation. An explicit (i.e., plate-by-
plate) VIM Monte Carlo calculation has been made for
ZPR-9/32. The VIM Monte Carlo calculation eliminates
the data processing and cell homogenization uncertain-
ties (since ENDF data is used directly in the form of
continuous energy cross sections and each individual
plate in the assembly is explicitly modeled). The
corrections for the diffusion calculation for this
assembly are large (-1.7% 6k heterogeneity, -0.2% 6k
streaming, and -1.1% 6k transport) and the resultant
C/E on eigenvalue is 1.0004. The VIM Monte Carlo C/E
is 0.9950 ± 0.0024 (lo). This bias of 0.5% between
the eigenvalue C/E's is a reasonable estimate of the
overall calculational uncertainties for a small leaky
assembly such as ZPR-9/32. Monte Carlo calculations
of some of the larger clean benchmark assemblies are
planned so as to obtain additional insight into the
calculational uncertainty.

It is seen that the overall bias in eigenvalue
C/E of -1.2% is large compared to the experimental and
calculational uncertainties (-0.1% and 0.2 - 0.5% 6k,
respectively). These results suggest that nuclear
data (i.e., ENDF/B-IV) is contributing to the eigen-
value underprediction.

REACTION RATE RATIO DISCUSSION

The C/E values for reaction rate ratios can be
useful in testing the quality of some of the princi-
pal nuclear data used in fast reactor design because
the calculation of these quantities is most sensitive
to only two directly involved reaction cross sections.
As shown in Table II, typical C/E values for c^^ , f25^
and f28 relative to f**^ are -1.08, 1.02, and 0.95,
respectively. As before, we shall review the experi-
mental and calculational uncertainties in these C/E
values to ascertain the likelihood of a discrepancy
due to ENDF/B-IV nuclear data. In this case, however,
the burden (or complexity) has been largely bundled
into the experimental measurement. Namely, through
distribution of activation foils throughout the unit
cell, the cell -average reaction rates are measured
directly; and these are exactly the reaction rates
calculated using eel 1 -averaged cross sections. As
discussed above (and described in detail in Ref. 6),
the ENDF/MC2-II/ SDX cell homogenization path has been
shown to preserve cell average reaction rates to
within ±1%. The experimental uncertainties in measured
cell -average reaction rate ratios of c^^, f25^ gp^j f28
relative to f'*^ are -3.0%.

A few additional points should be considered with
regard to these experimental uncertainties. Inter-

laboratory comparisons of fission foil masses between
ANL (Illinois), ANL (Idaho) and NBS have yielded
excellent agreement (almost always better than 1%).^

However, a current (in-progress) intercomparison
within ANL between the experiments groups of ZPR

(Illinois), ZPPR (Idaho) and FNG (Illinois) indicate a

small discrepancy in the c^s measurements. Plans are
underway to intercompare 238u capture rate measure-
ments between ANL and one or more foreign laboratories.
At the present time, the uncertainty in the ZPR

integral measurements of c^^/ft^ is set at an upper
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limit of ±4%. Finally, a current VIM Monte Carlo
analysis^" of the unit-cell reaction rate measurements
indicates that the measurements might be neglecting
axial edge effects (of structural materials) and
thereby overpredicting f28/fit9 by to 4-5%. This
effect will be evaluated further.

Combining these overall experimental and calcula-
tional uncertainties together for central reaction
rate ratios, the following conclusions may be stated:

a. There does not appear to be a discre-
pancy in the f25/^*9 ratio. The C/E

bias of +1.7% is well within overall
uncertainties of ~3%.

b. The C/E bias of -5.3% for the f28/f'*9 ratio
appears to be significant. However, this
threshold ratio is also ve^^ sensitive to
other nuclear data (than and ).

Furthermore, if the measured values are de-
creased by 4-5% due to edge effects (thereby

raising the C/E by that amount), the discre-
pancy would almost vanish).

c. The consistent overprediction of the c^^/f+s

ratio by ~7.7% using ENDF/B-IV data is large
compared to the combined experimental and
calculational uncertainties (perhaps ±4-5%).

SMALL-SAMPLE REACTIVITY WORTH DISCUSSION

The discrepancy between the measured and calcu-
lated small sample central reactivity worths is well
known. Bohn studied this discrepancy for three
ZPR critical assemblies, ZPR-6/6A, ZPR-6/7 and ZPR-
3/48. Much of the following discussion is based on

his study. 11

The experimental and calculated uncertainties
for the three small -sample reactivity worth materials
are similar enough to allow a combined generic discus-
sion. The only significant source of experimental
uncertainty is the reactivity measurement itself.
Since the system perturbation is small due to the
small sample size, the point kinetic model introduces
essentially no error. Comparisons have been made
between period and inverse kinetics techniques, and
they are in excellent agreement. This simply means
that the algorithms for the two methods have been
properly (or at least consistently) coded. The error
in these measurements, then, is primarily that associ-
ated with counting statistics and curve fitting, and
these are very small. The error in the reactivity
measurements is, therefore, assumed to be no more than
1.0%.

All of the problems associated with experimental
modeling are considered part of the calculational
uncertainty. Bohn considered both a flux distortion
factor and a sample size correction factor. The
calculated corrections for flux distortion were in the
range of 1-2%. The calculated sample size correction
factors were 1-3%, and they agreed with the measured
factors that were available. Based on these values
Bohn concluded that these factors could account for
only 1-2% of the central worth C/E discrepancy. More
recent experimental evidence indicates that the worth
of the fissile material in the fissile plate itself
may be from 1 to 5% more than the worth of the fissile
material in the cylindrical samples normally used in
the small -sample worth measurements. If this correc-
tion is verified, it would have an impact on the
interpretation of the central worth C/E discrepancy.
This effect is apparently due to the relatively large
spatial variations in the flux and adjoint within the
unit cell due to its plate structure. Measurements

are currently underway at ZPR-9, as part of the
Diagnostic Core Program, to experimentally evaluate
the effects of local distortions on small sample worth
values.

The calculations also contribute to the uncertain-
ty through the global flux and ajoint calculations. A
misprediction of flux or adjoint spatial shape can
affect the reactivity normalization (perturbation
denominator) which directly affects the calculated
worth value. Bohn evaluated the radial and axial

fission rate shapes in two of the assemblies, ZPR-6/6A
and ZPR-6/7, and determined that they were predicted
very well. He further considered the measured shape
of a 239pij worth sample in ZPR-6/7 and of a ^^^Cf
neutron source sample in ZPPR-3. Both of these shapes
were well -predicted indicating that the calculated
radial shape of the adjoint flux was not seriously in

error. Based on these results he concluded that the
spatial flux distributions and fission rate shapes did
not contribute significantly to the central C/E worth
discrepancy for the cores considered. Evidence from
ZPPR indicates that spatial fission rate shapes may be
overpredicted by up to 2-3% in the outer regions of

the core relative to the core center for large (i.e.,

ZPPR-9 and ZPPR-10) assemblies. 12 This suggests that
the uncertainty due to the spatial flux and adjoint

calculations should be somewhat larger for the larger-
sized assemblies.

The data processing and cross section homogeni-
zation procedures may also introduce an uncertainty
into the calculated small sample worth. It has been

shown by Wade, as discussed in the previous paragraphs,
that the homogenization procedures used for the ZPR

analysis do produce accurate flux weighted broad group

cross sections. These cross sections preserve eigen-
value, reaction rates and leakage. The proper way to
generate effective broad group cross sections for use

in small sample worth calculations is to use both flux

and adjoint weighting. This is not done in normal ZPR

analysis. Wade and Bucher have shewn, however, that

this does not introduce a significant error for

fissile and absorber sample worths but that the effect
can be appreciable for scattering samples. 13 Since

only fissile and absorber samples are included in this

study no significant contribution to the calculational
uncertainty is predicted.

If the experimental uncertainty is taken as 1%,

the uncertainty due to experimental modeling as 5% and

the uncertainty due to global flux and adjoint shapes
as 2%, then an upper limit for th combined experimental
and calculational uncertainty is ~8%. This is small

compared to the fissile worth C/E discrepancies but

is larger than the boron C/E discrepancy.

The three possible ways nuclear data errors can

affect the central worth C/E values are shown in Table
I. The delayed neutron data used in fast reactor
analysis has long been suspect, but most studies
conclude that there is no solid evidence that the
values should be changed to eliminate the central

worth discrepancy.il 'i** Reduced uncertainty in the

delayed neutron data would be useful, however. The

effective delayed neutron fraction, Beff» can be

measured in the critical assemblies. C/E values in

the range of 0.9 to 1.0 are normally obtained.
This is in the direction to reduce the central worth
discrepancy. It is difficult to access the accuracy
of the integral ggff measurements, however, due to

(1) an apparent difference of about 5% between two dif-

ferent measurement techniques and (2) limited experi-
ence with both techniques. Additional central worth
and integral Beff measurements have recently been

made or are being planned as part of the Diagnostic
Core Program on ZPR-9 and ZPR-6. Simple-composition
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cores for which the only fissionable isotope is either

235u or 239py (i.e., no ^^^U) are part of this program

as is a core with a very high concentration of ^ssy.

The objective is to experimentally isolate, as much as

possible, the effects of 239pu^ 235^ and ^ssy nuclear

data on the small sample worth and Bgff ^/^ discre-

pancies.

Bohn has shown that reasonable adjustments in

the cross section data, primarily for "^^U capture and

inelastic scattering, can result in an appreciable

reduction (up to 10%) in the central worth C/E dis-
crepancy.^^ The adjusted cross section sets (e.g.,

FGL5 from the U.K. and CARNAVAL-III and -IV from

France) also demonstrate that the central worth dis-

crepancy can be largely removed by suitable cross sec-

tion adjustments.

The conclusion from this discussion is that the

fissile central worth discrepancies are large compared

to all identifiable experimental and calcul ational un-

certainties. Further, significant changes in the cal-

culated integral values can result from reasonable, al-

though not necessarily a priori justifiable, changes
in the nuclear data.

Specific comments regarding the individual small-

sample worth measurements list in Table A. 4 are:

a. ZPR-9/32 was a small, relatively hard spec-
trum, leaky assembly. The spatial flux shapes

were not well predicted. The abnormally high

central worth C/E's for this core are believed
to be largely caused by a perturbation
denominator normalization problem resulting
from the misprediction of the flux shapes.

b. ZPR-6/6A and ZPR-9/33 are the only ^ssy fueled

assemblies. The lower C/E values for these
assemblies are consistent with previous ob-

servations for uranium-fueled assemblies.

238u DOPPLER REACTIVITY WORTH DISCUSSION

The 2^^U Doppler measurements have many common
features with the small sample worth measurements.
It is interesting that there is such a large dif-
ference in the C/E's for these two types of measure-
ments. The possible implication of this difference
will be addressed, but first the experimental and

calcul ational uncertainties for the Doppler measure-
ments must be discussed.

For the Doppler measurement, there is an un-

certainty in the determination of the average tempera-
ture in the experimental sample, and there are cor-

rections for thermal expansion of the sample and for a

Doppler effect associated with the Inconel capsule.
The temperature uncertainty is very small and the two

corrections are only a few tenths of a percent each,

for the ^^®U Doppler measurements, so that their un-

certainty is also very small. Therefore, the Dop-
pler experimental uncertainty is essentially the same
as for the small sample worths, aproximately 1%.

Detailed estimation of the Doppler calculational
uncertainty is complicated and will not be addressed
in this paper. It is clear, however, that it must be

at least as large as for the small sample worth
measurements and is probably somewhat larger. The

Doppler samples are larger so that the local perturba-
tions are larger. Further, there are additional
effects that must be calculated. These include
items such as the sample/core hot/cold resonance
interaction effects. An analytical study of the
effects of Doppler broadening of the scattering

resonances is in progress. These additional correc-
tions add to the total calculational uncertainty.

A strong case for nuclear data error can not
be made from the 238[j Doppler measurements. The
C/E discrepancy of approximately 10% is not large
with respect to the maximum combined experimental
and calculational errors.

It should be noted that if there are nuclear
data errors (as for example in the delayed neutron
data) that affect the reactivity normalizations, then
these errors would affect equally the small sample
central worth values and the Doppler values. The fact

that the C/E's for these two measurements are signi-
ficantly different doesn't rule out errors in the
delayed neutron parameters. It does strongly imply

additional discrepancies between these two measure-
ments, however.

Two explanations for the inconsistency between
the Doppler and small sample worth measurements are
suggested. One is that there are discrepancies in the
238u resonance parameters relative to the capture and

fission cross sections of the fissile materials.
Another is that the low-energy real and/or adjoint
spectra in the critical assemblies are being under-
predicted relative to the core average real and
adjoint spectra. The possibility of this effect is

also suggested by the lower C/E for the central

worths (~1.05) which is also a low energy indicator,
but not as strong a one as the Doppler worth.

Neutron energy spectrum measurements are made in

the ZPR critical assemblies by means of proton recoil
spectroscopy, but their low energy cut-off is in the

Doppler range, at a few keV, and their experimental
uncertainty increases appreciably near their low

energy cutoff. The spectrum measurements, therefore,
do not provide a good measure of the Doppler range
spectrum. It has been calculated that, for a typical
fast reactor spectrum, about 80% of the sodium capture
occurs in the 3 keV resonance. This is clearly in the
238u Doppler energy range of approximately 1 to 25

keV. A measure of the ratio of sodium capture
to 2^^U fission would be a good index of low energy to
total real flux, and would provide another check on

the low energy spectrum. Techniques for this measure-
ment are being developed, and measurements are planned
for the Diagnostic Core Program.

Specific comments regarding the individual
Doppler measurements listed in Table A. 5 are:

a. The three Doppler measurements in relatively
hard neutron energy spectra, ZPR-9/31

,

ZPPR-2 (Na-voided), and GCFR-II, have

significantly lower C/E values. This
implies an underprediction of the Doppler
range flux in these assemblies relative to

the other assemblies.

b. Calculational techniques used to predict the

ZPPR Doppler measurements are somewhat dif-

ferent than those used to predict the other
cores (see footnote b of Table A. 5). Ini-

tial comparison calculations indicate little
difference in the calculated results but a

more thorough check is planned.

NEACRP INTERNATIONAL COMPARISON CALCULATIONS

All of the calculations discussed thus far have
been based on ENDF/B-IV nuclear data (and ANL/ZPR
analysis methods). It is interesting to know how
these calculations might compare with calculations
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based on other nuclear data files. The results of the
NEACRP international comparison calculation of a large
sodium-cooled fast breeder reactor make it possible to
relate ENDF/B-IV calculations to results obtained with
other nuclear data files used throughout the world.
Sixteen solutions to this NEACRP benchmark model were
obtained from ten participating countries. Of these
sixteen solutions, ten used evaluated nuclear data

files (i.e., non-adjusted data sets) including four
solutions based on ENDF/B-IV; six used adjusted data

sets. A detailed comparison of the NEACRP benchmark

calculation is given in Ref. 15.

Several points are noteworthy about the benchmark
results. The benchmark calculations have no correspond-
ing measured or experimental values for comparison.
The mean values calculated from the sixteen submitted
solutions lack physical meaning; however, the spread
of the solutions (as indicated by the standard devia-
tion) is of interest. Since the calculational model

was precisely defined, the source of these differences
should lie in the multi group data used by each partici-
pant. Furthermore, the comparison of the ENDF/B-IV
results with adjusted data set results is interesting
because as the end result of the adjustment process
the C/E discrepancies discussed above (eigenvalue,

c^/f^, and fissile central reactivity worths) are not

observed (or are small) with the adjusted data sets.

For the present discussion, we shall compare some
of the ANL results with the adjusted data set results
of Winfrith (UKAEA) and Cadarache (France). These
particular sets were chosen somewhat arbitrarily,
because they are well-known and extensively tested
against critical experiments. These results are shown

in Table III. The UKAEA solution used the FGL5
nuclear data file; the CADARACHE-1 and CADARACHE-2
solutions used the CARNAVAL-III and -IV data files,

respectively. The mean value and the standard devia-
tion of the results (of all sixteen submitted solu-
tions) are presented in the top two lines of Table
III. In the remainder of the table, the percent
differences from the mean value for each parameter and

solution are listed.

The la spread in calculated eigenvalue for
the benchmark model is 1.3%. The ENDF/B-IV (ANL

solution is 1.2% below the mean, while the CARANAVAL-
III and -IV and FGL5 solutions are well above the
mean. The CARNAVAL-III and FGL5 eigenvalues are almost
4% higher than ENDF/B-IV. There is a similar, though
slightly larger, spread in values of k^. This
eigenvalue bias between ENDF/B-IV and the adjusted
data sets is much greater than the bias between the

calculated eigenvalues among these participants.
However, integral information used by participants in

testing their data files has been obtained in cores
much smaller than the NEACRP 1250 MWe reactor bench-
ma rk.

There is a lo spread of -4% in the reaction
rate ratios c^^/f"*^ and f28/f'*9. The CARNAVAL-III and
FGL5 values for c^S/f'*^ g^e 3.4% and 4.2%, respec-
tively, below the ENDF/B-IV value. The CARNAVAL-IV
value is 1.1% smaller than the CARNAVAL-III value.
This bias between ENDF/B-IV and the adjusted data sets
for c^^/f"*^ is almost totally due to the differences
in o^? One-group-averaged values of
for the NEACRP benchmark for FGL5, CARNAVAL-III and
-IV were 5.1, 4.7, and 3.7% smaller than ENDF/B-IV.
The ENDF/B-IV values for f^/fS are similar to both
the CARNAVAL-III and -IV results, but 7% smaller than
the FGL5 value.

It was expected that the central worth values
of Plutonium calculated by the adjusted sets would be
-16% lower than the ENDF/B-IV values. This would
be consistent with the central worth C/E discrepancies
obtained with ENDF/B-IV-based calculations and the
elimination of the discrepancy with FGL5 and CARNAVAL
based calculations. In fact, the central worths
calculated by the adjusted sets were from 5.1% to 6.9%
higher than the ENDF values. This apparent inconsis-
tency can be partially explained by differences in the

Beff values (the CARNAVAL-III values were 5.5%
higher and the FGL5 values were 7.0% higher than
ENDF/B-IV) combined with differences in the calculated
spatial flux shapes which result in differences in

central reactivity normalization of up to 10%. An

unexplained 5-10% inconsistency remains, however.

The la variation of the ^ssy Ooppler values
is ~H%. The differences between ENDF/B-IV and the
adjusted sets range from 1-5%, with the largest
difference (7.5%) being between the CARNAVAL-III and
-IV solutions.

The results of the NEACRP exercise demonstrate
the degree of variation in the integral parameters
that results from reasonable variations in the nuclear
data. It is a measure of the differences in the
nuclear data files and/or processing codes in the
participating countries. It is related to, but not a

measure of, the uncertainty in the calculation of
LMFBR parameters. The brief review included in this
paper was intended to illustrate the differences
observed between ENDF/B-IV calculations and calcula-
tions based on other nuclear data files for the NEACRP
benchmark model

.

TABLE III. Comparison of NEACRP Benchmark Calculations Using the ENDF/B-IV, CARNAVAL-III,

CARNAVAL-IV, and FGL5 Nuclear Data Files

keff kJIC) c8/f9 f8/f9 p(239pu) p(lOB) 238u Doppler

Mean^
Std. Deviation (%)

1.005
1.29

1.124
1.83

0.166 0.0222 118.7 -78.2

3.74 3.97 3.71 -5.50
-0.00729
10.84

Solution
Nuclear

Data File Ak X 102 Percent Difference Relative to the Mean^

ANL
CADARACHL-1
CADARACHE-2
UKAEA

ENDF/B-IV
CARNAVAL-III
CARNAVAL-IV
FGL5

-1.205
1.615
0.765
1.723

-1.578
2.814

2.695

0.37 -1.43 -0.9 -5.0

-3.43 -2.34 4.2 5.3

-2.34 -1.12 6.0 6.0
-4.24 5.92 4.7 2.9

-1.46

3.48
-4.07
-0.09

^This value represents the mean of all sixteen submitted solutions.
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SUMMARY AND CONCLUSIONS

This paper has reviewed the status of calculation-
to-experiment discrepancies for several key integral

measurements from the ZPR fast critical facilities at

ANL. Discussion of the C/E bias for each parameter
has included a brief review of the measurement and

calcul ational methods, including estimates of their
uncertainties. The uncertainties were considered
generically, and generally-pessimistic assumptions
were made in order to scope the possible range of

uncertainties. Comparison of the combined uncertain-
ties with the C/E bias has been used to infer possible
nuclear data deficiencies.

For most of the parameters considered, a rather
consistent C/E bias is observed. Specifically, for
eigenvalue, c28/f9, f28/ft9^ p(235pu), p(iOB),

and 238u Doppler worth, the C/E bias is greater than
the lo variation in the C/E's. The ratio of C/E bias
to its la spread is ~2 for eigenvalue, ~3 for fissile
reactivity worths, and ~6 for c^s/f'*^. For the other
cases considered, the C/E discrepancies were not large
compared to the combined experimental and calculation-
al uncertainties. For the purposes of the simple
exercise attempted in this paper no clear-cut conclu-
sions can be drawn from these cases.

A review of each of the integral parameters
yielded the following conclusions.

Eigenvalue

•The experimental uncertainties in the measured
critical mass and configuration are very small

(<0.1% 6k).

•Estimated calculational uncertainties range
from -0.2 to 0.5% 6k.

•ENDF/B-IV nuclear data is a likely contribu-
tor to the general underprediction of eigenvalue
(by -1.2% 6k).

Reaction Rate Ratios

•The consistent overprediction by ~8% of
(-as/ftg -js greater than combined experimental
and calculational uncertainties (~4 to 5%).

•The fission ratio f'^^/f^^ is well predicted,
however, the threshold ratio, f^^/f^^, is

underpredicted by ~5%.

Central Reactivity Worths

•The traditional C/E discrepancy for central
reactivity worths (1.15 - 1.20 for 239pu gp^j

235u; 1.05 for ^°B) is apparent.

•The C/E bias for the fissile sample reactivity
worths is large compared to the combined experi-
mental and calculational uncertainties (~8%).

238u Doppler Worth

•The C/E bias for 238u Doppler worth (-10%) is
not large compared to possible experimental and
calculational uncertainties.

Finally, a brief comparison of the calculated
values obtained with ENDF/B-IV and the calculated
values obtained with other nuclear data files has been
made using the recent NEACRP benchmark calculations.
These comparisons indicate reasonable adjustments in
nuclear data can be made that reduce C/E discrepancies
in several integral results (e.g., eigenvalue and
c28/f^9).

In this paper a broad range of experimental
results was considered to achieve a limited ob-
jective -- that of determining the degree to which
the ZPR integral experiments indicate error in the
ENDF/B-IV nuclear data base. Based on the comparisons
for several of the parameters it appears that there
are either significant errors in the nuclear data,
unidentified errors in the experimental or calcula-
tional methods, or both. In several cases additional
calculations or experiments are suggested (some are
planned) which should further isolate the sources of
the C/E discrepancies.
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APPENDIX

The following tables provide C/E values for a

series of ZPR fast critical assemblies. Although data
from a considerably longer list of assemblies is

available, these selected assemblies span a wide range
of size, composition, fuel type, and energy spectrum.
Note that of the assemblies listed in Table A.l, the
first two are 239pu-fueled carbide systems, the next
eight are typical LMFBR 239pu-fijeled oxide systems^
next is a GCFR assembly; and the last two are 235u_
fueled assemblies. Assemblies such as heterogeneous

systems (e.g., the ZPPR-7 and -8 programs) and hypothe-
tical accident configurations (e.g., ZPPR-5 and the
meltdown configurations of ZPR-9/32) were specifically
not included. Such assemblies were not omitted
because their C/E values are significantly different
(which, in general, they are not). However, because
such systems typically require slightly different
analytical methods and/or modeling (which is often one
of the motives for such programs), the comparison and
analysis of their C/E values is more intricate.

Similar considerations were applied to the
lists of experiments included. In addition to the
eigenvalue, only experiments which were primarily
spectral -dependent were included, and individual
experiments for which there was some complicating
feature (e.g., a simulated control rod near the
experimental location) were omitted.

TABLE A.l. Critical Assembly Characteristics

Fuel Core Number of Simulated CR s

Reactor/Assembly^ Material ^ Volume(jl)c Core Zones amd CRP'sd Comments

ZPR-3/48 Pu/DU Carbide 415 1 None Early Pu Benchmark
ZPR-9/31 Pu/DU Carbide 1000 1 None Pu Carbide Benchmark
FTR-EMC Pu/DU Oxide 1060 2 CR/CRP FFTF Mockup
ZPR-6/7 Pu/DU Oxide 3100 1 None Clean Pu Benchmark
ZPPR-2 Pu/DU Oxide 2400 2 None Clean Pu Benchmark
ZPPR-3/1B Pu/DU Oxide 2400 2 CRP GE Demo Design
ZPPR-4/1 Pu/DU Oxide 2500 2 CRP CRBR Mockup
ZPPR-9 Pu/DU Oxide 4600 2 None Large Benchmark
ZPPR-lOA Pu/DU Oxide 5100 2 CRP Large Benchmark
ZPPR-lOB Pu/DU Oxide 5100 2 CR/CRP Large Benchmark
ZPR-9/32 Pu/DU Oxide 560 1 None NRC Safety Cores
GCFR-II Pu/DU Oxide 1250 1 None GCFR Benchmark
ZPR-6/6A EU/DU Oxide 4000 1 None Clean U Benchmark
ZPR-9/33 EU/Fe Metal 4300 1 None STF Design Support

^ZPR-9/31 and GCFR-II had the hardest neutron energy spectra. The spectra in ZPR-3/48 and
ZPR-9/32 were moderately hard. The other assemblies had typical LMFBR spectra or spectra with
about the same average neutron energy.

'^EU and DU refer to enriched and depleted uranium, respectively.

^Core volumes include simulated in-core control rods, control rod positions and test loops.

"^CRP in this column means the assembly contained simulated control rod positions. CR/CRP
means it contained both simulated control rods and simulated control rod positions.
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Table A. 4. C/E Values for Central Reactivity Worths

Table A. 2. C/E Values for Eigenvalue

Reactor/Assembly C/Ea

ZPR-3/48 0.9941

ZPR-9/31 0.9905
ZPR-6/7 0.9828
ZPPR-2 0.9849
ZPPR-3/1B 0.9858
ZPPR-4/1 0.9840
ZPPR-9 0.9835
ZPPR-lOA 0.9841
ZPPR-lOB 0.9854
ZPR-9/32 1.0004
GCFR-II Reflected 1.0012
ZPR-6/6A 0.9843
ZPR-9/33 0.9790

Range
Mean ± la

0.9790 - 1.0012

0.9877 ± 0.0069

All values include calculated or

estimated corrections for hetero-
geneity, streaming, and transport
effects.

Reactor/Assembly^ p(239pu) p(235U) p(iOB)

1 nn o / yi oZPK-i/4o 1.1/ 1.1/ 1 • Uo
Tnn n / onZPR-9/31 I • 1 O 1 .dl 1.03
7DD ail 1 1 Q1*1^ I.I/ 1 19

1 . 1 ^

ZPPR-4/1 1.15 1.18 1.06

ZPPR-9 1.13 1.18 1.05
7DDD 1 HA

1 • 1 M-
lift
1 • 1 o

ZPR-9/32t> 1.28 1.33 1.17

GCFR-II 1.16 1.19 1.00

0.94dZPR-6/6AC 1.08 1.13
ZPR-9/33C 1.12 1.15 1.08

Range 1 .08 - 1.28 1 .12 - 1.33 0.94 - 1. 17

Mean ± lo 1 .16 ± 0.05 1 .19 ± 0.05 1.05 ± 0. 06

^The values do not include flux correction factors

or sample size correction factors, except for the ZPPR

values which do include sample size corrections.

These are typically ~l-2% effects.

'^These values are calculated higher than usual

because of a significant misprediction of the spatial

flux distribution (as shown by reaction rate C/E

profiles) in this small, leaky assembly.

^These assemblies are 235u-fueled. The fissile

sample or C/E values have been observed to be

slightly smaller in U-fueled cores (than in Pu-fueled

cores)

.

^The experimental uncertainty was unusually large

(~13%) for this measurement. Typical values are

-1-2%.

Table A. 3. C/E Values for Central Reaction Rate Ratios

Reactor/Assembly^ 028/^*9 f25/f'*5 fas/f^g

ZPR-9/3]
ZPR-6/7°

1.066 0.979 0.961
1.072 1.036 0.969

ZPPR-4/1
Inner Core 1.048
Outer Core 1.080

ZPPR-9
Inner Core 1.086 1.024 0.938
Outer Core 1.091 1.028 0.971

ZPPR-lOA
Inner Core 1.071 1.028 0.929
Outer Core 1.082 1.026 0.922

ZPPR-lOB
Inner Core 1.072 1.022 0.935
Outer Core 1.090 1.021 0.909

GCFR-II 1.088 0.984 0.988
Reflected

Range 1.048-1.092 0.979-1.036 0.909-0.988
Mean ± la 1.077+0.013 1.016±0.020 0.947+0.026

^Values for ZPPR assemblies represent average of
several measurements throughout the region indicated.

Values for ZPR-6/7 have been revised (based on
current study of Collins and Olsen^) from previous
published values.

Table A. 5. C/E Values for 238u ooppler Worth

Reactor/Assembly^.b C/EC

ZPR-9/31 0.874
FTR-EMC 0.966 (ENDF/B-III)
ZPPR-2 0.932
ZPPR-2 Na-Voided 0.863
ZPPR-3 0.954
GCFR-II Reflected 0.827

Range 0.827 - 0.966
Mean ± la 0.903 ± 0.056

Based on measurements over the temperature
range 300-1 100°C.

Calculations of the ZPR measurements used
integral-transport theory (MC2-I I/RABANL)
treatment; ZPPR results used equivalence
theory (MC2-II/SDX) treatment.

Calculations based on ENDF/B-IV except
as noted.
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CROSS SECTIONS FOR PAST NEaTROK CAPTURE OH Se, Cd AND Ob ISOTOPES

H. Herman and A. Harolnkowskl

Institute of Nuclear Research

OO^GSI Warsaw, Poland

Activation capture cross sections were measured for Se, Cd and Os isotopes

in the neutron energy range from 0.5 MeV to 1.3 MeV. The results of measurements

are compared with statistical model calculations.

[(n, iT), cross sections on Se, Cd, Os, 0.5-1 •3 MeV, statistical model analysis.]

Introduction

In fast breeder reactor calculations

data on cross sections of about 150 fission

product nuclei are Important. The required

accuracies are generally stated to be of the

order of 10^. Since for majority of these

nuclei measured values of cross sections do

not exist one has to resort to statistical

model calculations. Such calculations have

been compared against capture cross sections

measured by the activation method. Special

care has been devoted to a consistent para-

metrlzation of the calculations.

Experiment

Activation cross sections for fast

neutron capture were measured at four neu-

tron energies in the 0.5 MeV to 1.3 MeV

range on "^^Se. ^°Se. ®^Se, ^""^Cd, "'"'^Cd.

190, ^ Os. Enriched samples of ^ OsOs and

(98.06%), supplied by the IAEA, as well as

high purity natural materials have been

irradiated with neutrons from the ^H(p,n)%e

reaction. Tritium absorbed targets were

bombarded with protons from a 3 MeV Van de

Graaff accelerator.

The product nuclei were identified by

their characteristic T-decays. The Induced

iT-actlvities were measured with a 60 cm"'

(leCu) spectrometer. The relative detection

efficiency of the crystal has been determi-

ned with help of radioactive sources ^^Se,
113 226

•"^Ba and Ra. The decay data of the

investigated nuclei, adopted in the analysis

of the reaction yields were taken from

Nuclear Data Sheets.^

The measured reaction yields were

referred to the capture cross section of

115 2
In taken from ref . In order to control

the possible effect of the low energy back-

ground neutrons a simultaneous reference was

made to the cross section of the

''"'5ln(n,n')''^5°In threshold reaction.^ In

Fig.1 are presented the measured capture

cross sections for population of following

residual states "^^"Se C3.9 mln), ^''"Se

(57 mln), ^^^Se (22.5 mln), ^^^g^^ (53 h),

^^7gcd C2.5 h), ^^'^'^d (3.4 h), ""^los

(15.4 d) and ^^^Os (3I h) . These cross

sections have been corrected for the attenua-

tion of the r-rays in the samples and for

summing of cascading T-rays in the Ge(Ll)

detector. The attached errors contain sta-

tistical and systematic uncertainties inclu-

ding the uncertainty of the standard cross

section.

Model calculations

The statistical model according to the

Hauser-Feshbach formulation was adopted.

Angular momenta and complete T -ray cascade

calculation were included in the formalism.

Only neutron and radiative channels were

assumed to be relevant for comparison of the

theoretical prescription with the present

experiment. The population of known excited

levels of nuclei was treated independently

and for excitation energies surpassing the

highest known level the level density, ac-

cording to Gilbert and Cameron^ ?ra8 used.

The code used for the calculations was

HIPIRE. The choice of the model parameters

m the calculations follow the method out-

lined by Reffo.^ The values of the level

density parameter a adopted for the investi-

gated compound nuclei follow the overall

systematlcs obtained by fitting the resonance

307



Table I. Level density parameters for the iavestlgated molel.

sssassssasaasssssssai laaaavBsassaaas

Neutron
number

duLw LIWU OJ B w • Vftw U WOU

45 13.3 13.3 0.80 0.80 5.9 5.89

47 13.2 13.6 0.77 0.78 5.1 5.69

49 11.5 11.0 0.65 0.65 2.9 2.28

67 17.2 18.0 0.60 0.63 5.1 5.08

69 17.1 18.2 0.60 0.62 5.0 4.96

115 23.0* 24.0 0.52" 0.50 4.7 4.24

117 21.6" 23.5 0.50* 0.50 3.9 4.37

X taken
6 7

from looal systematics *

schemes of nuclei. ' Also the nuclear of Tepel et al
10

•

temperatvire T was choosen In accordance with

the systematic behaviour outlined in ref

The pairing energies A were those of

Gilbert and Cameron.^ Once a, T and A
have been fixed the remaining level density

parameter U^, which is the energy of the

matching point of the low energy and high

energy level density formulas, and E^, defi-

ning the normalization of the low energy

level density formula, can be calculated.^

In order to define the spin dependence of

the level dei^sity the spin cut-off parameter

Q was determined by assuming the average

over angular momentum projections of single

particle states near the Fermi energy to be

a 0.24 A^^^ or, at excitation ener-

gies below U^, by extrapolating the formula

2
e = j_

N

N
(1)

where N is the number of known excited le-

vels in the nucleus.^

The radiative widths were calculated
q

according to the Brink-Axel suggestions ,

with the giant dipole resonance parameters

measured for the individual cases, or when

SQCh data were lacking, with parameters

taken from systematics mentioned in ref

The optical model transmission coeffi-

cients were calculated for the Moldauer po-

tential.^ Width fluctuaotlon effects have

been accounted for according to the method

Results

The comparison of the model calculations

with experiment presented in Plg.1 reveals

that a good theoretical description of the

measured excitation curves may be obtained

when using the overall systematics for the

level density parameters. In case of the

heaviest Os nuclei there was a need to call

for a local systematics, which account for

isotoplc effects. The consistency of the

used parameters is shown in Table 1, where

the level density parameters, as extracted

from the present experiment are compared

with the average trends estimated in the

frame of a rigorous methodology.^ All parame-

ters obtained in the present experiment

lie within the uncertainty limits assigned

to the systematics, i.e. within 15% of a,

15% of T and 25% of U^.
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OPTICAL MODEL CALCULATIONS OF NUCLEON INTERACTIONS WITH ^\b, FROM 10 keV up to 50 MeV

Ch. Lagrange
Los Alamos Scientific Laboratory, University of California

Theoretical Division
Los Alamos, New Mexico 87545, USA

The neutron spherical optical potential is determined following the SPRT method
by a fit to strength functions, scattering radius, total cross section and neutron
elastic scattering data. Comparison to the potential obtained with existing proton
scattering data, (p,p) (p,n), provides a basis for the determination of the complex
symmetry term of the optical potential. Calculations using the J.L.M, optical
model will be also presented and discussed.

[Optical potential, ^^Nb, isobaric analog, (p,p) and (p,n) reactions, n-scattering]

Introduction

Optical model calculations are currently used to
predict neutron cross sections in the mass number re-
gion A = 90-100 In cases where no experimental data
are available. For this purpose a good knowledge of
the optical model parameterization as well as limita-
tions or failures of the model are required. In this
context, as many nucleon-nucleus experimental data

93
exist for Nb in a broad energy range (10 keV-50 MeV),
the "empirical" determination of the energy and isospin
dependences of the potential strengths obtained for
this nucleus are presented. These determinations are
based on a fit to all available nucleon-nucleus exper-
imental data. Since the usual model employed here is
a gross approximation of the reaction mechanism, com-
parisons are made with results obtained by using a
more fundamental "microscopic" optical potential de-

veloped by Jeukenne, Lejeune, and Mahaux"*" (J.L.M.
model)

.

93
Neutrons- Nb Optical Potential

form:

The optical potential U has the following standard

U(r) -Vf(r,a„,R„) - iW f(r,a R )
R R v v V

+ 4ia W ^ f(r,u ,R )
D D dr ' D D

+ 2V ^
so TT

--T^f(r,a ,R )
r dr so so

(1)

in which f(r,a^,R^) is the Woods-Saxon form factor

and R^ = r^ 1/3 .

1 1 A

The optical model determination was carried out in
two stages. The first one consisted of a search to
obtain a reasonable fit to the experimental values of
the s and p-wave strength functions (^q'^-j^)' s-wave

scattering length (R'), the average total cross sec-
tions from 10 keV up to 15 MeV, and the elastic scat-

2
terlng data obtained at 7 MeV by Etemad and at 8.05

3 4
MeV by Holmqvist and Wielding (SPRT method ) . The

parameterization so obtained was presented^ at the
National Soviet Conference on Neutron Physics (KIEV,
June 9-13, 1975). In this parameterization we have
made use of a surface absorption term only. The second
more recent step, consisted in a comparison of our
calculated elastic scattering cross section to experi-

mental results obtained by Ferrer et al.^ for 11.0 MeV

Permanent address:
France.

C.E. de Bruyeres-le-Chatel, CEA,

neutrons. The best fit required a greater surface
absorption, and a greater spin orbit term. I.e.,

W_ = 3.4 + 0.41 E (E
n n

< 11 MeV)
,
W^ = 7.91

(E > 11 MeV) instead of W
n D

3.4 + 0.37 E

(E < 8 MeV), W = 6.36 E > 8 MeV and V =7.7
n D n so

instead of V 6.2.

93
Protons- Nb Optical Potential

The dependence of the optical potential on the
/N-Z .

asymmetry: ri = (— ), may be written as:

U (r) = V^(r) ± U^(r) n (2)

where the upper and lower signs refers to neutrons and
to protons respectively. The determination of the

isovector component strengths of the optical polential
was obtained by a least squares search on 22.2 MeV pro-

tons elastic scattering data.^ The resulting values
for the real and surface Imaginary components are the
following:

V, = 17.0 MeV, W„, =8.5 MeV
1 Dl

In these calculations the Coulomb correction term was
1/3

estimated as 0.417 Z/A , and the reduced Coulomb
radius used was 1,18 ferml. We also made a search on

the spin-orbit potential depth, and found the following
value of V =6.4 MeV. This seems to corroborate the

so

conclusion obtained from analysis of analyzing powers in

g
charge exchange reactions. The asymmetry dependence of

the spin-orbit potential is of an opposite sign than
that of the central real potential. In order to test

the global consistency of the adopted parameterization,
comparisons of calculated values with experimental

9
data of proton polarization were made at 10.5 MeV and
19.5 MeV. Very good agreement was obtained at both
energies

.

Analyses of (p,n) isobaric analog transition data

The most direct manner of studying the nucleon
isospin interactions is between isobaric analog states
(IAS) . Comparisons of calculated values with experi-
mental data of (p,n) IAS angular distributions between
18 MeV and 50 MeV were made as to test the validity of

the Isovector components of the optical potential pre-
viously determined. The calculations agreed fairly

well with the experimental data''"'^ in the proton energy
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range 18-22 MeV. As can be seen from Fig. 1 it was not

the case for 49.4 protons.

e„ = -16 MeV
r

5.0

2.0

1.0

05

02

0.1

g(mb/v)
93Nb

,^ ED=49.iMeV

- '' >

/ \[f Exp.BQttyetca]

instead of

ep(p) p(-510.8 + 3222 P-62.50P ) (formula 27

of Ref. 1.)

in which p is the target nucleon density distribution.
The microscopic model does not include a spin orbit
potential so we add a spin orbit potential of the form:

U (r)
so

TT V Id
3 so — —

r dr
(3)

where p^ and p^ refers respectively to unlike (or like)

nucleon target density distributions.
The parameters of the model are N , and N , the re-

R X

normalization factors of the real and imaginary
potentials, t , and t , the ranges of the effective

R I

interaction (Gaussian form factor) for the real and
imaginary potentials , and V the strength of the spin

so
orbit potential. These parameters were determined fol-

4
lowing the SPRT method. The agreement obtained for

the strength functions (Sq, S^) and scattering radius

is shown in Table I

.

Table I. s,p Wave Strength Functions and Scattering

Radius R' for
93.

Nb

Fig. 1. Comparisons of coupled channels calculations
with (p,n) IAS differential cross section data. The
dashed curve has been obtained with previously deter-
mined parameter set. The dot-dashed curve has. been
obtained with the same parameters modified as to take

into account competition between volume and surface
absorption. The solid curved differs from the dot-

dashed one only in the energy dependence of the real
isovector term.

The modifications required for the previously de-
termined potential to obtain a good agreement with
these experimental data concern the energy dependence
of the isoscalar imaginary potential for nucleon ener-
gies (E) greater than 11.0 MeV;

SqXIO^ S^xlO* R'(fm)

EVALUATION
14

B.N.L. 325
0.32±0.11 4.4+2

-1.2
6.7+0.1

CALCULATION
J.L.M. - MODEL 0.459 5.0 6.64

CALCULATION
CONVENTIONAL-MODEL 0.433 4.566 6.628

= 0.16 E - 1.76, = 9.67 - 0.16 E instead

of = 0 , = 7.94 ; and the energy dependence

of the real isovector term:

V^ = 20.3 - 0.15E instead of V^ = 17.0

CALCULATIONS OF NEUTRON CROSS SECTIONS WITH THE J.L.M.
MODEL

It is not unrealistic to expect that the use of a

microscopic optical potential will be able to help in

the prediction of neutron cross sections. In this con-
text we investigate the use of the J.L.M. microscopic
optical potential model. The reason of this choice is

that their numerical results, in the energy domain
10-160 MeV, were parameterized in an analytical form.

We use the formula (A.l) of their work,^ and the
nucleon density obtained from Hartree-Fock, Bogolyubov

^ 12
calculations of J. Decharge. Tests of this model in
the energy domain 10 keV-50 MeV indicates the need of

a modification of their calculated Fermi energy.
The following modification was suggested to us by A.

T •
13

Lejeune:

Calculated values of neutron total cross sections
from 10 keV to 11.0 MeV are in good agreement (within

5%) with experimental data. Comparisons at 11.0 MeV
between measured and calculated elastic scattering
neutron cross sections are shown in Fig. 2.

The agreement obtained by using the J.L.M. model is

quite good, considering that the number of free parameters
is less than in conventional model calculations. The
so determined parameters are the following:

Nj = 0.43 + 0.003E , = 0.93 + 0.02E

V = -61 MeV fm^ , t„ = t. = 1.4 fm
so ' R I

where E is the incident nucleon energy.

It is notable that the renormalization factor here
obtained for the real potential is in agreement with

values obtained previously by Lejeune and Hodgson''"^ in

their calculations of nucleon differential cross sec-
12 209

tions for various nuclei ( C- Bi) in the energy
range 5.0 - 70 MeV. On the whole these results are
encouraging since that the same agreement was obtained

312



104

103

102

10

I 1 1

^^Nb(n,n)

En = 11.0MeV

-J.L.M.MODEL

—CONVENTIONAL MODEL

_

1

y \/^^^ /
"

\ \
.1 1 1

45 90 135
e ( deg )

180

From the results shown in Table II column 1 and 2

It appears that our "a priori" determination is within

20% the results obtained by Johnson et al.'''^ A most
"puzzling" result is presented in Column 3. It was
obtained by assuming, first that the real Coulomb cor-
rection term was in our "conventional" calculations
underestimated by a factor 1.2 (this factor is quite
reasonable considering "microscopic" calculations of

Ref. 1), and second, that the strength of the absorptive
term was the same for protons and neutrons. This last
result is not as surprising as it could appear, knowing
that in our "conventional" calculations we have not
taken into account an imaginary Coulomb correction term,

currently calculated in the "microscopic" model of the
optical potential. From the "microscopic" calculations
of Jeukenne, Lejeune, and Mahaux it appears that such a

term has in general an opposite sign than the "con-
ventional" absorptive term, and is also greatly energy

dependent"*" (greater at lower energies than at higher
energies) . The "conventional" value presented here can
be understood as an "effective" difference between
nuclear absorptive term and Coulomb correction absorp-
tive term. It is perhaps the first time such a "failure'

of the "conventional" model is reported so clearly. We

have presented a good fit to neutron data and proton
data at higher energies , and for these reasons have a

great confidence in these considerations. More funda-
mental "microscopic" calculations of the optical
potential are urgently needed for proton cross sections
in sub-Coulomb energy region.

ACKNOWLEDGMENTS

Fig. 2. Neutron differential elastic scattering cross
sections

.

208
by us for Pb, using the same range of the effective
interaction and different renormalization factors.

Reaction cross sections for sub-Coulomb protons

16
It was pointed out by Johnson et al. that con-

ventional optical model analyses of (p,n) cross
sections, in energy region where these cross sections
are nearly equal to the total absorption cross sections,
could lead to anomalous energy or mass dependences of

the optical potential parameters. To test our con-
ventional optical model parameter determinations, com-
parisons of our calculated protons-reaction cross sec-
tions with those obtained by using optical model para-

meters determined by Johnson et al."*"^ as fixed from the
least square fits to their (p,n) experimental data,
are shown in Table II.

Table II.

Ep (MeV)

Calculations of Reaction Cross Sections for

93..

CTj^ (mb)

(1)

P +

CT^ (mb)
K

Nb

a (mb)
K

(2) (3)

2.5
3.0

4.0
5.0
6.0

7.0

0.185
1.106

10.74
45.32
131.8
286.1

0.159
1.153

12.64
55.12

151.5
302.3

0.157
1.102

10.50
45.77
136.0
288.3

16
(1) Optical model parameters of Johnson et al.
{'I') Optical model parameters from our determination.
(3) Same as (2) with modifications as explained above.
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NEUTRON RESONANCE PARAMETERS FOR PALLADIUM ISOTOPES
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We have undertaken a systematic study of neutron resonance parameters for the isotopes
Pd- 104, 105, 106, 108 and 110 (enriched isotopes on loan from ORNL) in response to requests for
such data on important fission products. Various neutron time-of-fl ight experiments have been
performed at GELINA - capture, elastic scattering and total cross section measurements. Parity
assignments are made on the basis of low-bias to high bias ratios deduced from capture gamma
ray spectra. The resonance parameter analysis is completed for Pd-105 and partial results are
available for Pd-106,108 and 110.

[NUCLEAR REACTIONS Pd(n,n), Pd(n,7), E = lOeV - 40keV, measured j, <y ,o
, resonance parameters

deduced, enriched targets Pd-104,105,l06,108,110 ]

Introduction

Neutron data for Pd isotopes are of particular
interest as they are important fission products formed
in fission reactors. During the last years, various
results have been published : capture cross sections in

the unresolved resonance region^ for l^Spj^ neutron
widths from transmission data2>3 of lOSpj up to l.SkeV,
capture and transmission data^ on 107p(j ^p to 660 eV.

Capture cross section measurements above 2.6 keV for
all stable isotopes were measured at ORELA^.

We have performed transmission experiments for all

stable isotopes 104,105,105,108, llOp^
^-f, the resolved

resonance region, up to 2 keV for 105pd and up to

approximately 40keV for the even isotopes. Elastic
scattering and capture experiments were performed on
lOSpd and 108pd and are planned for the other isotopes.
Parity assignments of resonances were made on the basis
of low-bias to high bias ratios deduced from caoture
gamma ray spectra for the isotopes •''^"Pd and '•^^Pdjand

are in preparation for the other isotopes.

The work for the important fission product 105pd
is completed and resonance parameters are obtained for
the resonances below 2keV from the analysis of trans-
mission, scattering and capture data. As stated above,
a few additional experiments are planned for the even
isotopes and the results reported here are mostly from
the analysis of the transmission data.

Measurements

The experiments were performed on the neutron
time-of-fl ight spectrometer of the 150 MeV Linac of
CBNM. Operating conditions were 4 nsec beam burst and
minimum channel width of 4 nsec for the capture
experiments and 10 nsec for the transmission and
scattering experiments. The samples were prepared from
metallic, highly enriched isotopes which we have on
loan from Oak Ridge National Laboratory.

Capture experiments

Capture data for lOSpd and ^'^^Pd were taken at a

50 meter flight path. The sample thicknesses were
respectively 8.94 lO'^ atoms/barn (97.38%) for l^^pd

and 2.50 lO'^ atoms/barn (98.88%) for lO^Pd.

The capture detection system consisted of a pair of
cylindrical deuterated liquid scintillators (CgDg) each
with a diameter of 4 inches and a length of 3 inches,

the faces of which were in optical contact with EMI

photomulti pliers (2823 OKB). Using a bias of 0.1 MeV
in amplitude, the data have been taken in two para-
meters, 14 time-of-fl ight and 8 amplitude bits, using
a data acquisition system developed at CBNM.^ A weight-
ing over 256 amplitude channels was applied to achieve
a detector response proportional to the total energy
released in the capture process. The weighting factors
used have been calculated by means of a Monte Carlo
based computer code originally developed at Cadarache
and later modified for our detector system in collab-
oration with Karlsruhe^. The neutron flux was measured
using the same C5D5 detector system by replacing the
Pd sample with a 10b slab. Absolute calibration was
obtained by the black resonance technique using reson-
ances in Ag below 72 eV. The thickness of the Ag
sample was 5.87 10"3 atoms/barn.

Elastic scattering experiments

The scattering experiments were performed with six
3He high pressure gaseous scintillators as neutron
detectors. The scattering cross sections were measured
using lead and carbon as standard scattering samples.
Data were taken only for 105pd and using the same
sample thicknesses as for the capture measurements.

Transmission experiments

Four ^He high pressure gaseous scintillators were
installed as transmission detector at 30 meters for
|05pcl and at 60 meters for the even isotopes 104,106,
iU»,iiUpd. The samples were cooled by liquid nitrogen.
The sample thicknesses were : 8.32 10"3 for 104pij

(95.25%), 1.096 10-2 105pd (97.38%), i.048 lO'^
for 105pd (98.48%), 2.50 10-3 for 108pd (98.88%) and
5.06 10-3 llOpd (97.73%).

p-wave assignment of neutron resonances

Excited states at low energy of the uneven com-
pound nuclei 105,10/,109pj predominantly of
positive parity permissible for El transitions from p-
wave resonances. So it is to be expected that the
capture gamma ray spectra for p-wave resonances show
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more high energy transitions to low lying states than
for the s-wave resonances. Mot much information is

known on the energies and spin and parity of low-lying
states in the compound nucleus ^Pd, but we suppose
that the overall picture will be the same as for the

other Pd isotopes

To make a parity assignment of neutron resonances
we compare, in the capture data, the resonance areas of
the time-of-flight data taken with a high bias for the
gamma rays (binding energy minus 1 MeV) to the reson-
ance data taken with a low bias. Up to now we perfor-
med such measurements for lOSpd using a C6D6 scintill-
ator (low bias 0.1 MeV) and a 7" x 6" Nal(Tl) scintill-
ator (low bias 0.55 MeV) as capture detectors and for

using the Nal(Tl) scintillator. The results
with the CsDs were communicated at the Harwell
Conference 9. The data taken with the Nal(Tl) detector
are not yet analysed.

The capture cross section measurements in the un-
resolved resonance range performed at R.P.I, were
normalised to the resonance capture area of the 55.2eV
resonance with a neutron width of 2grn = 6.9. We find
ZgTp = 6.70 ± 0.04 meV (st. error) for that resonance
which is in good agreement with ref. 1 but larger than
the value 6.36 ± 0.12 meV of ref. 2.

106p,

The neutron widths were determined from the trans-
mission data for 172 resonances up to 20 keV. In fig.l
is shown the cumulative sum of reduced neutron widths

( Tp/VEo) versus neutron energy. As can be seen on
that figure, the strength function is roughly two
times larger below 4 keV than above that limit.

Analysis

The transmission data were analysed with the multi
level Breit-Wigner fitting routine SIOB^O.

The scattering data were corrected for multiple
interaction effects using a Monte-Carlo computer code.

An area analysis on the corrected data yields r^^ as a

function of r^.

The capture data have been analysed using a

modified Tacasi area analysis programme-'-^ which includes
corrections for Doppler and resolution effects. The
influence of multiple scattering on the capture area
is taken into account by means of a Monte Carlo routine.

Resul ts

Resonance-parameter analysis was performed up to

2keV where the resonances start overlapping each other
more and more. Preliminary results, only from the

analysis of the transmission data, were communicated at
the Harwell conference 5. The final results reported
here are from the complete analysis of capture, elastic
scattering and transmission data and are corrected for
the contribution of strong resonances in the even
isotopes and appearing in the lOSpd data (enrichment of
the 105pd sample was 97.38%). Neutron widths were
determined for 200 resonances and the capture widths
for 71 of them.

The average capture width was determined as :

<r^> = 150 meV ± 1 meV (stat. error) ± 8 meV (syst.

error)

The contribution from p-wave resonances to the

strength function can be neglected in this energy-
range so that the s-wave strength function can be

determined from the data :

So = ^ g^n° = 0.63 ± 0.07 X 10"^ (200 resonances

AE below 2051 eV)

The level spacing has been determined using a

method which separates large s-wave resonances from
smaller ones and from resonances with higher angular
momentum {t>l

)
by means of the Bayes theorem. The

number of s-wave resonances lost in this procedure has

been estimated assuming a Porter Thomas distribution of
the reduced neutron widths. For lOSpd this yields a

value of

D = (10.0 ± 0.5) eV.

0.8

0.6

0.4

0.2

4 8 12 16

Fig 1 : Pd cumulative sum of reduced neutron
widths versus neutron energy

We did not perform, up to now, a parity-assignment of

the neutron resonances. However, below 4 keV, more

than 80% of the strength is due to strong s-wave

resonances which can be identified by their strong
resonance-potential interference term in the total

cross section. So we conclude that the structure is

probably in the s-wave strength function.

108p,

The results for the s-wave strength function

So = 0.78 „ ,r 10 and for the average capture
- U . ib

width <r^> = 75.8 meV ± 2.8 meV (stat. error) ±4 meV

(syst. error) were already communicated at the Harwell

Conference^. We did additional experiments for the

parity assignment of the resonances using a Na I

scintillator for the capture spectra measurements but
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these data are not yet analysed. Transmission experi-

ments with a thick sample will be started soon and

should allow the determination of neutron widths up to

30 keV.

110
Pd

Neutron widths were deduced from the shape-

analysis of the transmission experiments for 121

resonances up to 40 keV. However because of resolution

and Doppler effect, the analysis above 25 keV was only

possible for 16 broad resonances. The data show a very

pronounced structure in the strength functions as can

be seen from finures 2 and 3.

1.5
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n

110
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I
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Fig 2 : '''''^^Pd, cumulative sum of reduced neutron

widths versus neutron energy
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Fig 3
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110,

20 30 ^0

Pd, "Strength Function" averaged over

energy intervals of 4 keV, s- and p-

wave resonances

Concl usions

Resonance parameters and their average properties
were obtained for the important fission product 105pd

from capture, scattering and transmission data. The
work for the even isotopes is not completed yet but
preliminary results show very pronounced intermediate
structure effects in the strength function.
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In figure 3 we show the strength function over inter-

vals of 4 keV. There are fluctuations of as large as

a factor of 7. Although the strength function has a

minimum below 4 keV, we have detected 26 resonances in

that energy range which means that the error on the

strength function is approximately 30% for that energy
interval. At higher energies, and especially above
25 keV, the data are poor. However, we are quite
confident that we have analysed a large fraction of the

resonances contributing significantly to the strength
function and that we may state that the error on the

strength function for each interval of 4 keV is much
smaller than the magnitude of the structure. We have
not yet completed our low bias to high bias ratio
capture experiments, but for the same reason as in the
lOopd case, we believe that the structure is in the
s-wave strength function.

References

1. R.W. Hockenbury, H.R. Knox and N.N. Kanshal , in

Proceedings of the Conference on Nuclear Cross
Sections and Technology , Washington, D.C. USA, 1975,
ed. by R.A. Schrack and CD. Bowman (NBS Special
Publication 425, Vol. II, 1975) p. 905

2. A.V. Popov, K. Trzeciak, Khvan Cher Gu,

Report SINR , 83 - 11013, 1977

3. Hvan Cher Gu, A.B. Popov, K. Trzeciak, in

Proceedings of the Conference on Neutron Physics
and Nuclear Data , Harwell, 1978 (OECD Publication
1976) p. 327

4. V.N. Singh, R.C. Block and Y. Nakagama, Nuclear
Science and Engineering, 67, 54 (1978)

5. R.L. Macklin, J. Halperin and R.R. Winters, Nuclear
Science and Engineering, 71., 182 (1979)

317



£. T. Babel iowsky, C. Cervini and A. De Keyser,

"A data acquisition system for weighted multi-

parameter measurements", in preparation

7. C. Le Rigoleur and A. Armand, Proceedings of
NEACRP/NEANDC Specialists' MeetTng at Karlsruhe ,

published in KI^K 2046 (1975)

8. F. Hensley, private communication

9. P. Staveloz, E. Cornelis, L. ffev/issen, F. Poortmans,

G. Rohr, R. Shelley and T. van der Veen, in

Proceedings of the Conference on Neutron Physics

and Nuclear Data , Harwell, 1978 (OECD Publication,

1978) p. 701

10. G. de Saussure, D.K. Olsen and R.B. Perez, Report
ORNL/TM - 6286 , 1978

11. F.H. Frohner, Report GA - 6906 (1966)

12. G. Rohr and L. Maisano, Specialists' Meeting of
Neutron Cross Sections of Fission Product Nuclei ,

CNEN, Bologna, December 1979, to be published

318



RESONANCE PARAMETERS OF ^^Zr BELOW 40 keV

C. Coceva, P. Giacobbe and M. Magnani

Comitato Nazionale Energia Nucleare
Via Mazzini 2, Bologna, Italy

Time-of-flight neutron transmission measurements on ZrO^ enriched samples, performed with high

resolution, allowed evaluation of energy, spin, parity and neutron width of fourteen ^^Zr resonances

below 40 keV. Accurate single-level analysis was carried out. Strength function estimate is sig-

nificant only for p-wave, owing to the limited number of resonances.

[Zr(n, total) cross section, 0.3-40 keV, single level analysis, ^^,11,0,?^.]

Introduction

Measurements available in the literature of reso-

nance parameters of the various Zr isotopes often show

considerably discrepant results (see, for ^^Zr, refs 1,

2,3). This is particularly inconvenient for an ele-

ment such as zirconium, which is of great importance

for reactor technology and of considerable interest as

it lies near the minimum of the s-wave neutron strength

function and at the 3p maximum of the p-wave strength

function, as predicted by the optical model.

A contribution to reliable determination of ^^Zr

parameters was given in a previous work'* based on

transmission, capture cross section and gamma-ray
spectra measurements. The present work on ^^Zr is on-

ly concerned with time-of-fl ight transmission measure-

ments. These were performed at the Geel electron linac

within the frame of a CNEN-Euratom cooperation pro-

gramme which included also capture experiments whose
analysis is in progress.

Measurement

Time-of-f 1 ight measurements were performed on a

100 m flight path using three Zr02 enriched samples
having thicknesses of 7x10" , 6.1x10" and 0.9x10"
at/barn, and "^^Ir enrichments 61%, 57% and 35%, respec-
tively. Several measurements were made with each sam-

ple under different experimental conditions and over
different energy ranges. The neutron transmission was
measured up to 130 keV; however, the small size of the

samples at disposal (14.95 g total oxide weight) pre-

vented the obtaining of good data statistics above 40

keV within a reasonable time.

The electron pulse width was 22 ns. The neutron
detector consisted of a 1.5 cm thick I'^B plug, viewed
by two 10x10 cm Nal(Tl) crystals. Automatic gain con-

trol amplifiers were used in order to ensure that de-

tection efficiency be not affected by gain variation
of the multiplier phototubes. This enables the set-

ting of a rather narrow window at the 480 keV y-ray
peak, thus improving the signal-to-background ratio,

and allows reliable determination of the background by

means of runs with black resonances.

Data analysis

Transmission spectra were analyzed with the shape-
analysis computer programme described in ref. 6, using
single-level formalism. The programme can simulta-
neously treat several spectra with different thickness
and enrichment. The analysis of neutron resonances was
interrupted at 40 keV because the presence of many res-
onances of other Zr isotopes would have prevented reli-
able resonance parameter estimates above this energy.
The resonances did not display any multilevel effect,
at least within the statistics and resolution limits of
the experiment.

Accurate analysis of the transmission data re-
quires an exact description of the resolution function.

On the basis of ref. 5, the contributions to the reso-

lution function coming from: a) the spread of the

neutron burst generated by the particular moderator
used, b) the inclination of the flight path with re-

spect to the moderator face and c) the neutron path

distribution in the detector, were determined; the

last contribution was calculated with the same Monte-
carlo routine described in ref. 5. The overall effect
may be expressed as a function of an effective dis-
tance d as:

Z^'^ r(v/2)

with

d = a^z + a2z2 + d.^z'^ (2)

In fig. 1 the function calculated for 3-30 keV en-

ergy is represented, and the values of the parameters

V, ai, a2, 83 are given. For any neutron energy,
this function of length may be converted into a func-
tion of flight-time and folded with the electron pulse

T 1 1 1 1 1 1 r

— d (cm) —

Fig. 1 - Resolution function resulting from

the contribution of the neutron burst spread,

of the flight-path inclination and of the neutron

path distribution in the detector. Giving an

"effective distance" d in abscissa, the

same function holds in a wide energy range:
in this case from 3 to 30 keV. The values of
the parameters to be introduced in eqs. (1)
and (2) are shown.
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same energy interval at about 4 keV. The channel width is 20 ns in the first two spectra and 40 ns in the last
two. The complete resolution function at a particular time-of-f 1 ight is represented in the first spectrum.
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Table I. Resonance parameters of ^^Zr below 40 keV

E
0

(eV)

gr^ (eV) SL g
r
n

(eV)
present
work

ref .3
pres

work
ref .3

pres.

work
ref .3

301.1 0.215 ± 0.002 0. 141 1 1 1 (1) 0.215 a)

3818 3.93 ± 0.06 2.85 1 1 1 1 3.93

4133 14.9 ± 0.2 11.8 1 1 2 2 7.45

5443 25.3 ± 0.5 17.4 0 0 1 1 25.3

5971 11.6 ± 0.6 7. 5 1 1 2 (2) 5.8

9004 9.9 + 0.4 8.8 1 1 1 (2) 9.9

13278 5.0 ± 0.4 3.4 1 1 1 6.0

15138 9.2 + 0.5 3.9 1 1 (1) (9.2)

15419 66. 1 ±1 .5 39 0 0 1 1 66.

1

17779 16.1 ± 1.0 12.4 1 1 (1) 2 (16.1)

24687 13.6 ± 1.5 7.3 0 0 1 1 13.6

i^RZl + 1 ?OOt Z 1 c.
1
1 1

oc 1

35177 67.3 ± 5.0 31 0 (1) 1 (67.3)

35880 14 1

36666 141 ± 6 80 1 1 2 (2) 70.5

a) measured r = 0.258 ± 0.015 eV.
Y

shape. The electron pulse shape is approximated by a

trapezium 22 ns f.w.h.m.- In ref. 6 this procedure is

discussed also with reference to a correct determina-
tion of resonance energy. An example of the resolu-
tion function is given in Fig. 2 for a specific time-
of-flight. For the first resonance at 301 eV the re-

sults were obtained also from the analysis of trans-
mission spectra of three metallic samples having thick-

nesses in the range 0.023-0.14 at/barn. Such samples
allowed highly precise resonance parameter determina-
ti on

.

For oxide-sample spectra analysis an effective
temperature of 317°K was assumed, according to ref. 4.

Results

Taking correctly into account the Porter-Thomas neutron
width fluctuations and those of the resonance spacings,
one would get

+1.11

S = (0.39
0 ^

x 10

-0.17

where the indicated 68% confidence limits are too large
to be significant. For p-wave, the ten assigned reso-
nances give as 68% confidence limits:

+9.5
S. = (11.6 ) X 10

-3.7

The analysis allowed determination of energy,
spin, parity and neutron width of fourteen resonances
below 40 keV. For the 301 eV resonance the gamma
width, too, was evaluated.

Comparison of these results with the values re-

ported in the literature must be made essentially with
reference to the most recent work by Musgrove et al.^.

Energy values are almost coincident. The same holds
for parity assignments, except for the 35.18 keV reso-
nance, for which we could not confirm the j.=0 assign-
ment. As for spin, three tentative assignments of
ref. 3 were confirmed and two new assignments given.
Discrepancies concern the 9.0 , 17.8 and 29.8 keV

resonances.

For neutron widths, on the contrary, the esti-
mates of the present work are systematically higher
than those of ref. 3 and by a large amount. It is pos-
sible that the analysis routine plays a major role in

producing such discrepancies; this point should be

carefully examined in connection with data evaluation.

Complete results are given in Tab. I. For calcu-
lating the p-wave reduced width a radius R = 7.1 fm
was assumed.

The small number of s-wave resonances does not
allow a meaningful estimate of the strength function.

The lower limit is higher than the value = 7.4
given in ref. 3. The estimated value is much
higher than predicted by conventional optical model
calculations, but in good agreement with the calcula-

20

10 -

(A

• preMnt experiment

Mingrove

Buck-Perey

spherical

' I.I.I
90 92 94 9e

A
9« 100

Fig. 3 - Comparison of the measured ^^Zr
p-wave strength function with some optical
model calculations: a) potential including
an imaginary isospin term^ (solid line),
b) potential including collective and spin-
orbit couplinqi° (dashed line), c) spheri-
cal potentiaP° (dotted line).

321



tions reported in ref. 7 performed with an optical po-

tential characterized by the introduction of an imag-

inary isospin term^'^. In Fig. 3 the result of the

present experiment is compared with the curve given

in table 6b of ref. 7 valid for the even-A Zr isotopes

and with two typical optical -model predictions^ °.
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NEUTRON CAPTURE CROSS SECTIONS OF Y, Nb
,
Gd, W AND Au

BETWEEN 0.5 AND 3.0 MeV

Q. Grenier, J. P. Delaroche, S. Joly, Ch . Lagrange, J. Voignier
Service de Physique Neutronique et Nualeaire

Centre d'Etudes de Bruyeres-le-Chatel
B.P. n° 561

92542 MONTROUGS CEDEX, France

Absolute neutron capture cross section measurements for Y, Nb , Gd , W and Au as well as for the follo-
wing isotopes '55Gd, '56Gd, 157Gd, '58Gd, I82w, '83^^ '84y^ 186^ ^g^g carried out in the 0.5 MeV - 3.0 MeV
energy range. For most of these isotopes, available data were scarce and discrepant. In the present work
the capture cross sections were determined through direct y-ray spectrum emitted by the samples (inte-
grated spectrum method) ' and compared with statistical model calculations involving transmission coeffi-
cients deduced from spherical or deformed optical potential analyses

.

[ Y, Nb, Gd, W and Au(n,Y) , 0.5 - 3 MeV, statistical model calculations].

Introduction

Fast neutron capture spectra and cross sections
sre important for the understanding of nuclear reac-
tion mechanisms and for various applications in nuc-
lear technology.

Moreover, systematic capture cross sections in

the mass region 90 < A < 200 for neutrons in the

energy range from 0.5 to 3.0 MeV test the validity of

statistical model calculations.

Two main techniques are used in neutron capture
cross section measurements. The first is the acti-
vation method which was historically the first means
of measurement in the MeV energy range. Although this

method is technically easy to use, it is limited to

final nuclei having suitable lifetimes and well-
known decay schemes. An other of its disadvantages, is

its high sensitivity to all secondary neutrons produ-
ced in the surrounding materials.

In the second method, one detects prompt Y~i'ays

with large liquid scintillators, Moxon-Rae and Maier-
Leibnitz detectors. In this method, the y-ray detector
efficiency must be independent of the cascade. This
independence is obtained by :

- an efficiency near 100% in large liquid scintil-
lators ,

- the principle of detection in Moxon-Rae detectors
and

,

- a weighting function associated with each pulse in
Maier-Leibnitz detectors.

The main uncertainty for large liquid detectors
is due to high thresholds used. Moxon-Rae detectors
are easy to use but they have low efficiencies. Maier-
Leibnitz counters are generally used up to 1 MeV but
at higher neutron energy events due to (n,n' ,y) reac-
tion cause problems with the weighting functions.

In the present work, capture cross sections for
neutrons in the energy range from 0.5 to 3.0 MeV were
determined from the direct y-r&y spectrum. The Y~i^ays

were detected by a Nal scintillator surrounded by an

annular Nal detector. Because the solid angle was

small, the probability of detection of more than one
Y-ray of the cascade is small and the energy distri-
bution of the capture y-xa.ys can be measured. More-
over, y-ray strength functions can be investigated.

Absolute neutron-capture cross sections for Y,

Nb , Gd" W and Au as well as for the following isotopes
155Gd, '56Gd, 157Gd, '^Scd, l^Ocd, 182„^ 183^, 184w,

186w were measured with this method.

Results are compared with previous data and with
statistical model calculations involving transmission
coefficients deduced from spherical or deformed opti-
cal potential analyses.

Experimental procedure

The integrated spectrum method used has been
described in some detail elsewhere' and is summarized
briefly below. The pulsed and bunched beam of the 4 MV
Van de Graaff accelerator of the Centre d'Etudes de

Bruyeres-le-Chatel was used.

Neutrons in the energy range from 0.5 to 3.0 MeV
were produced by the 7Li(p,n)^Be and T(p,n)3He reac-
tions. The targets consisted of metallic lithium or

tritium adsorbed in titanium on tantalum or gold back-
ings. The spectrometer was used in the anti-Compton
(AC) and first escape modes (PE) simultaneously. The

Y-ray detector efficiency as a function of y-xay ener-

gy was determined by calibrated-radioactive sources
and by nuclear reactions. The same sources and reac-
tions were used tobuild the response matrices (AC and

PE modes) of the spectrometer. The neutron flux was
measured by a directional long counter.

Measurements and data processing

Pulse-height spectra (AC and PE) were recorded
with appropriate gating windows on the time-of-flight
(TOF) spectra. The pulse-height spectra were then cor-
rected for time independent events. In addition, data
were recorded event by event on magnetic tape so that

different TOF windows could be set in subsequent ana-
lyses. The net pulse-height spectra were converted to

Y-ray distributions using a least-squares unfolding
method 2

.

A general method which can be used to determine
the number of captures requires the knowledge of the

Y-ray distribution per capture. Using the statisti-
cal model, the distribution v(U,Ey) of capture Y~rays
emitted by levels at energy U can be calculated from
the level density distribution p(U) and the y-ray
strength function f(EY). The total spectrum v(Ey) has
been calculated using the procedure described in refe-
rences 3-5

_ xhe level densities were determined accor-

ding to Dilg et al.^. The function f(EY) was obtained

by the best fit between experimental and computed Y~
ray distributions containing only capture events. Then

the strength function was extrapolated to zero energy

to obtain the final y-ray distribution per capture.

The number of captures is the ratio, R, between
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the experimental y-ray spectrum, SCEy), and the com-

puted y-ray distribution per capture v(Ey) :

S(E ) dE /
Y Y

v(E ) dE
Y Y

where E^^^^ is the sum of the neutron binding energy,

Bj^, and tfie kinetic energy in the center-of-mass
system and E^^^j^ is the threshold chosen for the cap-

ture Y~i^3y spectrum.

In the other method, the number of captures, R'

.

is given by the principle of energy conservation :

E

1

R'
Y

S(E ) dE
Y Y

The observed spectrum must be extrapolated to

zero energy. So, this method is more useful to low

energy region.

In both methods, assuming that the angular dis-
tribution of capture y-rays is isotropic, the capture
cross section is given by :

ny
4 TT R/N 0

where N : is the number of nuclei in the sample
0 : is the average neutron flux per cm^

.

Several corrections are required to obtain abso-
lute cross sections :

- y-ray attenuation in the sample,
- attenuation of neutrons in the sample,
- multiple scattering of neutrons in the sample,
- transmission of neutrons through the sample and

through the air between the sample and the long coun-
ter, and,

- neutron source anisotropy.

Except for the transmission of neutrons (obtained
experimentally) all the other corrections were calcu-

lated by a modified version of the Monte Carlo program-
me of D.L. Smith^.

Statistical model calculations

The present measurements are now compared to some
statistical model (SM) calculations. The de-excitation
modes practically available to the compound nuclei are
elastic and inelastic scattering and capture. The com-
pound nucleus cross sections have been determined from
separate spherical or deformed optical model cal-
culations performed over a large energy range (10 keV-
15 MeV)«In view of SM studies, the useful parameters
other than transmission coefficients (deduced from Opti-
cal Model calculations) are the average radiation widths
and level densities as explained in the companion con-
tributed paper to this Conference by Delaroche etal.
In table I the level density parameters of gadolinium
isotopes are shown as an example of results obtained
from a method close to that of Gilbert and Cameron^.

Results and discussion

Results are compared with previous data and with
statistical model calculations in figs. 1 through 14.

- Yttrium capture cross sections versus neutron energy
are shown in fig. 1. All cross sections above 0.5 MeV
are obtained by activation. We agree very well with
values of Stupegia^ and Korovela'^. The solid curve
represents a calculation made by Thomet'S in 1975. The
ENDF/BIV evaluation is systematically too high.

Table I. Gadolinium isotopes level density parameters

E^, T, a and for the level density laws : E < E^,

p (E) ^ exp [E-E )/T], E > E , p (E) a- exp [afE-S)]'^!

The pairing parameter's 6 are from Cook et at, .

Nucleus E
0
(MeV) T(MeV) a(MeV~') E

x
(MeV)

'"cd 0. 100 0.520 0 I
J. \ UUU 5 682

'^^Gd -1 . 100 0.513 0 1Z 1

"7 "7 Q
1 1 i 4 643

'5^Gd -0. 050 0.526 21 300 5 856

•"od -I . 200 0.533 21 294 4 941

-0. 150 0.546 21 497 6 520

•^^Gd -0. 950 0.535 20 459 4 809

•5«Gd -0. 200 0.565 20 773 6 703

'^^Gd -0. 900 0.537 21 364 5 373

•^^Gd -0. 100 0.546 20 200 5 840

•^'Gd -0. 650 0.520 19 .426 4 124
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Fig. 1 . Neutron capture cross section for Y(n,y).

- Niobium capture cross sections are presented in

fig. 2. Most results for niobium were obtained by a

prompt y-ray method. Our results are in good agreement

with .recent data of Macklin21 and those of Poenitz22

up to 1.2 MeV. Above 'this energy our values are higher

than those of Poenitz 15% at 2 MeV). Calculations

of Lagrange fit very well all recent experimental data.

r u • . 155„, 156„,
- capture cross sections of the isotopes Gd , ^a,

'^^Gd, 158Gd and '60Gd, as well as natural gadolinium

are shown in figs. 3 through 8. With the exception of

158Gd, there are no data in the energy range from 0.5

to 3 MeV for other isotopes of gadolinium. Other re-

sults for '^^Gd obtained by the activation method and

our values are in agreement, except our datum at

0.5 MeV which appears to be too high.
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Our experimental results are again in good agree-
ment with calculations made at BRC but the Komonov
values25 seem systematically lower. For '^Scd prelimi-
nary SM calculations have been made. In contrast with
the other cases, it has not been possible to reproduce
even roughly, the energy variation or the magnitude
of the measured capture cross sections. This discre-
pancy is still not understood. However, it seems that
the problem concerns the lack of precise knowledge of

the excited states.

r u • r '83„ 184,,- Capture cross sections of the isotopes of W, w,
' W, '°"W, and natural tungsten are presented mfigs.
9 through 13. The status for the tungsten isotopes is

similar to that for gadolinium. With the exception of
186^^ there are no data above 0.5 MeV. For '86w a lot

of activation data are available. As with gadolinium
Komonov values^^ g^e too low. Our results are in good
agreement with other data. Calculations are also very
consistent with most of the data. For natural tungsten
we agree at 0.5 MeV with the Fricke values-^^ which are

the most recent data. Our experimental results and cal-
culations show a large discrepancy with the Devaney
evaluation-^5

.

- Results concerning the capture cross section of gold
are given in fig. 14. The capture cross section of

gold is a standard, so the comparison between our
results and previous data is important. Our values are

in good agreement with recent activation measurements
of Paulsen^*^ and Lindner^'. These values agree also
with prompt Y~ray measurements of Poenitz^^, except
at 2.5 MeV where our result is 15% lower than his. Our
results and other recent data are also well consistent
with statistical model calculations (solid curve)^^.
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NEUTRON RADIATIVE CAPTURE AND TRANSMISSION MEASUREMENTS OF I'+^Sm AND I'+SSm

M, Mizumoto, M. Sugimoto*, Y. Nakajima,

Y. Kawarasaki , Y, Furuta and A. Asami

Japan Atomic Energy Research Institute,
Tokai-mura, Ibaraki-ken, Japan

The neutron capture and transmission of ^'*''Sm and ^'*^Sm V'jere measured at the 55 m time-of-
flight station of the Japan Atomic Energy Reasearch Institute Electron Linear Accelerator.
Measurements were carried out with a large liquid scintillation detector, a ^Li glass detector
and a i^B-Nal detector using enriched samples of ^''''Sm (98.34 %) and I'^^Sm (97.72 %) . The

average capture cross sections were deduced from 3.3 to 300 keV with an estimated accuracy of
5 to 15 %. The transmission data were analyzed with a multi-level Breit Wigner formula to ob-

tain neutron widths of resonances up to 2 keV for ^'^''Sm (212 resonances) and 520 eV for ^'*^Sm

(157 resonances). The S-wave strength functions and average level spacings were found to be

10'*So = 4.8 ± 0.5, D = 5.7 + 0.5 eV for '^'*''Sm and IO'^Sq = 4.6 ± 0.6, D = 2.2 ± 0.2 eV for i^^Sm.

[ii+7>i't9sni(n,n) ,(n,Y) , 1.5 eV-300 keV, resonance parameters, Eq, Tp, Sq, D, average capture cross sections.]

Introduction

The accurate neutron cross sections of i'*'^Sm and
I't^Sm isotopes are of practical importance for the de-

sign of fast power reactor. These two isotopes con-

tribute about 6 % to total capture rate of all fission
products! . Average capture cross sections with an ac-

curacy of 20 % in the neutron energy range below 200

keV have been requested by various groups^. In spite
of importance of these isotopes, relatively few meas-
urements3~5 have been performed to obtain average cap-
ture cross section in the keV region. Average values

of resonance parameters, such as strength function
average radiation width and level spacing, are also
useful to describe the average cross section in the un-

resolved resonance region. Several measurements have
been made to determine resonance parameters in the re-

solved region^-''. Gruppelaar^ pointed out that the

calculated capture cross sections of ^^^Sm and I'+^sm

based on the systematics of average parameters in the

keV region could not represent the experimental capture
data. In the present experiment, the neutron capture
and transmission were measured to obtain accurate cap-
ture cross sections and average resonance parameters.
The discrepancy between calculated and experimental
capture data was studied using these results.

Experimental Procedure

Measurements were carried out with the neutron
time-of-f 1 ight method. Neutrons were produced by a

pulsed electron beam of 120 MeV which was stopped in a

laminated water-cooled Ta target. The neutrons were
moderated by a 5 cm thick boron loaded polyethylene
plate. The linac was operated at 150 pps or 300 pps

with electron burst widths of 80 nsec or 30 nsec, re-

spectively. The neutron beam was collimated to 4 cm
diameter at the sample position.

Capture cross sections were measured with a large
liquid scintillator tank of 3500 1 at a flight path of
51.946 m from the neutron producing target. Neutron
transmissions were measured with an 11.1 diameter x

0.635 cm thick ^Li glass scintillation detector at
56.319 m and with a lOB-Nal detector at 55.981 m.

These two detectors were also served as neutron flux
detectors for capture experiments. The relative effi-
ciencies of flux detectors were carefully estimated
with the Monte Carlo method using the evaluated ^Li(n,
a) and i°B(n,aY) cross sections^. Beam filters were
inserted permanently in the neutron beam; 8 mm metallic
Na encapsulated in an aluminum container to normalize
backgrounds at the 2.85 keV resonance, 5 mm boron ni-
trate to absorb low energy neutrons and 8 mm lead to
reduce the y-flash. Time dependent background was de-
termined by inserting, in the beam, notch filters con-
sisting of thick Al (or A1203) and Co which have black
resonances at 440 keV, 88.5 keV, 34.7 keV and 132 eV.

The capture and neutron flux (transmission) time-of-
flight spectra were measured in alternate cycle with

sample and notch filters in and out of the neutron
beam, and were taken on an on-line computer with 8192

time channels and minimum channel width of 25 nsec.

Detailed description of the experimental procedure was
given elsewhere^°.

The samples of ^'*'^Sm and ^'^^sm were oxide powder
contained in aluminum cans. The diameter of the sample
was 6 cm. Sample thicknesses and isotopic compositions
shown in Table I

.

Table I. Isotopic compositions and
thicknesses of samples

Isotope Isotopic Thickness
abundance Thick Thin

( % ) (atoms/barn)

i"Sm 98.34 0.00393 0.000962

97.72 0.00393 0.00114

Analysis

Resonance Parameters

The transmission data for two different sample

thicknesses were fitted simultaneously in the neutron

energy range from 1.5 to 200 eV for both ^'*'^Sm and
I'^^Sm. A multi-level Breit Wigner formula incorporat-

ed in a least square fitting program SIOB^^ was used.

Above 200 eV, only thick sample data were analyzed due

to poor statistics in the thin sample data. Example

of experimental and calculated transmission data is

shown in Fig. 1. Neutron widths 2grn of 212 reso-

nances for i'*''Sm and of 157 resonances for I'+^Sm were

obtained below 2 keV and 520 eV, respectively. Radi-

ation widths Vy vjere assumed constant to be 70 ± 6 meV
(I'+'^Sm) and 62 ± 5 meV (I'+^Sm). These values were

obtained from capture cross section data in several

tens eV region, using the Monte Carlo area analysis

code TACASI12. The statistical factor g, assuming

that observed resonances were all S-wave, was^taken

from reference^^, otherwise g = 0.51 was assumed.

The cumulative number of resonances below neutron

energy En are plotted in Figs. 2a and 2b. Consider-

able fraction of weak resonances are missed at higher

energy.
The plots of Egr^ are given in Figs. 3a and 3b.

These plots are insensitive to missed weak levels.
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The slopes give the values of the S-wave strength
functions. Figs. 4a and 4b show histograms of the ob-

served (grH meV)V2 values for I'+'^Sm and ^'^^sm to esti-
mate number of missing levels. The theoretical Porter-
Thomas distribution for two merged population were used

to fit above the region where (grfi meV)^/^ > 0.5.

Average Capture Cross Sections

In the region above a few keV neutron energy, where
individual resonances could not be resolved, average
capture cross sections were deduced. The time depen-
dent backgrounds were determined using a lead scatterer
and notch filters. The normalization of the capture
cross sections was made by the saturated resonance
technique Three resonances 3.496, 18.32 and 29.74 eV

for I'^^Sm and 4.940, 6.428 and 14.89 eV for i^^^Sm were
used for this purpose, resulting that agreement was
good within 3 %. Capture probabilities for these reso-
nances were calculated by the Monte Carlo program
MCRTOF^'*. The resonance selfshielding and multiple

scattering corrections due to finite sample thickness
were estimated by a similar way employed by Macklin^^.
The combined correction factors were less than 12 % for

our samples in the whole region. Major sources of un-

certainty in this experiment were determination of the

background (2.7 to 12 %) and normalization (4 %). The

statistical uncertainties were from 0.4 % to 2 % after
the data were averaged over suitable energy interval.
Overall uncertainty in capture cross sections were es-

timated to range from 5 % at 3.3 keV to 15 % near 300
keV.

Results and Discussions

Resonance Parameters

From the present experiments, the resonance para-
meters were obtained for ^'^'Sm and ^^^Sm to about twice
higher energy than they were previously known. Results
of resonance parameters for i'*'^Sm were reported by

Eiland et al. ''(below 1.2 keV) and Karzhavina and Popov^

329



1.0
I

1 1 1 1 1 1 ' ' r

Neutron Energy (eV)

Fig. 3a. igT^ vs energy
for level in ^''''Sin.

(below 240 eV). Our resonance energies are systemati-
cally lower than Ref. 7, but are in good agreement with
Ref. 6. The overall agreement between Tp values seems
to be good. Our values IO'^Sq = 4.8 ± 0.5 (0 < Ep < 1 .8

keV) were compared with values 10'*So = 4.3 + 1.3 given
by Ref. 7 and IO'^Sq = 3.7 ± 0.8 by Ref. 6. On the

other hand, our level spacing D = 5.7 ± 0.5 eV are con-
siderably smaller than previous values, 7.42 ± 0.5 eV'^

and 7.20 ± 0.9 eV^, partly because the different method
of missing level analysis was used. As already pointed
out by Karzhavina and Popov, the S-wave strength func-

tion for i'*^Sm shows an apparent energy dependence
represented by three full line in Fig. 3b,

lO'^So = 2.2 ± 0.8 ( 0 < En < 40 eV)

10'*So = 12.8 ± 3.1 ( 40 < Ep < 115 eV)

10'*So = 3.7 ± 0.6 (115 < En < 400 eV).
The mean slope yields the S-wave strength function to

be 10'*So_= 4.6 ± 0.6 (0 < Ep < 400 eV). The level

spacing D obtained from Fig. 4b is 2.2 ± 0.2 eV. Our
results were in good agreement with 10'*So = 5.1 ± 0.9,
D = 2.3 + 0.3 eV given in Ref. 6.
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Fig. 3b. Egr^ vs energy
for level in ^'*^Sm.

Average Capture Cross Sections

The average capture cross sections are shown in

Figs. 5a and 5b. Several previous experimental ^"^ and

evaluated data^ available for comparison are also
shown in the figures. The present data on ^'*^Sm (see

Fig. 5a) agree relatively well with the 24 keV data of
Macklin et al .

^ and the evaluated data^'^^, but differ
largely in both magnitude and shape from the data of
Kononov et al.^. On the contrary, in the case of
^'*5Sm (see Fig. 5b), the data from Refs. 5 and 6 are
in good agreement with our data, while evaluated data^^
and data from Ref. 3 are smaller by more than 30 %.

The calculated capture cross sections by Gruppelaar^
are slightly higher than JENDL-1^^, representing rea-

sonably good agreement with our data of ^'*'^Sm, but

giving still appreciably lower values compared with
our data of ^'*^Sm.

Table n shows the average parameters which were
deduced from the eval uations^ ' , as well as our final

values. These four parameters are most important for

1.0 2.0 3.0

[gr° (meVlj'^z

4.0

Fig. 4a Histogram of observed (gr^ meV)V2
values for ^'*''Sm.

1.0 2.0 3.0

[gr°(meV)]^2

4.0

Fig. 4b Histogram of observed (gr^ meV)V2
values for ^'^Sm.
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calculating average capture cross sections in the keV
region based on the statistical model. The values of
the present experiment are only from resonance analysis
since it is rather difficult to fit our average capture
cross sections with usual average model parameters.
Furthermore, the S-wave strength function for I'+^Sm

have distinct energy dependence and are not uniquely
determined. Our missing level analysis to obtain the
level spacings depends on the S-wave strength functions
through the assumed Porter-Thomas distribution. It is

likely that the other average parameters in the keV
region also may not be the same as the values in the

resolved resonance region. New interpretations and

further measurements will be needed to understand the

discrepancy between the experimental and calculated
data in these isotopes.
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Table n . The average parameters of i'*'^Sm and i'*^Sm.

JhlNUL- 1 Present

D (eV ) 4.26 6.3 5.7

ry (meV) 67 100 70

So X 10'* 4.02 4.3 4.8

Si X 10'* 0.53 1 .8

i^^sm D (eV ) 1 .63 2.0 2.2

ry (meV) 61 76 62

So X lO-* 3.8 5.1 4.6

Si X 10'* 0.54 1 .8

* On leave from Department of Nuclear Engineering,
Tohoku University.
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CALCULATION OF NEUTRON CROSS SECTIONS FOR TUNGSTEN ISOTOPES

E. D. Arthur
Los Alamos Scientific Laboratory

Theoretical Division
Los Alamos, New Mexico 875A5 U.S.A.

C. A. Philis
C. E, de Bruyeres-le-Chatel, CEA

Montrouge, France

Neutron-induced cross sections on tungsten isotopes have been calculated in the energy

range between 0.2 and 20 MeV using preequilibrium-statistical model techniques. The success

of these calculations, which form part of an effort to improve the evaluated neutron and

gamma-ray production cross sections for tungsten appearing in ENDF/B, depends strongly on

the determination of consistent input parameter sets applicable over the entire range of in-

terest. For example, neutron optical model parameters have been derived through a simultan-
eous analysis of total cross sections, resonance data, and angular distributions. These

parameters, when used in multistep Hauser-Feshbach calculations, produce good agreement with
varied experimental data such as neutron inelastic scattering excitation functions and (n,2n)

cross sections. Likewise, gamma-ray strength functions have been determined through fits to

neutron capture data that produce calculated results that compare well to measured gamma-ray
production cross sections. A description of the techniques used in such parameter determin-

ations as well as comparison of calculated results to experimental data will be presented.

[Neutron Cross-Section Calculations, 182, 183, 184, 186^^ 0.2-20 MeV, a(E), Hauser-Feshbach, Preequilibrium,

Coupled-Channel Methods]

Preliminary calculations of neutron-induced cross
sections on tungsten isotopes have been made using pre-
equilibrium statistical model techniques from 0.2 to 20

MeV. This effort comprises part of a new tungsten eval-

uation^ which hopefully will correct problems in the
present ENDF/B evaluation arising from energy imbalance
at several energies.

The determination of neutron optical parameters
plays an important role in the present calculations
since parameters are needed which realistically de-
scribe low energy neutron emission such as in (n,2n) re-
actions while also producing reasonable values for com-
pound nucleus formation cross sections at higher ener-
gies. To produce such parameters, we adopted the fol-
lowing approach. Since the tungsten isotopes are de-
formed, we determined the direct inelastic cross sec-
tion from scattering off low lying collective states
through use of coupled-channel calculations. This
cross section was then subtracted from evaluated values
of the experimental total cross section and an effort
was made to fit this remainder using the spherical-
optical model with realistic parameter values. By do-

ing so, we sought to separate compound and direct
reaction effects so that reaction cross sections de-
termined from these optical parameters would in fact
represent mainly the compound nucleus formation cross
section. In this manner, Hauser-Feshbach calculations
could be made without having to adjust the formation
cross section to account for direct effects not in-
cluded in the reaction mechanism.

quent spherical optical parameters determined for W
are shown in Table I.

Along with this effort, we also extracted approxi-
1 R V 1 ft 1

mate gamma-ray strength functions from fits to
' ' 1 ^ ^W(n,Y) cross sections. In doing so, we assumed
a giant dipole resonance form consisting of one Lorentz
shape whose width and location were adjusted to approx-
imate the double Lorentz shape which exists because of

deformation effects. We did not attempt, for these pre-
liminary calculations, to include refinements such as

the pygmy resonance and/or dip occuring for e '\j 6 MeV

in the shape of the strength function. Our present
gamma-ray strength functions enabled us to describe ef-
fectively gamma-ray competition to neutron emission,
which is important especially around the (n,2n) reac-
tion threshold.

To test our choice of neutron optical model and
gamma-ray strength function parameters, we performed
two sets of calculations, one for incident neutron ener-
gies below 5 MeV and one for energies from the (n,2n)
threshold up to 15 MeV. The latter calculations also
provided Information concerning the suitability of the
Gilbert-Cameron level density parameters^ used through-
out the calculations. Figure 1 illustrates results ob-
tained for ^®'*W from optical model and width-fluctua-
tion corrected Hauser-Feshbach calculations using the

optical parameters of Table I. For the calculations
of the total cross section and the excitation cross

To determine direct inelastic scattering cross sec- Table I. Spherical Optical Model Parameters

f o+ J /+ • , r V for n + ^^"W
tions trom the z and A rotational states of the even
tungsten isotopes, we used the JUPITOR^ coupled chan- —
nel program along with deformed neutron optical parame-
ters and e^. 3^ values determined by Delaroche.' We LiiSJ a{

,

tm)

then took recent evaluations of the i 82 , i 8^ , i e
6,^ ^^^^^ V(MeV) = 55.2-0.13E 1.1 0.45

cross sections based mainly on new measurements of Guen- , . _ „ . „_
i / no n /

ther^ as well as those of Foster^ and subtracted these "sD^ ~ ^'^'^^'^^^ ^'^"^ "•'^

calculated direct inelastic scattering contributions.
a m v

For ^^^W we used an average of the evaluated total Above 6 MeV

cross sections for '®^W and ^84W and subtracted contri-
rM \t\ - e. e.

butions from direct inelastic scattering to the l/2~. ^SD
~

3/2 5/2 , and 7/2 levels. As an example, the subse- „ /», <- ^ i m nVg^CMeV) = 6.2 1.01 0.75
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sections for the 0.11 MeV (2 ) and the 0.365 MeV (A )

states, we added the appropriate direct inelastic scat-

tering contribution (as obtained from JUPITOR) to the

Hauser-Feshbach or spherical optical model results.

The elastic cross section includes both contributions

from the shape elastic and compound elastic cross sec-

tions. Figure 2 compares calculated (n,2n) results to

the experimental ^ ' ^ ' ^ ' ' ^ ^W(n,2n) cross sections

measured by Frehaut® from threshold to 14 MeV. Here
the multistep Hauser-Feshbach code GNASH' was used
along with preequilibrium corrections based on the Kal-

bach exciton model. The agreement with these differ-
ing types of data confirms several things, particularly
the low and high energy behavior of the neutron trans-
mission coefficients as well as the value of the gamma-
ray strength functions. Finally, in Figure 3 we com-

pare our neutron emission spectrum obtained by a combin-
ation of calculated results from 1 8 2 .

i s 3 . 1 8t
,

1 86^^ ^^^^^

measurements on natural tungsten by Hermsdorf et al.'^
This comparison provides a further check on our calcula-
tion, particularly with regard to preequilibrium correc-

tions applied above 10 MeV.

Thus, our preliminary efforts to determine and ver-
ify neutron and gamma-ray parameters have led to values
which appear to satisfactorily reproduce the majority
of neutron-induced reaction data for tungsten isotopes.

04

0.2

0

0.4

-'""7^
1 I

0.4

0.2

Ex = 0.365 MeV

1 1 1

r- Total

/- Elattic^
1* » * » »

1 1 1
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Fig. 1. Calculated values for the total, elastic, and
certain inelastic scattering cross sections

are compared to the Guenther (Ref. 5) data
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Fig. 2. Calculated ^"^^1 8 2 . 1 e 3 > 1 8 U > 1 8 6W(n, 2n) cross sections are compared to the
Frehaut (Ref. 8) results.
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Fig. 3. A comparison of calculated and experimental (Ref. 11)

values for the neutron emission spectra induced by
14.5 MeV neutrons.
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COHERENT OPTICAL AND STATISTICAL MODEL ANALYSIS OF
182,1 83, l8U,l86v[ NEUTRON CROSS SECTIONS

J. P. Delaroche, G. Haouat , J. Lachkar, Y. Patin, J. Sigaud, and J. Chardine

Service de Physique Neutronique .et Nucleaire
Centre d' Etudes de Bruyeres-le-Chatel

B.P. n° 561

925^+2 MONTROUGE CEDEX, France

Previously reported s- and p- wave strength functions, potential scattering radii and to-

tal cross sections along with scattering data below 15 MeV have been analysed in the frame of
coupled channel formalism. Potential parameters, deformation parameters and transmission coef-
ficients have been obtained. Statistical model calculations involving the above transmission
coefficients have been performed in order to determine compound elastic and inelastic scat-
tering cross sections as well as capture cross sections. These optical and statistical model
calculations yield good agreement with most of the available cross section measurements.

[W isotopes, potential scattering radii, s- and p- wave strength functions, total cross sections, elastic
end inelastic scattering cross sections, optical and statistical model calculations, energy range
10 keV - 15 MeV.]

Introduction

The element tungsten is an important structural
material for nuclear technology. For this reason and
as parts of fundamental nuclear physics studies, neu-
tron scattering and reaction cross sections for these
nuclei have been measured in the last decade. No one

has recently analysed tungsten data in order to check
the nuclear reaction models over a large energy range
(10 keV - 15 MeV) . This has been achieved by using the
coupled channel formalism and statistical model.

Analysis

Coupled channel analysis . Lying at the rotational
edge of the A = 190-200 transitional region^, the W
nuclei may be assimed in a first approximation to be
permanently deformed. The deformed optical potential,
unique for all the isotopes, has been varied from one
isotope to the other through the deformation parameters

&2 and 'the asymmetry term e = (N-Z)/A and the
A-dependence of potential radii. The neutron optical
potential has been determined basically from (i) poten-
tial scattering radii^ R', (ii) s- and p- wave strength
functions^'S Sq and S-] , and (iii) energy variations of
the total cross sections measured by Whalen et al.^,
Martin^ and Glasgow et al.". The differential elastic
and inelastic scattering cross sections from
I82,l83,l81+,l86w measured at BRC for 3.^0 MeV incident
energy have been used in order to optimize the parame-
terization'^. In our analysis the optical potential has
the following form :

U=-Vf(r,av,Rv)+»*iaDWDAf(r,aD,RD)-iW^f(r,av,Rv)
( 1 )

+ 24 V3„ t.t -i|^f(r,aso,Rso)>

where f(r,ai,Rj^) = [I + exp (r-R£)/ai]~^ and

Hi = ri A^/3[i+j; g Y?(fi')] in the intrinsic coor-
X=2,l+

dinate frame. The volume absorption is generally
neglected at incident energy E below 10 MeV ; its
strength has been estimated from the analysis of elas-
tic and inelastic scattering of protons from
l82,l8U,l86w measured at I6 MeV incident energy^. The
coupling basis (0+,2+,U+) for the even isotopes and
the equivalent basis (l/2-, 3/2~, 5/2~, T/2~, 9/2~)
for sample were used in the coupled channel (CO)
calculations. The coupling form factors in the
expansion of the optical potential (I) :

U(r,n') = Z^ U^(r)Y^(fi') , A = 0,2,1+, 6,

8

were assumed to be complex. The code ECIS 78 was used
to perform calculations for scattering from I83w and
to estimate the spin-orbit deformation effects. The
latter were found negligible. A modified form^O of
Tamura's code JUPITOR-I^^ was used in most of the cal-
culations. Compound nucleus effects, still important
at 3. ho MeV incident energy, were included. An outline
of the statistical model (SM) calculations is given
below.

Statistical model calculations . The only
de-excitation modes available to the compound tungs-
ten nuclei at the incident energies considered
(i.e. E i 1+ MeV) are elastic and inelastic scattering
and capture. The neutron transmission coefficient
values have been chosen identical for all the open
channels and assumed equal to those of the ground
state channels. These hypotheses, though not well
justified, are widely assumed in SM studies. The
coherence between optical model (OM) and SM calcula-
tions has been reached by using in the SM calculations
the neutron transmission coefficient values deduced
from the coupled channel analysis. The SM calculations
were perfomed by using Lagrange's et al. code
HELMAG^^ which has been modified in order to include
the modem SM theories^3_ These significantly influ-
ence the elastic and inelastic scattering cross sec-
tions calculated in the A = 90 - 100 mass region^
When compared with Dresner's formalism^ 5 the more
modern SM theories ^3 improve the fits to the tungsten
cross sections measured below 'v 3 MeV, that is by
enhancing the inelastic scattering cross sections
while lowering the elastic scattering cross sections.
At incident energies higher than 'v 3 MeV both theories
tend to produce similar results for inelastic scat-
tering. The possibility for interference between
direct and compound mechanisms was ignored. We believe
that such a study in the W mass region remains prema-
ture, considering the lack of enough accurate cross
section measurements at low energy and/or near thresh-
olds of inelastic scattering channels.

The SM calculations require the knowledge of
level densities p, both for target (prp) and compoimd
system (pQjj). The level density p qjj has been used in
the determination of the transmission coefficients for
the radiation channel. Each level density contains a

discrete portion and a continuum parameterized by
following a procedure close to that formulated by
Gilbert and Cameron^^. More than 12 discrete levels
for each nucleus have been explicitely used in the SM
calcuJ.ations . The adopted level density parameter "a"
values are consistent with those determined from the
experimental values of the averaged s-wave level spa-
cings , <D>2. The adopted gamma-ray widths <T y> at very
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low incident energy are within the experimental uncer-
Ptamties .

Discussion

The optical potential and deformation parameters
are gathered in Tables I and II respectively.

Table I. Tungsten isotopes. Neutron optical potential
parameters. Strengths in MeV ; geometry parameters in

fm ; incident energy E in MeV.

Ii9.90-l6(^) - 0.25E ; r^ = 1.26 ; a^ = 0.63

Wd=

l+.93-8(\^) + 1.3E^''^, E ^ 9 MeV

/ rD=1.28;aD=0.HT
8.83-8(^)-0.10(E-9), E 5- 9 MeV

0 , E .£ 9 MeV

0.20E - 0.80, E > 9 MeV
1 .26 ; = 0.63

I 1 I I I I I

I

I I I M I T H I I M

E„=3. 4M.V
p2=0.220 Pij=i-0.015

—p2='0.2'»5 p^^=-0.05^

mI I

135 180

9 ( daj )

V.o = 6.00 ; r,„ =1.26 ; a.^ = 0.63

Table II. Deformation parameters and estimated uncer-
tainties determined from the present analyses.

Fig. 1. Elastic and inelastic scattering cross sec-
tions for the groimd state (1/2~) and first excited
states (3/2~, 5/2") of l83vj. Pull and dotted lines
represent calculations including CC and SM contribu-
tions for two sets of deformation parameters (625

Experimental data (present work), see Ref.T.

Nucleus

182.,

183,

I8U
V

186

62

0.223 ± 0.007

0.220 ± 0.012

0.209 ± 0.009

0.203 + 0.006

6U

-0.05^+ ± 0.006

-0.075 ± 0.010

-0.056 ± 0.006

-0.057 ± 0,006

The potential parameterization contains energy depen-
dences and geometries which are commonly accepted. The
deformation parameters, shown with estimated uncertain-
ties, are close to those calculated by Moller et al.

in nuclear structure studies^'''. With that respect,
note that the sign of the deformation parameters 6I4.

has been determined unambiguously from the neutron
data. These results support the use of neutron cross
sections in nuclear structure investigations.

We met some unexpected difficulties while making
the potential parameter search : it was not possible
to adequately reproduce the total cross sections mea-
sured by Whalen et al.^ and Martin^ at incident ener-
gies below 2 MeV. The impossibility for our OM cal-
culations to reproduce to within ^% accuracy these
data is still not understood. Since our analysis was
completed, new Ocj measurements have been performed by
Whalen 18 -^he energy intervall 300 keV - 5 MeV. The
comparison of OM calculations and these new data shows
that most of discrepancies previously observed vanish.
The measured and calculated angular distributions at
E = 3 -ho MeV for I83,l84y samples are shown in
Figs. 1 and 2 respectively. The compound nucleus com-
ponents are included in the curves and, for ^^^W,
contribute approximately ^%, 15^ and 50% of the

45 90
e (d89 )

135 180

Fig. 2. Elastic (O"*") and inelastic scattering cross
sections to the first 2"^ and h'^ states of ^^^W. Full
lines represent calculations including CC and SM
contributions. Experimental data (present work), see

Ref .7.
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calculated 0(0"*"), a{2'^) and a{k'*') cross sections res-

pectively. The fits obtained are good, with comparable

quality for all the measurements. Fig. 3 shows mea-

sured'' 9 and calculated elastic and inelastic scattering

0(b)
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0.1

00

Q2

01

0,0

02

0.1

0.0
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^0 60 80 100 120 UO 160 180

cm. !deg)
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Fig. 3. Excitation functions for the elastic (O"*")

and some inelastic scattering cross sections of
''^'^W. Curves are CC and/or SM calculations des-
cribed in the text.

• , X Ref.19 ; o (present work) Ref.T.

I8i+
excitation functions for W. The curves result from
CM and/or SM calculations. The satisfactory agreement
for that nucleus and similar agreement for 1o2,l86y

confirm the reliability of our model parameteriza-
tions. Calculations and new measurements of capture
cross sections performed at BRC below 3 MeV are com-
pared by Grenier et al. in a companion contributed
paper to this Conference. A recent study by Jary^*-"

devoted to (n,2n) cross sections measured by Frehaut^'-'

at incident energies below 15 MeV, and based on the
present work, leads also to reasonable agreement
between calculations and measurements. Finally, simi-
lar conclusions are obtained for the available elemen-
tal tungsten cross sections^jSI a.s shown in Fig.^i.

Fig. h. Differential cross-sections for. natural
tungsten between h.3h MeV and 8.56 MeV. Data (Ref.21)

and CC calculations are for an energy resolution of
^ 120 keV.

Conclusion

^ 182,183,18U,186„ „Data on the scattering by W of
neutron in the energy range 10 keV to 15 MeV, have been
reviewed and compared with optical and statistical mo-
del calculations. An overall agreement between data
and calculations is obtained. The optical model analy-
sis has provided deformation parameters 32 and 31| for

each isotope. These values are close to those calcula-
ted by Moller et al. , indicating that neutrons can be

used as probes of nuclear structure.
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THE NEUTRON CAPTURE CROSS SECTIONS OF NATURAL Yb , ""Yb, "^u AND '°^W IN THE ENERGY RANGE
FROM 5 TO 200 keV FOR THE Lu-CHRONOMETER

H. Beer, F. Kappeler, and K. Wisshak
Kernforschungszentrum Karlsruhe GmbH
Institut fur Angewandte Kernphysik

P.O.B. 3640, D-7500 Karlsruhe
Federal Republic of Germany

The neutron capture cross sections of natural Yb, ^^"Yb, ^'^Lu and ^^'*W have been measured
in the keV neutron energy range with a pulsed Van de Graaff accelerator using the kinematically
collimated neutron beam from the ''Li(p,n) and the T(p,n) reaction. Prompt capture gamma rays were
registered by a Moxon-Rae detector. All measurements were performed in a single run relative to
the ^"Au cross section as a standard. The cross sections of ^^^Lu and ^^°Yb were used to investi-
gate the '•'^Lu-cosmic clock.

Yb(n,Y), Yb(n,Y), ^'^Lu(n,Y), ^^'*W(n,Y), capture cross sections, E = 5-200 keV, nucleosynthesis,'
•^^Lu-cosmochronometer

Introduction

The neutron capture cross sections of ^^°Yb and
^^^Lu in the keV energy range are of particular impor-
tance to s-process nucleosynthesis as they can pro-
vide information for the only s-process cosmochronome-
ter -^^^Lu. All relevant quantities for the s-process
are normally accessible to laboratory measurements as

mostly stable isotopes along the valley of stability
are involved. In addition for a calculation
of the ^''^Lu clock only cross section ratios are
needed. In the present investigation all measurements
were carried out in a single run relative to the '^^''Au

cross section to minimize systematic uncertainties.
This allows to combine the present results with the
cross sections of our recent activation measurements'^
for the ''^ Lu chronometer where also -"^^^Au was used
as a standard. The experimental technique was designed
with special emphasis on an optimum signal-to-back-
ground ratio. In this way relatively thin samples
could be used to avoid large corrections for multiple
scattering and self-shielding. As for the investigated
cross sections a smooth energy dependence is expected
and as average cross sections are the quantities rele-
vant to the astrophysical s-process no particular ef-

fort is necessary to obtain a high energy resolution.
Therefore a Moxon-Rae system with short flight path
and good time resolution was found to be adequate for
the measurements.

Experimental Method

The neutron source and the experimental set up

are almost the same as reported in Ref.^ Therefore
only a brief description of the experiment is given
here. The measurements were carried out at the
Karlsruhe pulsed Van de Graaff accelerator. Neutrons
were generated via the ^ Li(p,n) and T(p,n) reactions
with proton energies at 20 and 100 keV above thres-
hold, respectively, to obtain a kinematically colli-
mated neutron beam in the entire energy range from
5 to 200 keV. Neutron energies were measured by

the time-of-flight technique; in spite of the very
short flight paths of '\^68 mm the overall time reso-
lution of 1.2 ns allowed for a reasonable energy
resolution. Table I summarizes some important para-
meters of the experiment. The prompt capture gamma
rays of the samples were recorded with a Moxon-Rae
detector located at a backward angle of 120° with
respect to the beam axis completely outside the
neutron cone. A set of 7 samples was mounted on the
light weight aluminium frame of a sample changer.
The cycle time was determined by a beam current
integrator and controlled by a ^ Li-glass monitor.
Besides the Lu, the nat. Yb, the ^^°Yb, the ^^'*W and
the Au reference sample, an empty Al canning
and a graphite scattering sample were used to correct

Table I. Experimental parameters

Neutron reaction \i(p,n) T(p,n)

Beam current 20 mA 10 mA

Repetition rate 2.5 MHz 2.5 MHz

Pulse width 700 ps 700 ps

Max. proton energy 1.90 MeV 1.12 MeV

Time resolution 1.2-1.3 ns 1.2-1.3 ns

Flight path 67 mm 69 mm

Energy range 5-90 keV 50-200 keV

GAMMA-RAY
PEAK

Yb SPEKTRUM

BACKGROUND
SPEKTRUM

5 7 10 15 30 50 100

NEUTRON ENERGY (keV)

Fig, 1. Experimental TOF spectrum for the """Yb

sample and the corresponding background spectrum.

for background events. In Table II a compilation of

the sample data is given. An example for a TOF-spec-

trum is shown in Fig. 1 to demonstrate the signal-to-

background ratio for our thinnest sample.
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Table II. Sample characteristics

Sample Chemical compo-

sition
Isotopic composition

{%)

Weight

(g)

Thickness
(at/b)

X 10^

(MS.SS)

170
Yb

Yb

Lu

184,

197

W

Au

Yb^Og

Yb203

LU2O3

WOo

metal 1 ic

graphite

(168)0,02, (170) 78.78
(171)10.54, (172) 4.85, (173)2.08
(174)3.05, (176) 0.68

natural

natural

(180)<0. 05, (182)1 . 91 , (183)1 . 87

(184)94.3,(186)1.91

natural

1.704

5.345

5.294

3.245

6.666

1 .010

7.467

23.113

22.668

11.235

28.833

71.641

1.01

1.03

1.03

1.02

1.04

Data Analysis

After background subtraction the capture cross
section a can be calculated from the TOF spectra
on the basis of eq. ( 1 )

:

(MS.SS)^ I o.H.Eg^.

Au
(MS.SS)

Au °Ai7b,Au
(1)

where C denotes the background subtracted count rates,
(MS'SS) the corrections for multiple scattering and

self-shielding and N the sample thickness in atoms per
barn. The subscripts x and Au refer to the sample un-

der investigation and the gold reference sample.
The index i stands for the various isotopes of the

sample. H designates the isotopic abundance and

En is the sum of neutron separation energy and

neutron kinetic energy. The correction factors (MS'SS)

were determined by the computer code SESH The isoto-

pic impurities in the ^'^"Yb and ^^"^W sample were taken
into account using the data of Shorin et al .

** and

Bartolome et al

.

^
, respectively. The cross sec-

tions were calculated in energy increments correspon-
ding to the time resolution of the Moxon-Rae detec-
tor. However, in the low energy region larger energy
intervals were chosen to improve statistics.

1 1 1 1 1 1 1 1 1 1 1

D Mocklin 8 Gibbons 1957

• Konks et al 1968
"

-T_^ - Bartolome etol 1969

•n » Le'pine et ol 1972

•
1 ^ "\ present results

-1 ^~Vr-i_, '-bi Lu

^ ^'°Yb -

L-l l_ Yb

1 1

L-C^'"'— 184^ -

1 1 1 1 1 1 1 1 1

20 30 50

NEUTRON ENERGY (keV)

Results

In Fig. 2 the cross sections determined from
the measurement with the ''Li(p,n) reaction are plotted.

For Lu no serious discrepancies were found relative
to previous results^ , whereas our '^^''W cross

section is about 20 % higher than the one reported by

Bartolome ^.

Discussion

1 76
In the mass region around Lu fast and slow

neutron capture are the main mechanisms for the syn-
thesis of the chemical elements in stellar systems.
Slow neutron capture (s-process) forms the elements
step by step along the valley of stability as it

is shown in Fig. 3 by the solid line. Fast or rapid
neutron capture (r-process) is assumed to take place
on the neutron rich side of nuclear matter. After
the neutron flux has terminated the synthesized nuclei
decay back to the valley of stability as is indicated
by dashed arrows in Fig. 3. -"^'^Lu is shielded against

Fig. 2. Experimental results for the present
capture cross section measurements in the energy
range 5 to 90 keV (histogram) compared to previous
data.

r-process contributions by its isobar '•'^Yb. This
means that '•''^Lu was formed only by the s-process.
Therefore it is possible from s-process systematics
to calculate how many -"-^^Lu was originally created.
The comparison of that original abundance, N*(^''^Lu)

with the abundance N(^'^Lu) observed in the solar sys-
tem offers then the possibility to evaluate the age of
^''^Lu - and herewith the age of the s-process - from
the ^^«Lu half life Ti,2 =3.6 x 10^° y. Although
the production rate of s-process matter cannot be ex-
pected to be uniform in time, Schramm and Wasserburg^
have shown that such fluctuations can be neglected
if a long lived isotope like ^'^®Lu is used as a

clock. Therefore in this case the mean s-process age
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Fig. 3. The s-process
synthesis path in the vi-
cinity of ^'^Lu (solid)
line). Possible r-process
contributions are indicated
by dashed arrows.

T is given simply by:

R = N*{^^\u)

N(^^\u)

N*(^''^Lu) = B . N(176)

176,

(2)

{2a)

where x denotes the decay rate of Lu. The factor
B takes into account that only a fraction B of the

total amount of synthesized nuclei with mass number
176 is formed in the ground state of •^'^^Lu.

The residual part populates the 3.68 h isomeric state
in ^''^Lu which decays immediately to ^^^Hf. From eq.

(2), the mean s-process age T can be evaluated if the
ratio R is known. The branching ratio B is deter-
mined by the probability for populating the ground-
state via neutron capture in '•''^Lu:

(3)

o^0^\u), o^0'^\u) and aO^\u) are the Maxwellian

averaged capture cross sections to the isomeric state

and the groundstate in Lu as well as the total

neutron capture cross section in^^Hu.

The total abundance N(176) at mass number A=176

must be derived from s-process systematics. Assuming

an exponential flux distribution for the s-process

with a time integrated average flux to , one obtains

the following relation between the abundance N(A) and

122.123.124n

To(mb-'l oPBollmb) a|"°Ce)(mb)— 0.22 i.22 11.52

- 0.25 i.22 1152

Q22 8 3

^ NORMALIZATION POINTS

t PURE S-PROCESS NUCLEI

'^8,1505^ ^^^Gd 170

186,
'Os

176,

Lu

150 160 170

ATOMIC WEIGHT

180 190

Fig. 4. The product of the Maxwellian averaged capture cross section 0 times the s-process abundance N
is plotted as a function of atomic number between ^^Mo and ^^°0s. The sensitivity with respect to the cross
sections of ^"Ba and ^''"Ce is demonstrated by the dashed line, whereas the dotted curve illustrates the
influence of the flux distribution constant tq.
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the respective average capture cross section a(A)^° :

a(A)N(A) = a(A-1) N(A-1) (1 + (4)

By means of this formula the product a(A)N(A) can

be extrapolated from ^""^ Yb, a stable s-process
nucleus in the vicinity of '^^Lu, to mass number

A=176. N*(-'-^^Lu) is then calculated using the ex-
perimental average capture cross section of '^^ Lu.

The average flux to was determined in the

mass range about A = 140 where the magic neutron
number 82 causes very small capture cross sections.
In that range the oN-values calculated with eq. (4)

are most sensitive to tq. With our capture cross
section measurements on^^^Ba and-^'*° CeTo was deter-
mined to 0.22 mb ^

. Fig. 4 shows an analysis of
the aN curve between '^Mo and -^^"Os. The Sm iso-
topes • 148 and 150 were used as normalization points.

Obviously, the calculated curve is in excellent
agreement with the empirical value determined with
our Yb cross section. This is also true for
another result on ^''"Yb-^-'- and for -^^^Os, for which a

cross section was reported recently As our analysis
of the capture cross sections of • ° Yb and^^^ Lu is

not yet completed only a preliminary estimate for the

mean ,age T can be given at present. From the calculated
curve of Fig. 4 Na(176)=5.2 mb (Si = 10^; can be extra-
polated for A = 176. The total capture Cross section

of ''^Lu and the partial capture cross section
to^^^m Lu yield a branching ratio B = 0.4. With the
capture cross section of ''''^Lu and the Lu-abundance we
obtained R = 1.08. According to eq. (2) this corresponds
to a mean age fortthe s-process T = (9j^4) x 10^ y from
now. However, this number has to be taken with caution,
as it depends sensitively on the cross section of
^^^Lu and might change after the final analysis

of our measurements.
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STELLAR NUCLEOSYNTHESIS AND THE 24- keV NEUTRON

CAPTURE CROSS SECTIONS OF SOME HEAVY NUCLEI* •

Thomas Bradley, Z. Parsa
New Jersey Institute of Technology, Newark, New Jersey 07102

and
M. L. Stelts and R. E. Chrien

Brookhaven National Laboratory, Upton, New York 11973

The neutron capture cross sections of 112 Sn, 130Ba, I'iSNd, 1^8Nd, 186w, 190os and 192os
at 24 keV neutron energy were measured with respect to 197Au by activation in a 24 keV neu-
tron beam at the Brookhaven High Flux Beam Reactor. The reliability of this technique was
verified by remeasurlng the cross section of 186w and comparing it to previous measurements.
This continuing series of measurements will provide a more reliable data base for nucleo-
synthesis calculations.

(Activation cross sections at 24 keV; stellar nucleosynthesis on H^Sn, 130Ba,
146Nd, 148Nd, 186w, 1900s and 1940s)

Introduction and Background

The importance of neutron capture cross sections
in stellar nucleosynthesis was first emphasized in

1946. At this time Alpher, Bethe and Gamowl demon-
strated the approximately inverse relationship between
elemental abundances and their capture cross sections
at stellar temperatures. Since then it has been con-
cluded that buildup of heavy nuclei is accomplished
by neutron capture via either the slow (s) process in

normal stars or the rapid (r) process in supernovae.
The s process occurs inside of stars at a temperature
of about 20-30 keV.

56
A reactor spectrum can be filtered through a

Fe-Al filter to provide a source of neutrons at an

energy corresponding approximately to these stellar
temperatures. Such a beam is available with sufficient
intensity C'^' 4 x 10^ n/sec) to allow measurement of

the activation cross section with natural samples.

Experimental Technique

The source of neutrons used in this series of

measurements was the 24.3 keV filtered beam facility
at the High Flux Beam Reactor at Brookhaven National
Laboratory. This energy is obtained by use of an iron-
aluminum filter made of 12" of 56Fe and 7" of A1.2

This is the energy equivalent to neutrons in equili-
brium with their surroundings at 2.8 x 108° jj. This
is a good approximation to the internal temperature
inside a red giant.

The measurements were done in the following man-
ner: Since the neutron capture cross section of gold
at 24 keV neutron energy is well known (621 + 3 mb)

,

averaged over the iron-filtered spectrum, all cross
sections were measured relative to gold. A sample
packet, with dimensions slightly larger than the

(2.5 cm) 2 beam, was prepared consisting of 0.2 gm/cm2
Au and 1 gm/cm2 of the sample sandwiched between two
sheets of 0.022 gm/cm2 cadmium. Thus the samples were
irradiated simultaneously in a geometry that minimized
any variation of the flux over the beam area. The
cadmium was used to shield the sample from any thermal
neutrons returning from the room. After irradiations
of about one day the sample was removed from the beam
and the activity measured with a Ge(Li) detector.
Because of the high neutron current and the excellent
Y-ray resolution of Ge(Li) detectors it was possible
to use natural samples rather than separated isotopes.

After irradiation, the sample packet (without Cd)

was placed in a fixed geometry about 12 cm away from
a Ge(Li) detector, which detected the gamma rays
emitted from the sample (Fig. 1) . This relatively

large distance was to insure that the geometrical ef-
ficiency would not change due to slight differences
in the positions of the samples. The relative ef-
ficiency calibration of the detector used was obtained
by placing previously calibrated 226j^g3 gjj^j 182iq^
sources in the same fixed geometry as that of the

samples. The relative efficiency curve thus obtained
is shown in Fig. 2. The detector was surrounded with
bismuth and lithium loaded polyethelene to shield from
y- and n-backgrounds , respectively.

The signal from the detector, after being shaped
and amplified was digitized and the spectra stored in

a computer memory. A representative spectrum obtained
by this method can be seen in Fig. 3.

The length of the time necessary to accumulate
sufficient data was dependent upon the abundance of

the isotope, its half life, and the level of activation
obtained. This varied from several hours for 1'^8n(J

to over a week for 112 Sn.

Data Analysis

During irradiation of the target nuclei, the

total number of activated nuclei is dependent on both
the rate of activation and the rate of decay. Thus
the number of activated nuclei at any time t is:

N2(t) a N^[l-e
-At,

/A (1)

where i is the neutron flux, a the neutron capture

cross section, N]^ is the number of target nuclei at

the beginning of the irradiation and A is the decay
constant. However, since the cross sections of the

various nuclei are to be found with respect to the

gold cross section, absolute flux measurements are not

necessary. Thus, when Eqn. (1) is solved for a rela-

tive a it becomes:

^2 A

^B =
'^A NT A-

fl"^ ^ (2)

where A signifies the nucleus used as a standard and

B is the nucleus whose cross section is to be calcu-

lated. In this case tj is the irradiation time. The

gold cross section is taken to be 621 millibarns.^

The numbers of activated nuclei at the end of the

irradiation period (N2^+N2g) are given by the following

equation:

C
N^

£f (1-e
-At,

)F
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CROSS SECTION OF

EXPERIMENTAL APPARATUS

Shielding and y-xay source geometry used
in conjunction with the Ge(Li) detector.

where C is the total number of gamma rays of a par-
ticular energy counted over a period of time t^ cor-
rected for decay after irradiation, e is the relative
detector and geometrical efficiency of the sample
gamma-ray line versus the gold line, f is the branch-
ing ratio and internal conversion of the emitted pho-
ton (listed in Table 1) , and F is the correction for

the self-absorption within the sample. Corrections
for neutron attenuation and multiple scattering are
negligible. No corrections for dead time were neces-
sary when the sample and gold were counted simul-
taneously. For those cases where the gold and sample
were counted separately, dead time corrections of

5% were applied.

24 keV Neutron Capture Results

The results for each nuclide are listed in
Table 1. Also given are the Y~^^ay lines used to de-
termine the cross section with the Y~'^ay branching
ratios (per decay), f, for each y-ray. In the case
of 112sn and I^Oqs the y-ray results from a 100%
decay of an isomeric level populated by B decay. For
these nuclei f = 1/1+a, where a is the electron con-
version coefficient. Comments on each nuclei mea-
sured follow.

Due to the low natural abundance of ^^^Sn(V/,)
and the relatively long half life (115 days) of 113Sn,
the sample was counted for about two weeks to achieve
good counting statistics.

For I'^^^Nd^ due to a low count rate, several mea-
surements of the strength of the 531 keV line were
made over about a week and then were folded together.

Since the 24 keV cross section of l^^W has been
previously measured^ to an accuracy of better than 10%

it was used as a check on the reliability of the tech-
nique. Our measured 24 keV cross section is 247 + 12,

in excellent agreement with the evaluation based on
previous data of 250 + 20.

The cross section measured for -'^Oos is the

total capture cross section (aj = ogxcited State
"^Ground State) • the osmium isotopes it was neces-
sary to also correct for y absorption in the Al con-
tainer of the powdered sample.

Discussion and Analysis of Results

Since most compilations of cross sections data
for stellar nucleosynthesis are done at 30 keV it is

necessary to extrapolate the 24 keV measurements to

this energy. What is usually done at this point is

to simply assume that the absorption cross section
in this area follows a strictly 1/v dependence. If

that assumption is made here, the measured results
should be multipled by .90 to obtain the equivalent
30 keV cross section.

However, it is possible to get a more precise
correction factor for each nuclide from its resonance
parameters and strength functions.^ More exactly,

what is done is to calculate each isotopic cross sec-

tion as well as possible at 24 and 30 keV. The ratio
of these values is then the correction factor which
the measured cross section should be multipled by to

obtain the corresponding 30 keV cross section. This

allows for a deviation from the 1/v trend due to p-

wave capture. The equation used, which was adapted
from Ref. 10 may be expressed as follows:

0 „ V- <r > <r > r

J n
(4)
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where Dj is the level density of each resonance spin

, . . (2J+1)
gj = statistical weighting factor =

2(21+1)

<r > = average neutron level width
n

1/2
= SgDj(Ejj) for s-wave capture

= S]^Dj(Ejj)''"''^(l + (^) for p-wave capture

(Sq and S-j^ are s and p wave strength func-
tions)

<r > = average radiative capture width

Table 1

<r> = <r > + <r > = total level width
n Y

F = fluctuation factor, defined by Lynn
11

The correction factors thus obtained and the re-
sultant 30 keV cross sections are listed in Table 2.

These 30 keV cross sections, however, do not take into

account possible fluctuations in level spacing. Due

to the fact that the half width of the filtered beam
used is 1.9 keV, there may be relatively few resonances

within this width for some of the nuclei. The ef-
fect this would have is to increase the error of the

extrapolated results for the nuclei with large
level spacing.

Nu c 1 id e o(Aa) mb t. ^Kev )

Y
' - ^ifc^^d

112„
Sn 228 (25) 392 .

7

.617 + . 012

Ba 755(54) 496 .47 + . 01 *

373 .141 + . 005*

216 .22 + . 01 *

^"•^Nd 87.7(6.0) 531 .12 + . 005t

l^\d 126.8(8.0) 423.5 .11 + . 01 t

211 .31 + . 01 t

114.3 .22 + . 01 t

186
W 247(12) 685.8 .266 + . OOlt

479.8 .209 + . OOlt

190^
Os 358(38) 129.4 0 0 J. UU-)

.039 + . 0005t
138.9 .043 + . 0005t

t Measured Y intensity from Table of Isotopes
* Measured y intensity from ref. 7.

100

>-
o
UJ

o
u.
u.
UJ

UJ
>
<
-J
UJ
q:

10

\ T~~ r— I

RELATIVE EFFICIENCY CURVE

OF Ge(Li) DETECTOR (PGT988)
230 226

Th, Ra

182^
Ta

1

0 400 800 1200 1600 2000

Ey(keV)
Fig. 2: Composite efficiency curve obtained

from 226Ra and 182Ta sources.
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OF Nd (0.5 keV/CHANNEL DISPERSION)
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CHANNEL-Fig 3: A typical spectrum obtained after the irradi
ation of natural Neodymium. The necessity
for high resolution techniques can be seen
from the numerous decay lines present.

Table 2

24 keV 30 keV
Measured Correction Extrapolated- Previous

Nuclide
(J Factor a Value

112sn 228 + 25 .886 202 + 24 180t

130Ba 755 + 54 .922 715 + 58 2000t

146Nd 88 + 6 .853 75 + 7 110 + 25

148Nd 127 + 8 .785 99.4+ 14 110 + 20

186w 247 + 12 .893 221 + 12 220 + 20

190os 359 + 38 .890 320 + 36 230

1920s 156 + 16 .904 144 + 15 200

t Semi-empirical estimate from Allen et al.^^

Conclusion

The proven reliability of this technique in ad-
dition to the improvement in the accuracy of these
measurements over previous ones, shows that these mea-
surements plus future similar measurements will im-
prove the data base for calculations in stellar
nucleosynthesis

.
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138,
Ba.

140
Ce, 175lu and ''\uTHE MEASUREMENT OF MAXWELLIAN AVERAGED CAPTURE CROSS SECTIONS FOR

WITH A SPECIAL ACTIVATION TECHNIQUE

H. Beer and F. Kappeler
Kernforschungszentrum Karlsruhe GmbH
Institut flir Angewandte Kernphysik

P.O.B. 3640, D-7500 Karlsruhe
Federal Republic of Germany

1 "^ft 1 4(1 1 7fi 1 7^
The capture cross sections of Ba, Ce, Lu, and the capture cross section of Lu

to the 3.68 h isomeric state in ^^^Lu have been determined at 30 keV neutron energy using the
activation technique. Neutrons were generated via the'^ Li{p,n) reaction just above the reaction
threshold at a 3 MV pulsed Van de Graaff accelerator. The neutron beam was kinematically colli-
mated with an energy spectrum similar to a Maxwellian distribution, so that the activation
measurements yielded directly Maxwellian averaged capture cross sections.

[^^^Ba(n,Y), ^^^Ce{n,y) ,

^

''^Lu(n,Y)^^^'^Lu, ^^^Lu(n,Y), capture cross sections.

Introduction

E^=30 keV, s-process synthesis]

Accurate capture cross sections are often a

prerequisite for a meaningful analysis of stellar
s-process nucleosynthesis. In theoretical studies this
has been emphasized especially for the small cross
sections of -^^^Ba and ^'•"Ce and the branching ra-

tio at ''^Lu which is of importance for the -^^^Lu

cosmic clock ^. In view of these requests we developed
a special activation technique. With a pulsed 3 MV

Van de Graaff accelerator, we were able to produce a

neutron spectrum similar to a Maxwellian energy distri-
bution for a thermal energy of kT ^ 30 keV via the

Li (p,n)-reaction. The corresponding temperature
of 3.5 X 10^ °K is expected for the s-process environ-
ment. In this neutron spectrum cross section measure-
ments were performed for the reactions '^^^Ba(n,Y)

"^Ba, "°Ce(n,Y)'"Ce, ^"Lu(n ,y) '"\u , and

^'^^Lu(n,Y)''''^Lu. The capture cross section of '•^^Lu

to the short lived isomeric state ^''^
Lu can be mea-

sured only by activation.

Beside the special neutron spectrum, the activa-
tion technique used is characterized by the following
features

:

The activation samples were placed very close to

the neutron target in a comparably high flux.

Thus it was possible to measure the small cross

sections of ^^®Ba and ^''"Ce accurately even with
small amounts of sample material. In each case,

only thin samples were used to minimize correc-
tions for scattering or self absorption effects.

The method is so sensitive that no high isotopic
enrichments are required. This allows even the

investigation of the rare isotope '•'^^Lu with a

natural Lu-sample.
All measurements are carried out with a ^^''Au

foil as a standard which is activated simul-

taneously. In this way most systematic uncer-
tainties can be avoided.
The neutron flux during the activation is re-

corded continuously to account for the exact
activation history.

All samples are counted with a calibrated, high

resolution Ge(Li )-detector to achieve the best

signal-to-background ratio.

Experimental Method

The neutron activation consists of two steps:
neutron irradiation of a suitable sample and absolute
counting of the induced activity.

Fig. 1 illustrates how the irradiations were
carried out. Kinematically collimated neutrons were
produced via the ''Li(p,n) reaction with protons 25 keV

-PROTON BEAM

6 Li GLASS

»60deg DETECTOR

METALLIC
Li- LAYER

Cu- BACKING
0,5mm

SAMPLE ^
SANDWICHED
WITH A GOLD FOIL

-KINEMATICALLY

COLLIMATED
NEUTRON BEAM

Fig. 1. Scheme of the experimental technique.

above the reaction threshold.

The neutron spectrum obtained in this way from
thick metallic Li targets exhibits a maximum neutron
energy of 106 keV and can be well characterized by
a Maxwellian distribution for a thermal energy
kT = 23.4 keV (Fig. 2).

In this neutron field the sample and a gold
reference sample were irradiated in a back-to-back
geometry. The irradiation history was recorded in

a Nova 2 computer. Beside the total irradiation
time also the time dependence of the neutron yield
was measured. For this purpose the integral count
rate of the ^Li glass detector was stored in inter-
vals of 40 sec. Due to the high neutron yield
obtained (10^ - lO^s"-"-) relatively thin samples
could be used. All measurements were made with na-

tural samples, mostly in form of metal foils. The
sample diameter was 6 mm. In Table I the total

and the effective sample thicknesses are given
for the investigated isotopes.

Table I. Sample characteristics of the investigated
isotopes (all natural composition)

Sample Thickness
(mg/cm^

)

Investigated Eff. Thickness
isotope (at/b)

Ba

Ce

Lu

Au

339
132

31.6
396

112

138,

140

175

176

197

Ba

Ce

Lu

Lu

Au

5.05- 10

1.06- 10"

0.353-10
3.42-10"

-4
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En, max 106 keV accounts for the decay of activated nuclei during
the irradiation time Tn.

"EXPERIMENTAL DISTRIBUTION

MAXWELLIAN

kT=23.4keV

20 ^0 60 80 100

NEUTRON ENERGY (keV)

Fig. 2. The measured, integral neutron yield (histo-
gram) from the 'Li(p,n) reaction for a maximum neutron
energy of En pia«

= 106 keV corresponding to a proton
energy of 25 keV above reaction threshold. A least
squares fit with the Maxwellian distribution (solid
line) yields a thermal energy kT = 23.4 keV.

The induced activity in the respective sample and
in the gold reference sample was counted with a cali-
brated high resolution 6e(Li) detector. The gamma ray
spectra from the decay of the samples were recorded in

subsequent time intervals which were considerably shor-
ter than the respective half lives. This mode of re-
gistration allows to select an optimum counting time
from the signal-to-background ratios of the relevant
gamma ray lines, and it also provides a check for the
background subtraction via the well known half life
of the sample activity.

Analysis

For a particular gamma ray li

events C registered in the Ge(Li)
activity determination is given by

ne the number of
detector during the
the expression

C=A.K •£ .f .

Y Y Y
(1 -e'^^M> e'^^W (1)

where sy is the Ge(Li) efficiency, fy the relative
gamma intensity per decay for the
and X is the decay rate.T is the
ween irradiation and activity meas
for the GeCl-i ) ' measuring time. Ky
tion factor for gamma self-absorpt

investigated line,
time interval bet-
urement and stands
gives the correc-
ion in the sample.

The number of activated nuclei. A, can be written
as

rN afc (2)

Here, <j)j =
J (t>(t)dt is the time integrated neutron flux,

N the sample thickness in at/b, and a the capture
cross section. The factor

Tb
. , -x(t-Tp^ -

Tb
i(t) 'dt / )(t) dt (3)

As the measurements are carried out relative to
'^^''Au as a standard, the neutron flux <i,j cancels out

fD
to first order:

f ^Au
(4)

Au

The cross section a. determined from eq. (4) repre-
sents an average over the neutron spectrum used during
the irradiation:

^exp
= / "^^^ <^(E)dE//<^(E) dE (5)

As in our mesurements the neutron spectrum
(|)(E) (see Fig. 2) is very similar to a Maxwellian
distribution

•^Maxw.
(E) ^ E e

E/kT
(6)

with kT = 23.4~keV, our measurements represent al-
ready proper Maxwellian averaged cross sections for
that particular temperature:

<av>= ^/a(E) Ee-E/^T ^-E/kT,, 2 -

(7)

In this expression vy is the most probable thermal
velocity and 2//7 is a normalization factor intro-
duced by the definition of <av>/Vj ^.

Results

In Table III the results are shown for all

isotopes together with the respective half lives,
the detected gamma ray energies and intensities.
The information on half lives and decay schemes was
taken from Nuclear Data Sheets (Status 6/79). Only
the relative gamma intensity for the 88 keV line in

the decay of '•''^
"^Lu is taken from a recent measure-

ment of Morel**. The quoted uncertainties arise mainly
from the ENDF/B-IV Au-standard (2.5 %) , the gamma

self absorption in the sample (0.4 - 2 %) , the decay
scheme of the activated nuclides (0.8 - 4 %) and the
irradiation history (<3 %). Columns five and six

give the thermal energies kT and the respective ex-

perimental Maxwellian averaged cross sections. An ex-

trapolation to the "normal" distribution for kT=30 keV

is included in column seven for those cases where the

energy dependence of the cross sections was known ^.

Discussion

A comparison of our data with existing values is

made in the last two columns of Table II. Especially

for the Ce and Ba isotopes the results reported in

the literature show large discrepancies, demonstrating
the difficulties encountered in the measurement of

small cross sections. Here, the advantages of our im-

proved activation technique are outstanding: high neu-

tron flux, small samples, no corrections for scattered

neutrons, high resolution gamma spectrocopy and a

well-known neutron spectrum which yields Maxwellian

averaged cross sections with only minor corrections.

Especially neutron scattering caused large correc-

tions in the recent measurements of Musgrove et

al As far as the results of Sidappa et al
."

^are
concerned, we find in all cases discrepancies of a

factor of 2 or even more which may be due to mode-

ration effects in the perspex sample cannings. Also,

a severe discrepancy was found for ''*°Ce with respect

to the cross section of Ref.
^

For ^^^Lu the result of Macklin and Gibbons^ is

30 % higher than our result. This relatively large

34a



Table II. The relevant decay parameters and the resulting Maxwellian average cross sections

Reaction Half life Detected
gamma

transition

(keV)

Relative
intensity
per decay

{%)

Fitted thermal
energy kT

(keV)

Experimental

average cross
section

(mb)

Extrapolated Other work
average cross
section for
kT = 30 keV

(mb) (mb)

13%a{n„)^^^Ba 82. 7 m 165.85 23 23 4.55 + 0.23 4.22 + 0.25 8 + 2

11 T 1.5^
3.9 + 0.8^^

140„ / v141^
'^'^CeCn.y) '^'Ce 32 .51 d 145.44 48.44 +0.41 24 12.63 + 0.57 11.52 + 0.57 3 + 3 ^{

23 + 4 %
7.7 + 0.9^^^

3 .68 h 88.35 8.86 +0.25 24 906 + 54

6 .71 d 208.36 11.0 + 0.4 24 1925 + 95 1718 + 85 2250+200^^

2 69 d 411.79 95.52+ 0.06 accepted standard
value for kT = 30 keV : 610 + 15^)

^^Ref. \ Ref. I ^\ef. ^^Ref.^ ^^ENDF/B-IV

value (with respect to Lu) was interpreted

in terms of theoretical arguments. However, another
explanation might be that there is a shape problem

in the data. If we extrapolate our cross section to

higher energies using the energy dependence reported

by Benzi et al.^ we find agreement with the data

of Macklin and Gibbons above -^100 keV.
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NUCLEAR DEVELOPMENT NEEDS FOR FUSION-FISSION HYBRID REACTORS

D. L. 3assby

Plasma Physics Laboratory, Princeton University

Princeton, New Jersey USA

A fusion-fission (hybrid) reactor consists of a D-T or D-D fusion-neutron source surrounded by a

neutron-absorbing "blanket" containing fertile materials (Th-232, U-238, Li-6, Li-7). The hybrid reactor's

basic attraction derives from its ability to perform certain practical functions—notably power multiplication

and fissile breeding—without requiring either start-up or make-up fissile feed. Apart from the development

of an adequate fusion-neutron generator, development needs for the hybrid reactor include (1) improved
information on neutron cross sections at energies of 3 to 16 MeV, in nuclides of thorium, protactinium,

uranium, neptunium, and plutonium, and on secondary gamma-ray spectra due to inelastic neutron scattering

and (n, xn) events in these nuclides; (2) cross-section sensitivity analyses of breeding performance; (3)

resolution of compatibility problems among potential fuels, claddings, and coolants; W more extensive data

on coolant flow and heat transfer properties, for analyzing severe thermal hydraulics problems arising from
sharp gradients in heat production; (5) quantitative information on the adverse effect of cyclic power
operation on fuel-clad interaction and mechanical properties; (6) determination of radiation damage effects

on candidate blanket materials. Because the basic source of neutrons in a hybrid reactor operates

independently of the means by which these neutrons are utilized, many blanket development requirements can

be satisfied simultaneously by testing in separate and independent blanket modules of a fusion test reactor.

[ Fusion, fission, hybrid blanket, tokamak, cross-section data, heat transfer. ]

Introduction

A fusion-fission hybrid reactor consists of a D-D or

D-T fusion plasma with a (sub-critical) blanket of fertile

material surrounding the plasma chamber to capture the fusion

neutrons (see Fig. 1). These neutrons may be multiplied by

fission or (n, xn) processes, or may be captured in the fertile

material to produce fissile fuel. In most conceptual designs,

some optimal combination of energy multiplication and fuel

production rate is sought, ^"^ggyond the fertile blanket and
reflector is a neutron and gamma-ray shield which protects

other reactor components from radiation damage and activa-

tion. Lithium is distributed in various regions of the blanket

to breed tritium for replenishment of the burned tritium.

The fusion-neutron source is referred to as the "fusion

driver" of the hybrid. This paper is concerned only with fusion

drivers operating on the D-T cycle: About 99% of the

neutrons have nominally I'f.l MeV energy (from the D-T
reaction), while about 1% have various energies between 2 and
8 MeV (from the D-D and T-T reactions). Table I lists the

principal nuclear reactions for hybrid reactors.

Table I. Principal Nuclear Reactions for Hybrids

Fusion Reactions

1. D + T —n (14.1 MeV) + ^He (3.5 MeV)

2. D + D -*n (2.45 MeV) + '^He (0.82 MeV)

Tritium Breeding

1. n + ^Li -^T + ^He + 4.8 MeV

2.8 MeV2. n + ^Li — T + ^He + n

Fissile Breeding

1. n + "^Th ^^^Th

Interaction of the MeV neutrons with the fertile

materials in the blanket can result in large neutron multipli-

cation and energy multiplication, M. Both uranium and
thorium exhibit significant (n, 2n), (n, 3n), and (n, fission) re-

action cross sections with l^t MeV neutrons, as indicated in

Fig. 2. The number of neutrons released per fission reaction

increases significantly with neutron energy, for both fissile

and fissionable nuclides (see Fig. 3). The performance char-

acteristics of typical uranium and thorium blankets ^"^

given in Table II.

Magnet

233

22m 27d

233,

6 - 6-

238|| ^ 239^j ^ ^^^Np " ^^^Pu ^ Schematic diagram of the major components of a

fusion-fission (hybrid) reactor utilizing a mag-

24m 2.4d netically confined fusion plasma. Not to scale.

803178
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For a uraniLDTi- based hybrid blanket, M may be 10 or

more, partly as a result of fission of U-238 by fast neutrons.

The Pu-239 production rate can be as high as 8kg/yr per MW
of fusion power (0,7 - 1 kg/yr per MW^). With a thorium-

based hybrid blanket, M~3 and a Ll-233 production rate of up

to 3.5 kg/yr per MW of fusion power (typically 1.3 kg/yr

per MW ) is possible. Fissile breeding performance is also

very sensitive to tne method by which a global TBR (tritium

breeding ratio) of at least uiity is obtained.

For any hybrid application, no start-up or make-up
fissile fuel is required. The intial fuel loading can be entirely

depleted uranium or thorium. It has been determined that

with chemical reprocessing, the fuel-producing hybrid can

provide make-up fuel for i4- to 10 LWR's (light-water

reactors), or for as many as 20 HTGR's, each having the same
thermal power as the hybrid. ^"^ Qy qJ comparison, the

LMFBR is capable of supporting at most a single LWR of the

same power rating. ^

This paper is concerned generally with the nuclear

development needs for hybria reactors, and in particular with

cross-section data needs. The development requirements for

the fusion neutron source are mentioned only briefly. Some
of the information presented here reflects presentations that

were made in the Third US-USSR Symposium on Fusion-

Fission Reactors 7 that was held at Princeton in January 1979.

During 1978-79, a thorough study of hybrid blanket data and

development requirements was carried out by the

Westinghouse Fusion Power Systems Department, ^ under the
auspices the Electric Power Reseach Institute. That study

also defined a blanket development plan that would provide
the necessary data base to implement hybrid test reactors.

Motivation For Fusion- Fission Reactors

There are at least 5 potential applications of. hybrid

reactors:

(1) Power Multiplication. The addition of a depleted

uranium or thorium blanket to a fusion reactor can
result in a large increase in thermal power produc-
tion (a factor of 3 to 30) for a relatively much
smaller increase in total plant cost.

(2) Fissile Production . By special tailoring of the
thickness and composition of the blanket regions, a
hybrid reactor can be made to produce a large rate
of fissile fuel per unit power production (see

Table II).

(3) Net Tritium Production . Hybrid reactors with
neutron multipliers can be used to achieve global

tritium breeding ratios of 2 or more, thus producing
considerable tritium for sale. This excess tritium

could enable the deployment of a system of

nonbreeding D-T reactors.

ENERGY (MeV)

Fig. 2. High-energy neutron cross sections of various
nuclides of interest for hybrid reactor blan-
kets. 803179

Table II.

Performance of Hybrid Reactor Blankets

A. Hybrid Blankets Designed to Maximize Power Production

(Favored Candidate Fi£ls Are UC, U^Si, U-Mo)

Fissil e C oncent rati on

Ener gy M ul 1i pi icati on
of Incident R MeV Neutrons

Net FleI Production (Pu-239)

Tritium Breeding Ratio

0.5 to Z0%
10 to 50

0 to 0.3 kg/MW -yr

1.0
^

B. Hybrid Blankets Designed to Maximize Fiel Production

Fissil e C oncent rati on

Tritium Breeding Ratio
Fissile Production (atoms

per lusion neutron)

Blanket Energy MulUplic.
Net Fuel Produc.(kg/MW^-yr)

Uranium
Blanket

5 0.01

1.0

1.5 - 2

8 - Itt

0.7 - 1.0

Thorium
Blanket

5 0.01

1.0

0.5 - 0.9

2 - 3

0.8 -Z5

z>
UJ

tn 4

^ 3zo

1 1 1 III
Pu-239-.^

U-238-^

^^Th-232 -

J

1 1 1 1 1 1 1

4 8 12

NEUTRON ENERGY (MeV)

16

Fig.
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3. Neutrons released per fission (f), as a

function of neutron energy. 803176



(If) Actinide Burning. Long- lived actinide "waste"

nuclides (Np, Am, and Cm) from thermal convertor

reactors can serve as both power multipliers and

neutron m uiti pliers when bombarded by high-energy

neutrons (see Fig. 2). Hence actinides placed in the

front end of a fusion reactor blanket can result in a

hybrid which performs applications (1), (2), or (3), while

simultaneously eliminating the actinide waste products

of thermal reactors.

(5) Chemical FleI Production . In analyses of chemical fuel

C'synfuel^') production in pure fusion reactors, it is

found that a majority of the thermal energy deposited

in the blanket by fusion neutrons is dissipated in the
lithium breeding region. ^ This problem can be alle-

viated by breeding tritium in separate modules, but

then a powerful neutron multiplier must be used to

ensure a global TBR exceeding unity. If the breeding
moaules make use of a fissionable multiplying layer for

the neutron multiplier, the large power produced in that

layer can be used to generate whatever electricity is

needed by the fusion driver and by the synfuels pro-

duction processes in the other modules, thus permitting

all the fusion neutrons incident on the synfuels modules
to be used solely for the generation of very high

temperatures ( ^ 1000°C).

Preferred H ybri d O bj ecti ves

By the mid- 1970's, the majority view of the role of

hybrids had become that the principal pupose of the hybrid

should be the production of fissile IleI for use in thermal

converter reactors, while at the same time the hybrid should
produce at least enough electricity to <±ive the reactor

subsystems and to be self-suffident in tritium. ^"^ j^g
validity of this majority view (to which there are important

exosptions^^) evidently depends on the deployment of very

large numbers of thermal converters whose fuel needs cannot

be satisfied by the mining and enrichment of uranium ore.

This assumption nas become increasingly open to doubt, at

least as far as the U.S. reactor market is concerned. Other
serious difficulties involved with the fissile breeding objective

are the achievement of economically attractive fissile pro-

duction rates toget her with adequate tritium breeding, and the

large cost of chemical reprocesang of the bred fuel.

In this author's view, power multiplication with minimal
or zero net fissile production will become the most important
role of the hybrid. In a power- producing hybrid, a hi^ly
moderated blanket (using water or graphite moderator) is

fi£led with depleted uranium or thorium. Within 2 years of

irradiation by a reasonable f uaon-neutron wall loading, the
fissile concentration in the blanket will build up to an equili-

brium value of 0.5 to Z0%. This type of hybrid has the

following advantageous f eatixes:

• No mining or enrichment of uraniun is required,

e No reprocessing is required (once- through cycle).

• The blanket can be highly subcritical.

• Spent LWR fiel can be used after removal of fission

products and recladding.

• Blanket teclinology and fuel cycle can be similar to

those of theLWR, CANDU, or MAGNOX systems.

• Lithium can be used for spatial power flattening,

and tritium self-sufficiency is readily achieved.

Near-Term Fusion Drivers

An economic hybrid reactor requires a cost-effective

fusion driver. That requirement means typically a fusion

plasma with a power gain Q (= fusion power/ heating power)
exceeding 1 or 2, and capa bPe of sustained high- duty- factor

operation. Figure shows the record values of Q that have
been achieved in the most successful types of e)Pperimental
fusion devices. 12 (Beam/solid-target fusion- neutron gene-

rators, not shown in Fig. ^, operate continuously and have

Qp = 0.002 .)

In this author's opinion, only some version of the

tokamak fusion driver is capable of meeting these goals in the
next few decades. This perceived superiority of the tokamak
is based on demonstrated performance to date, the probability

of vastly improved performance to oe demonstrated in the

numerous advanced tokamaks recently comissioned or under
construction, and the much poorer (or in most cases, hope-

lessly poorer) performance of all other magnetic confinement
and inertial confinement fusion schemes. In the long rui, one
might well find fusion driverssuperior tothe tokamak. Never-
theless, the discussion below will assume, when af usion driver

must be identified, that we are concerned only with tokamaks.
Most of the discussion, particularly involving cross sections,

applies to hybrids with any type of fusion driver.

Figure 5 slows a trimetric view of a oonoeptiai

tokamak hybrid reactor.

Optimal Hybrid Blankets

Front-End Multiplier

The "optimal blanket" for any specific hybrid appli-

cation is a matter of considerable controversy. If the hybrid is

to serve a purpose other than power production with zero net

fuel production, and if the hybrid must be self-suffident in

tritium, then the optimal blanket should probably have a fast-

neutron fissionable multiplier at the front face (i.e., exposed
to the fusion neutrons). A multiplying layer 10 to 20 cm thick

(see Fig. 1) will ensure an adequate neutron population for both

fissile and tritium breeding, as well as adequate power produc-

tion for driving the reactor subsystems.!-^ j\ front- end multi-

plyinglayer maximizes the exploitation of 14 Mev neutrons, by

produdng many more neutrons in a unique fashion:

• Fissioning of non- fissile materials.

• Achieving higher v in the fissioning of fissile

materials (see Fig. 3).

• Making available the high- threshold (n, 2n) and (n, >i)

reactions (see Fig. 2).

This type of blanket results in the largest usable output

of fissile fuel or tritium per unit capital cost (but not per unit

energy! ). Moderating materials should be avoided in the front

end of a f uel-produdng hybrid, as moderation reduces the
exploitation of 14 MeV neutrons, and the generated fuel,

either Pu-239 or U-233, is burned up at an excessive rate.

Heavy Actinide Multipliers

The choice of a fast- fission front-end multiplier leads

tothe consideration of fissionable heavy actinide "wasted' to

serve as the high- g^in multiplier material. The advantages are

that one drcumvents the time (several years) to build up
Pu- 239 to a large equilibrium value in tte multiplier, and the

burn-up of the actinides obviates their long-term disposal.

The production of actinides inLWR'sis approximately 7 kg per

1000 MW^- year, 1^ or about ! ton per year from present U.S.

LWR's. These nuclides consist of Np-237 ( 75%), Am- 241 and
Am-243 (20%), and Cm-242 and Cm-244 (5%).
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Choice oi Coolant Summary oi Nuclear Development Needs

Water, steam, helium, liquid metals, and molten salts

nave been analyzed as potential coolants for the blankets of

hybrid reactors. '"^ ' ^ Pressurized water is probably the

preferred coolant lor power-produang hybrids, whereas helium

IS preferred for fuel- producing hybrids. The disadvantages of

the various candiate coolants are listed in Table HI. Each type

of coolant has definite advantages in one situation or another,

so that despite the drawbacks, each coolant continues to have

enthusiastic adherents.

Table III.

Drawbacks of Candidate Blanket Coolants

A. Water

1. Temperature limited to 350°C.

2. Strong neutron moderation results in excessive burn- up of

Pu-239 or U-233 Gn fuel-producing hybrios).

3. Possibility of water- lithium accidents.

B. Steam

1. Requires hi^ pressure and thick piping, resulting in

serious degradation of neutron energy spectrum.

C. Helium

1. Requires large pumping power (3% of thermal power).

2. Relatively scarce resource.

D. Liquid Metals

1. Difficult to flow across magnetic fields.

2. Fire hazard.

3. Chemically active.

E. Molten Salts

1. Limited neutron m ultiplication.

2. Corrosive.

3. Electrochemical effects.
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(1) Improved neutron cross sections, and secondary neutron
and gamma-ray spectra for heavy elements, at neutron

energies of 3 to 16 MeV.

(2) Testing of blanket neutronics models against integral

experiments.

(3) Cross-section sensitivity analyses for fuel and power
production.

Cf) Techniques for maximizing blanket coverage of the
fusion neutron source.

(5) Solution of tliermal hydraulics problems, especially with
higii-gain multiplying layers at the front face.

(6) Alleviation of the effects of thermal cycling.

(7) Minimization of the first-wall thickness and blanket
structural material.

(8) Compatibility among fuels, claddings, and coolants.

(9) Radiation damage data—DPA and gas production in

compounds of heavy elements.

Nuclear Data Needs for Hybrid Blankets

Here we address only those nuclear data needs that are
peculiar to hybrid reactor blankets. In addition, there are

many data needs, particularly involving structural materials,

that are common to both pure fusion ana hybrid reactors, but

these needs are discussed elsewhere in these Proceedings.

Sensitivity studies indicate that knowledge of the
relevant cross sections to ± 10% may result in estimates of

breeding performance and power production with about 5%
accuracy.I5 Attempts to obtain more accurate determi-
nations cannot be justified, because of the large remaining
uncertainties which have nothing to do with cross sections.

For Li-238, uncertainties in (n,f), (n,7j, ana (n, 2n)

cross sections are documented, but (n, 3n) cross sections,

secondary neutron spectra, and fission spectra are not well

TOKAMAK
HYBRID
REACTOR

Oila t»M
1 TaraiM liM Cub
I falsMil IMt Cnh
I NMUd l«M lll)«CtlM

It CmIUi MiUm

12 Vbcmh hmti

Fig. 'f. Record values of fusion energy multiplication Q
versus energy injected into the plasma (tokamak o?

mirror devices) or delivered to the pellet or wire.

For systems that have used only deuterium, the
equivalent for D-T fuel is given. 793206

Fig. 5. Trimetric view of a tokamak hybrid reactor con-

ceptual design by Westlnghouse Electric Corp.

(Dec, 1977), published in Ref. 3, p. U'f. Diameter
of plasma in horizontal midplane is 2.5 m.
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Table IV.

Specific Cross-Section Data Needs For Hybrid Reactors

(Uncertainties Need To Be Reduced To ±10% In The Energy Ranges Indicated.

Nuclide

Li-

7

Zr-90

Bi-209

Th-232

Pa- 231

Pa- 233

U-233

Pu-2'fO, Pu-2'fl

Th-232,
PU-2W,

U-232, U-238,
Pu- 2^^!

Neutron
Energy (MeV)

3 - 15

5-15

5 - 15

0.1 - 3

1 - 5

3 - 15

6 - 15

3 - 15

6 - 15

Reactions Needing
Improved Data

(n, n'a)^H & (n, 2n)

(n, 2n) & (n, 3n)

various

(n,7)

(n, Y) & (n, fission)

(n, fission)

(n, 2n)

(n, fission) & (n,7)

(n, 2n) & (n, 3n)

Comments

Data needed to determine
spatial lithium distribution

for tritium self-sufficiency.

Favorable cladding &
structural material.

Used specifically for

neutron multiplication.

Present uncertainty is ± 15%.

U-232 product has highly active

decay products, increasing

reprocessing cost.

Intermediate nuclide in U-233
production. 27 days.

U-232 product has highly active

decay products.

Formed by successive

(n, 2n) reactions.

Present uncertainties

are ± 15 to 20% for (n, 2n),

and ± 30 to 35% for (n, 3n).

Table V.

Nuclear Data Needs for Burning Actinide "Wastes"

uand fission neutron spectra at E = 3 to 15 MeV.
n

(n, 2n) and (n, 3n) cross sections at E^ = 6 to 15 MeV.

Secondary neutron spectra for (n, 2n) and (n, 3n) re-

actions.

(n,7) cross sections at E = 3 to 15 MeV.
n

Inelastic scattering cross sections.

data isThe cross-section

uncertainties.

needed with 10%

known. Nuclear data for the many isotopes (15-20) of

uranium, neptunium, and plutonium found in a uranium
blanket are rec|uired for time- dependent calculations, and
data gaps exist.

General Nuclear Data Needs

(1) Secondary neutron emissiai spectra and angular dis-

tributions, to fill large gaps in data for (n, fission),

(n, 2n), (n, 3n) reactions in nuclides of Th, Pa, U, Np,
and Pu, at neutron energies in tne range 5 to 15 MeV.
This information is need for determining spatial distri-

butions of fissile breeding and power production.

(2) Secondary gamma-ray emission spectra for inelastic

scattering in nuclides of Th, Pa, U, Np, and Pu, at

neutron energies of 5 to 15 MeV.

(3) Specification of estimated errors in cross sections and
secondary neutron and gamma spectra for primary
neutron energies of 3 to 15 MeV. This information is

needed for cross-section sensitivity studies for specific

hybrid reactor blanket designs.

Table IV gives specific cross-section data needs.

Table V lists the nuclear data needs for the burning of the

heavy actinides (Np, Am, Cm) in hybrid blankets.

In "pure fusion" reactors with blanks

:-al lithium (92.6V6 'U), the Li(n, n'a]

ikets fueled with
natural lithium (92.6V6 ' LU, the 'Li(n, n' a)reaction, which
has a threshold of 2.8 MeV, can contribute up to 30% of the

total tritium breeding. In hybrid reactors, on the other hand,

most of the higher energy neutrons are e)q)loited for (n, xn)

and (n^£) reactions in fisaonable material, so that '^Li will

contribute 10% or less of the total tritium breeding. Hence
accurate knowledge of the cross section for the ^Li(r\,n'a)

reaction is not nearly so critical for hybrid reactors as for

pure fusion reactors.

Computational Modeling of Blanket Neutronics Performance

While little new basic methods development is required,

significant code development effort is necessary, particularly

for 2-dimensional neutronics models. There are still serious

limitations to these codes for fusion neutron applications, such
as the omission of (n, 3n) reactions. Multi- dimensional
neutronics codes treating toroidal geoinetry need further

development. These codes must incorporate a toroidal neutron

source, curved surfaces and penetrations. Tnere is a general

consensus that 3-D streaming problems can be handled with
existing Monte Carlo codes. These and related matters are

discussed in a paper by Chapin et. al., on tokamak blanket

neutronics requirements.17
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Cross- section sensitivity studies for specific hybrid

blanket designs are needed to determine how uncertainties in

the available data affect uncertainties in fissile breeding and

power production.

Experimental Tests

Tests of code predictions against experimental data are

needed, because of the many sources of uncertainties '•^ in the

modeling, as illustrated in Fig. 6:

• Heterogeneous blankets aggravate the effect of

data uncertainties.

• Geometrically restricted blankets and the effects of

large penetrations tax geometric modds.

« The spatially asymmetric plasma neutron source and

blanket regions result in a strong poloidal flux vari-

ation at the blanket face.

• Neutron scattering and energy degradation by the

vacuum vessel and other non blanket components
give rise to uncertainties in the incident neutron

spectrum and angular flux. As indicated in Fig. 7,

the neutron spectrum just outside the vacuum vessel

is likely to have a large flux component below 5

MeV.

To reduce uncertainties in the predictions of blanket perfor-

mance, integral experiments are needed with calibrated

fusion- neutron sources?

( 1) Spherical lattices with internal point- neutron sources .

Many such experiments have been completed at LLL,
LASL, 3ULICH, and 3AERI. Benchmark experiments
with uranium and thorium spheres and cylinders have
been reviewed inRefs. 19-21. Sphere radii ranged from
6 cm for U-235 to 50 cm for U-238. Other recent
measurements with Th-232. U-238, and Pb-208
assemblies have been made.22,23 Agreement between
experimental and calculated results for U-238 is

adequately dose to give confidence in estimating
be ginning- of- life performance, as wodd be appropriate
for early testing in a tokamak reactor program.

(2) Blanket module mock-up experiments with an external

point neutron source (e.g., RTNS-II^^).

(3) Prototypical reactor blanket modules with a toroidal

neutron source and reactor-characteristic spectrum
(see Fig. 7). A tokamak neutron source, such as the

TFTR, is reqdred.25

13 2A fusion- neutron fluenoe of 10 n/cm over an area of

at least 1000 cm is needed for satisfactory measurements of

neutron flux and spectra, reaction rate profiles, spatial

distribution of tritium and fissile breeding, and activation.

Induced Radioactivity

Development is needed of radioactivity and after heat

codes treating nudides of Th, Pa, U, Np, and Pu, when
irradiated by the mixed fusion and fission neutron spectrum
of a hybrid blanket.

ELEVATION VIEWS
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Thermal and Materials Development Requirements

Table VI summarizes the hybrid blanket development
reqdrements, other than neutronic matters, as viewed by the
partidpants in a recent symposiun on fusion- fission

reactors.^

The significant multiplication of the fusion neutron
energy by fission can produc^ power densities in the blanket

media as large as 500 W/cm . Since the blankets of hybrid

reactors are designed to be higtily subcritical, the power
density gradient in the blanket can be quite steep,l~3

shown in Fig. 8. This steep power gradent can lead to steep
temperature gradients, differential thermal expansion, and
radati on-induced swelling with resdting stress in the blanket

materials. The energy mdtiplication of the hybrid blanket

also worsens the thermal cycling problems assodated with

the transient response of the blanket to the pulsed nature of

the tokamak fusion generator (see Fig. 9).

Fig. 6. Elevation and plan view of tokamak blanket

arrangements. (a) No geometric uncertainties
peculiar to the reactor, (b) Uncertainty introduced
by finite geometry of heterogeneous blanket
segment. (c) Uncertainty introduced by asym-
metric neutron source, (d) Uncertainty introduced
by neutron scattering phenomena. 803006.
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NEUTRON ENERGY (M«V)

Fig. 7. Calculated neutron spectrum just outside the TFTR
toroidal stainless-steel vacuum vessel, between
toroidal-field coils. 793009
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Thermal Hydraulics

Figure 8 shows the enormous radial variation in power
density that can be expected in a hybrid reactor blanket if no
measures are taken to flatten power production. The steep
fall-off in power production is characteristic both of mode-
rated, si ngl e- layer ,

power- producing blankets, and of blankets

with an unmoderated "multipiying regiort' up front, followed
by a breeding region. In fact, power density can be made
spatially more uniform by placing lithium in strategic loca-

tions to soak up thermal neutrons which would otherwise
cause fission. -^^ This latter technique also contributes to the
achievement of TBR > 1.

Structural Design

The blanket performance is quite sensitive to the

amount of structural material located in the breeding zones,

and to the thickness of the structural wall between the

Table VI

Results from Blanket Engineering Development Questionnaire*

3rd USA-USSR Symposium on Fusion-Fission Reactors^

Q. What are the development requirements for your preferred

blanket(s)? Indicate "developed" if you feel sufficient

information is available from the fission program or

elsewhere to proceed with reasonable confidence, "being

developed" if the needed information is expected to be

provided by an existing program, or "needs development"

if work will have to be done specifically for hybrids.

Development
Requirements Developed

Fuel Fabrication

Fuel Irradiation Capab.

Fuel Reprocessing

Fuel-Clad Interaction

Clad Irradiation Capab.

Clad-Coolant Interaction

Coolant Chemistry

Coolant Thermal-
Hydraulics

Blanket Designs

Remote Handling & Maint.

Power Conversion System

Waste Handling & Disposal

Safety Aspects

71%

6%

59%

18%

35%

'f7%

1^7%

6%

18%

76%

if7%

18%

Being
Developed

18%

6%

12%

18%

6%

6%

6%

6%

6%

Needs
Develop .

t^7%

t^l%

76%

53%

1^1%

53%

88%

82%

2i^%

k7%

76%

Other Blanket Engineering Development Requirements

-Thermal-mechanical fatigue analysis and data,

-Reliable remote vacuum and pressure seals.

-Acceptable interaction with pulsed magnetic fields.

-Methods of minimizing blanket structural material.

-Blanket instrumentation.

* Questionnaire was conducted by K. R. Schultz of General
Atomic Company, January 1979.
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Fig. 8. Tops graphs give the power and temperature dis-

tributions in the fuel assembly shown below in

longitudinal section. [From W. Pettus, Babcock &
Wilcox Co. LRC-9081, 3uly 1979,]
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Typical response of water-cooled UO^ fuel pellet

and cladding in the blanket of a tokamak hybrid

reactor. [Modified from Westinghouse Electric

Corp. Report for EPRI Contract No. RP-B'f?
(1979).] 803175
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plasma and the blanket/' For fuel- producing hybrids, it is

important to minimize the amount of structure and coolant

materials in the blanket, as well as the thickness of the wall

between plasma and blanket, in order to minimize neutron

attenuation and softening of the neutron spectrum. Practical

variations in these structures can have a larger effect on

breeding performance than the present cross- section

uncertaintis.

The need to remove bred fuel implies the need for a

blanket structural design that can be readily disassembled and

reassembled .27 Again, these requirements are greatly relaxed

for power-producing hybrids with zero net fissile production.

Materials Compatibility Issues Peculiar to Hybrid Reactors

There are several features of hybrid reactor blankets

that are generally absent from fission reactors, and that

require considerable investi^tion before any design can be

qualified for practical use.

(1) Cyclic Heating. The mechanical and thermal inter-

actions of fuel, cladding, coolant and structure

mder pulsed heating, such as illustrated in Fig. 9.

(2) Strong Magnetic Fields . Electrochemical corrosion

mechanisms, in the case of molten salt coolants

flowing across strong magnetic fields.

(3) Lithium Compounds & Tritium Breeding. A vastly

improved materials data base is need for solid

lithium compounds. Tritium migration in candidate
hybrid blankets under expected operating conditions

must be investi^ted. The chemistry of molten salts

containing both thorium and lithium, for example,
needs to be studied. (Note that there has been
considerable experience with lithium and tritium

obtained with the heavy- water reactors at SRL and

with the N- reactor at HEDL.)

PLAN VIEW OF A TOKAMAK BLANKET TEST REACTOR

DIVERTOR PUMP

FIELD TOROIDAL
COIL FUSION PLASMA

Fig. 10. A tokamak blanket test reactor will enable
simultaneous testing of separate, independent
blanket modules using the same fusion-neutron
source. 803177

Cf) Mixed Fusion/ Fission Neutron Spectrum . The
neutron spectrum in the blanket will vary from
thermal to 15 MeV, and will have a strong spatial
variation. The effect of .radiation damage by this

unusual spectrum on the degree of compatibility
among fuels, dad, and coolant must be investi-

gated.^ DPA and gas production rates (hydrogen,
helium, tritium) in fuel pans of Th, U, Np, and Pu
compoLTids, irradiated by a mixed fusion/ fission

neutron spectrum, need to be measured. The
degradation in mechanical properties of fuel pins

and candiate blanket structures must be assessed.

Relevant tests could be performed in EBR-II at

present, in the FFTF beginning in 1981, and in the
FMITF beginning in 198f. While EBR-II and the

FFTF have relatively small neutron populations at

energies above about 6 MeV, the neutron spectnjm
incident on a hybrid blanket in a tokamak reactor
will actually be much softer than a fusion spectrum
(~HMeV), because of attenuation and moderation
of fusion neutrons in the "first wall," and because of
scattering around the torus (see Fig. 7).

Development Venue of Hybrid Blanket Modules

What is the future of hybrid reactors in the next
30 years? This question can be answered from the following
considerations:

First, no government or group of organizations is going
to rush out to fund the development of a hybrid pilot plant

dedicated to the production of nuclear fuel. For the next
several decades at least, the likely commercial market for
fissile fuel can be met by uranium ore resources with
relatively well-known economics.

Second, any fusion test reactor is going to cost at

least 1 billion dollars. Hence only a very few test reactors can
be built, and each must be exploited to the utmost.

Third, D-T fuson energy has the unique feature among
man-made energy sources that the region of energy utilization

(the blanket) is decoupled from the region of energy pro-

duction (the fusioning plasma). As illustrated in Fig. 10, a

single fusion neutron source can be Lised for the simultaneous
testing of many independent blanket module assemblies,
having a variety of purposes, without affecting the fusion

neutron source in any way. In addition to non- hybrid blanket

modules for tritium production, synfuels production, or what-
ever, one or more hybrid blanket modules can be installed for

fissile breeding, one or more for f lel-self-suff icient energy-
m ul ti pli cati on , and one or m ore f or acti ni de burning

.

Thus many blanket development requirements can be

satisfied by testing in separate blanket modules, with lateral

dimensions of the order of 2m x 2m, and radial depth of

1 m. Shortcomings in blanket design can be tolerated, simply

because retrofitting with blanket modules of improved design

can be made at relatively little cost, and with no effect on

the driving neutron source. These characteristics of a fusion

test facility will permit systematic trial- and- error selection

of materials, coolants, and configurations for hybrid and

othei fusion reactor blankets, without elaborate and separate

materials testing or thermal hydraulics programs.

The level of individual blanket performance in one or

more test reactors, which would be operated in the 1990's,

and the perceived future market for hybrid- generated

electricity or process heat or nuclear fuel, will determine
whether hybrid reactors for any purpose are deployed in the

early 20th century.
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BURNING NUCLEAR WASTES IN FUSION REACTORS*

Heiner W. Meldner and W, Michael Howard

University of California, Lawrence Livermore Laboratory, Livermore, California 94550 USA

We have studied actinide burn-up in ICF reactor pellets; i.e. 14 MeV neutron fission of
the very long-lived actinides that pose storage problems. A major advantage of pellet fuel
region burn-up is safety: only milligrams of highly toxic and active material need to be
present in the fusion chamber, whereas blanket burn-up requires the continued presence of
tons .of actinides in a small volume. The actinide data tables required for Monte Carlo
calculations of the burn-up of 241^0, and 243Am are discussed in connection with a study
of the sensitivity to cross section uncertainties. More accurate and complete cross sections
are required for realistic quantitative calculations.

[Actinide burn-up, fusion pellets, neutron spectra, '^^-^Am, ^-^^Hp, neutron cross sections]

I. Introduction

A major factor in the present nuclear power

debate is the disposal of long-lived radioactive
isotopes of high dose rates. In this paper we

discuss possible solutions of this problem utilizing
the future technology of fusion reactors.

A significant amount of work has been done on

the design of laser driven inertially confined fusion

pellets and on the use of such pellets in conceptual
fusion power reactors. We discuss here a scheme
whereby the radioactive wastes from fission reactors
can be burned up during the early development of

fusion reactors, even before fusion plants become
economically competitive with fission power sources.

Using the high energy neutrons from fusion
reactors for burning up radioactive wastes has been
discussed for many years. However, we believe that
only the inertial confinement fusion (ICF) approach
satisfies the necessary practical safety criteria.
This is because our proposed ICF scheme does not

require a near critical assembly of highly toxic

amounts of nuclear materials. This is in contrast to

the use of magnetically confined fusion or other
methods using blanket burn up. The type of future
fusion reactor technology which we have in mind for
our proposal is that of the HYLIFE concept proposed
by LLLI.

There are two major categories of high level
radioactive waste from fission reactors: fission
products and actinides. All fission products that
contribute significantly to the hazard potential have
half lives of order 30 years or less, i.e., their
contribution to the radioactivity drops on that
relatively short time scale although they dominate
during the first 200 years or so of storage because
of their abundance in nuclear wastesl. The truly
long term hazard potential is determined by
actinides, some of which have half lives of over
10^ years. The major actinides in question are:
244cm, 238pu 242cm, 24lAm, 243Am, 240Pu,
239pu, and 237|\jp_ jhg Cm and Pu isotopes have
power source applications and will therefore normally
be separated and (commercially) used. The fission
cross sections for 241,243Ani and 237|\|p are very
low for typical fission spectrum neutrons. As a

consequence, these isotopes are essentially useless
and accumulate in abundance in fission reactors.
They are therefore the standard test materials for
the evaluation and comparison of potential long-term
waste management concepts253,4, this paper we
describe a transmutation or "actinide burning" method
which we had proposed several years ago^ as a major
alternative to blanket burn-up^ methods.

* Work performed under the auspices of the U. S.

Department of Energy by the Lawrence Livermore
Laboratory under Contract No. W-7405-ENG-48.

We know of only one actual publication about

Monte Carlo Calculations of pellet center neutron

reactions on heavy elements in the fusion fuel

region^.

The (computer) design of reactor-size fusion
pellets^ has now been sufficiently finalized for
quantitative transmutation studies. The relevant
l^eatures of a "standard" fusion reactor pellet in its

imploded configuration are described in Section 2.

The corresponding neutron spectra are discussed in

Section 3 along with the results for transmutation of
the three isotopes in question using both the

"standard" and a somewhat burn-up optimized pellet.
We conclude in Section 4 with a brief discussion of

the required actinide data and some results of our
sensitivity analysis.

2. Fusion Reactor Pellets

Several high-gain reactor pellet designs have
been published recently by Lindl^. The

calculations here are based on a relatively
conservative design, also by Lindl, with a gain on

the order of 300.

The imploded configuration of such a target as

shown in Fig. 1 is a schematic representation
simplified to two homogeneous regions. However, it

was carefully matched to the implosion-explosion
characteristics of the full design, especially with
respect to neutronics and other energy transport
features.

The only high-atomic-number, Z, material in the

composite material tamper is 6 mg of '^99.9% pure

208pb, 7his choice minimizes accumulative neutron
activation.

The imploded configuration of this standard
pellet is reached after using '^6 MJ of laser or

"beam" energy and the resulting thermonuclear yield
is 1800 MJ. The same pellet configuration with its

imploded density doubled, as indicated in Fig. 1,

serves as an example of a more transmutation
optimized design. The actinides are admixed to the

fuel by Raleigh Taylor instability effects at the

inner tamper surface.

3. Monte Carlo Calculation of Neutron Reactions in

the Explosion

Realistic computations of neutron spectra and

reactions require careful consideration of the

rapidly disassembling burning fuel. The broadening

resulting from fast ions is, for example, quite
signif icant4,8. a plasma of thermal electrons and

ions, x-rays and thermonuclear reaction products was

evolved in time with Lagrangian thermonuclear burn

and explosion calculations (see for example reference
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10). Non-thermal charged particle transport and

reactions were also included. The electrons and ions

are assumed to be Maxwellian, but with different

effective temperatures. Neutrons were Monte Carlo

transported and the cross sections were taken from

reference 10.

A transfer matrix formed from the 1978

evaluated-nuclear-data library (ENDL) neutron cross

sections is used to calculate the neutron transport,

reactions, and redistribution of neutrons among

energy groups. Figure 1 shows the time-integrated

neutron spectra for the fuel region of pellets in

which the fuel density times the fuel radius R

equals 5.0 g/cm^. The amount of downscattering is

noticeably different from some published
estimatesl2 that did not involve the detailed

explosion simulations and extensive Monte Carlo

calculations performed here. The high-energy

( >15 MeV) neutrons contribute noticeably to the burn

up by fast fission.

R (cm)
Isotope: mass(mg)

208 pb : 6

: 4

: 2

16o : 3

2h : 5.6

3h : 8.4

Fig. 1 • Imploded configuration of a reactor-size

fusion pellet. In the standard case, compression

results in a density of 70 g/cm3 for both the

deuterium-tritium (DT) fuel and the tamper, i.e.,pR
= 2.5 g/cm2 and the yield is ~1800 MJ (0.43 tons of

explosive). Increasing PR to 5.0 g/cm^ by doubling

tamper and fuel density improves burnup considerably

as discussed in the text (cf.. Fig. 4).
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Fig. 3. Neutron spectra for a pR = 5 g/cm2 pellet

with admixture of 12 mg of 24lAin. jhe dashed line

indicates the shape of the spectrum without fission

contributions, (cf.. Figure 2).
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Fig. 2. Neutron spectra for the PR = 2.5 and 5.0

g/cm2 pellets as indicated.

mg/target/shot

Fig. 4. Metric tons of actinides burned up per year
as function of their admixture to the DT fuel. The
scale refers to 108 explosions/year roughly
corresponding to a reactor power output of about one
GW.

Figure 4 depicts our burn-up results. The
nonelastic reactions explicitly followed for each
isotope in question are (n, n'), (n, 2n), (n, 3n),

(n, 4n), (n,Y) and (n, fission). The actual loss

per target seed is plotted in Fig. 4 as metric tons

burned up for 108 shots. The curves turn over
because increased admixture of high Z material to the
fuel eventually squelches the thermonuclear
bootstrapping by absorptive processes. The limits in

the ratio of burned to admixed actinides as depicted
in Fig. 4 indicate how a few milligrams of active
material will accumulate from each shot. In addition

some fission products will also accumulate. The
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longest lived fission products from Am fission at
thermonuclear neutron energies arel29i( x = 1.57 x

107y), 135cs( T = 2 x IQ^y), ^^Idx = 2 x

105y) and I07pcj( ^ = 6.5 x lO^y) J3 jhese
isotopes will be produced at a level of a few percent
of the original admixture, as will 242/\m from
neutron capture on 241/\ni. Insignificant amounts
(~ 0.1%) of 243/^ wi]] 5e produced by neutron
capture on ^^^Pm. Neutron reactions on the fission
fragments (ri,2n) being the most important will also
be of some importance in rearranging the fission
fragment distribution. These quantities are,
however, similar to the amounts of tritium and
activated first wall/structure material produced per
explosion in any ICF reactor. The complications of
reprocessing unburned actinides therefore do not
significantly change the operational hazard potential
relative to a "pure fusion" plant. This is in marked
contrast to any hybrid and/or blanket burn-up
device. Continuous separation of fission products
and heavy radioactive materials would seem to be
straightfoward with the proposed remote systems of
HYLIFE-type reactor concepts^. The liquid Li
current continuosly removes actinides and fission
products, is a mediun to breed the tritium necessary
for self-sufficiency, and serves as a convector fluid
and first wall shield for neutrons, x-rays and
debris.

Although exact estimates are not possible
without specifying the type of reactor and initial
waste reprocessing involved, we conclude that our
results demonstrate how just one ICF power plant
could safely take care of the actinide waste of about
10 power equivalent fission reactors.

4. Sensitivity Results and Conclusions

Table I lists actinide neutron reaction data
used in the present work. Our sensitivity studies
for this type of input have not been completed. One
result is that a 20% shift in the 24lAm(n,f) cross
section for all energies produces a 17% change in the
amount of material burned up. We found large
discrepancies in the published fission cross sections
for neutron energies below 100 keV; our results,
however, are quite insensitive to the low energy part
of the input. Example: reducing all 24lAm(n,f)
cross sections below 100 keV to 10 mb gives changes
of less than one percent. The reaction data for high
energy neutrons ( ^12 MeV) are clearly the major
factors determining the burn up characteristics. In

addition, more detailed information on fission
product yield is of great interest here, in
particular for 243Am and 237Np.

These calculations suggest that although many
orders of magnitude may be gained in dose rate,
relative to the initial 241/\n), long-lived fission
products will result. However, these isotopes can be
dealt with in a more conventional manner, for
example, by exposure to thermal neutrons.
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TABLE I

Neutron Data Used in Present Calculation^

REACTION E-MIN E-KAX

000 j'

OOCO'
0000'
ccoo*
0000'
0000*
ocoo*
OOCO'
cooo»
,0000*
,
0000*

. 0000*

. 0000'

. 0000'

.OOOO'

.0030'

.0000'
ocoo*
OOTJ'
ooca*
0000*
0000'
cooo*
.COCO'
.oooc
.0000'
.0000'
.0000'
.0000'
. 0000'
.0000'
. 0000'
.0000'
. 0000'
. ocoo
.0000

N.El.*3TIC CP05S SECTION 21?

N. ELASTIC N ANiCULAR 01 ST. IB

N.EL»3T IC N TOTAL E^iE''GY DEP. 3^

N. ELASTIC N LOCAL ENERGY DEP. 3'^

N.N' CROSS SECTION 15

N.N' N ENEHOY-ANCLE 01 ST, IM

H,N' N TOTAL ENCi»OY DEP. ao

N.N' N LOCAL EMEROY CEP. 15

N.2N CROSS SECTION 15

N.cN N Ef-EHGY-AMOLE 01 ST. 9

N.5N N TOTAL CNCnOY DEP. 19

N .JN N LCCAL ENERGY DEP. 10

N.3N CROSS SECTION 5

M . 3M N ENERGY-ANCLE DI5T. 6

N.3N N TOTAL ENERGY DEP. M

N.3N N LOCAL EHERCY DEP. «

N.r CROSS SECT ION 1335
N.r N TOTAL EMCROY DEP.

N,F N LOCAL EiiERGY DEP. a

N.r N ENERGY-ANGLE OlST. 5

N,F N NEUTPONS/r ISSION 6

N.r G ENERGY OlST

.

e

N.r G MULTIPLICITY
N.r N NEUTRDNS'T ISSION s

N.G CROSS SECTION 656
N.O 0 ENEROY-A'iGLE OlST. 2

N.O C MiJLT IPL ICI TY 2

N.G TOTAL ENERGY DEP. 2

N.G LOCAL ENERGY DEP. 2

N.G CROSS SECTION 652
N.G G ENERGY-ANGLE OlST

.

2

N.G G MULTIPLICITY 2

N.G TOTAL ENERGY OEP. 2

N.O LOCAL ENERGY DEP. 2

N.XO CROSS SECTION 20

N.XG C ENERGY-ANGLE OlST. 20

OGOC
OOOC
0000'
0000'
0000'
0000'
0000'
COCO'
9.100'
9300'
9300'

I .2600
1 .2r,oo

1 .2600
2600'
COOO'
COOO'
COOO'
OOOC
OOOC
oooc

2.0000'
2.0CC0'
5.''500'
5.>i800'
5.>'-T00'

5.'iQC0'

S.'jOOC
5.52G0'
5.520C
5.5280'
5.5280'
5 5260'
O.OOOC
0.0000'

I .OCOO-IO
I .0000-10
1 .0000-10
1 .0000-10
5.0000-
5.0000-
5. OCOO-
5.0000-
5.9500'
5.950C

5.95'i9'

1 .2650'
1.2650' 1

1.2653' I

1.2653' 1

1 .0000-10
1 .0000-10
1 .0000-10
1 .0000-10
I .0000-10
I .0000-10
I .0000-1

0

I .0000-10
1 .0000-10
1 .OOCO-10
I .0000-10
1 .0000-10
I .0000-10
1 .0000-10
I .0000-10
I .0000-10
1 . 0030-1

0

I .0000-10
5.0000- 2

5.0000- 2

^Taken from R.J. Howerton and M.

D, Rev. 1, p. 386.
H. MacGregor, UCRL-50400, Vol. 15, Part
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SAFEGUARDS

VJ.A. Higinbotham

Brookhaven National Laboratory, Upton, New York 11973 USA

Abstract

Domestic safeguards have been developed to prevent the theft of nuclear materials or the
sabotage of nuclear facilities. International safeguards are intended to detect diversion
of materials or mis-use of nuclear facilities by a nation. An important safeguards activity,
in both cases, is materials accounting. Conventional accounting employs measurement of
weight or volume, the taking of representative samples, and chemical analy.sis to determine
the concentration of U or Pu, and isotopic ratios. Non-destructive assay methods, based on
the measurement of the natural or induced radioactive emissions of U and Pu, are of
increasing importance for national and IAEA safeguards. These techniques are based on the
information developed in the R&D on neutron cross sections and nuclear decay schemes.
Calculations of the burnup of uranium fuels in a reactor and of the plutonium in spent fuel
depend heavily on the knowledge of nuclear cross sections and on the neutron spectra in
operating reactors. Examples of important safeguards non-destructive and other verification
techniques are presented.

[Safeguards, calorimetry, gamma-ray spectrometry, neutron interrogation, 239 ,2^+0 ,241 ,242py
^

235,238y-j

Institutions have been developed to
protect nuclear materials at both the national
and international level. These institutions
are referred to as nuclear safeguards systems.
Both national and international nuclear
safeguards systems place emphasis on the
measurement of nuclear materials transferred
from one nuclear facility to another and of
the materials within a processing facility.

It will be useful to indicate the
similarities and the differences between
domestic and international safeguards
systems

.

Domestically, a national government
takes responsibility for control of the
nuclear materials within its jurisdiction
in the interest of national security and
the general welfare. The threats of concern
to a nation are the theft or diversion of
nuclear materials to fabricate a nuclear
explosive, the theft or diversion of radio-
active nuclear materials for dispersal, and
the sabotage of nuclear facilities or ship-
ments of nuclear materials.

The three generic safeguards measures
employed by a nation are material accounting,
physical protection, and measures to prevent
diversion or sabotage by individuals who
handle nuclear materials or are otherwise
authorized access. In the U.S. this latter
class of safeguards measures is called
"material control". The safeguards measures
are designed to counter, insofaras possible,
the credible domestic adversaries, which
could range from one trusted employee at a
nuclear facility to a sophisticated band of
terrorists

.

The International Atomic Energy Agency
applies safeguards to the nuclear facilities
within nations. Non-nuclear weapon states
which have ratified the Nuclear Non-Prolif-
eration Treaty, must submit all of their
nuclear facilities for IAEA safeguards. A
number of other nations have agreed to accept
IAEA safeguards for all of their nuclear
facilities or for only some of them (e.g.,
India) . The U.K. and the U.S. have offered
to place all of their non-military nuclear
facilities under IAEA safeguards.

The goal of IAEA safeguards is to pro-
vide assurance that nuclear materials are not
diverted from the declared peaceful applica-
tions for use in a nuclear explosive, or
for purposes unknown. In this case the state
or nation > s the potential adversary.

Whereas the objective of national safe-
guards is to detect and to interrupt adversary
activities, the IAEA responsibility is to
alert the world should it conclude that a
significant diversion has occured or that
circumstances prevent it from concluding
that no diversion has occured. For the IAEA,
materials accounting is the safeguards
measure of fundamental importance, with con-
tainment and surveillance as important com-
plimentary measures. The exercise of physical
protection is reserved to the member states.

Nuclear data is of interest for the
rneasurements upon which both domestic and
IAEA safeguards accounting are based. In
both cases, the facility operator is required
to make accurate measurements of receipts,
shipments and internal transfers, to maintain
records of the measurements and transfers,
and to submit reports to the national regu-
latory body and to the IAEA. In order to
determine whether the book-values in the
records reflect the true state of affairs,
the equipment in a nuclear processing or
research facility is cleaned out, and a
physical inventory performed at periods
which depend on the capacity and type of
facility, after which the book-inventory is
compared to the physical inventory.

The book-physical inventory difference
will not be exact, since it is based on
inexact measurements of the beginning and
ending inventory and of the materials trans-
ferred during the period between the inven-
tories. It is important for both domestic
and international safeguards to know the
accuracy of each type of measurement, and
to calculate the uncertainty in the final
material balance (the difference between
book and physical inventory is called the
material-unaccounted-for or MUF) , by propa-
gating the errors of the many measurements.

IAEA accounting is based on the inde-
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pendent verification of some subset of the
operator ' s measurements and on auditing
the operator's records and reports. Com-
paring IAEA measurements to those of the
operator checks the veracity and accuracy
of data supplied by the operator, enabling
the Agency to arrive at a material balance
for comparison with that of the facility.
The sensitivity of IAEA material accounting
is limited by the uncertainties in the
operator's measurements and the uncertainties
of the measurements made by the IAEA,

There are two general classes of
measurements for nuclear materials, analy-
tical chemistry, and physical techniques.
The former requires a measurement of weight
or volume, the taking of a sample, and
chemical analysis of the concentration of
uranium or plutonium. The isotopic composi-
tion of the uranium or plutonium is also
important. The physical techniques, usually
referred to as non-destructive assay (NDA)

,

determine the amount of the uranium and/or
plutonium contained in a sample, or a
container, or a fuel rod by measuring radio-
activity emitted spontaneously or that
induced by, e.g., irradiating the item with
neutrons. The former is called passive NDA,
the latter active NDA. Since the spontan-
eous emission of alpha, beta, gamma-rays and
neutrons is specific for each isotope, most
NDA measurements require an accurate know-
ledge of the isotopic composition of the
uranium and/or plutonium in the item being
assayed (exceptions are X-ray fluorescence
and X gamma-ray absorption, which depend
on the element, rather than the isotopic
ratios) . For passive NDA, the half-lives
and decay schemes are very important. For
neutron activation, neutron cross-sections
are also important.

At the smaller nuclear processing
facilities, it was adequate for both domes-
tic and international safeguards to rely
primarily on sampling and chemical analysis
for the routine measurements and on assess-
ing periodic material balances for indica-
tion of diversion. This is no longer satis-
factory for the larger nuclear processing
facilities which exist or are to be built.
If accounting is to play a role in the
detection and apprehension of a diverter in
a plant which processes several or many
kilograms per day, it would be necessary to
perform a material balance for each process
area every day or every shift. For this
reason, U.S. safeguards R&D has concen-
trated on the development of on-line and
at-line NDA instrumentation, coupled to
computers, so that the materials flowing
into, out-of, and contained within each unit
process can be measured on an essentially
real-time basis. The safeguards group at
the Los Alamos Scientific Laboratory has
led in this development and published many
papers on instrument development and on
what they call Dynamic Material Control, or
DYMAC.

The IAEA has a need, not only for more
timely information to verify compliance, but
also for instrumentation v/hich is convenient
for its inspectors to use. For obtaining

material accounting data more rapidly, the
Agency is interested in the development of
DYMAC instrumentation. In order to perform
its safeguards assignment efficiently, the
Agency presently employs a number of NDA
techniques and has requested assistance in
the development of more and better NDA
instruments.

Rather than attempt to list the instru-
ments and techniques, useful for domestic
and IAEA safeguards, which make use of
nuclear data, a few illustrative techniques
will be described:

Calorimetry is capable of high sensiti-
vity and precision. It has been used for
many years at Mound Laboratory to measure
Pu-2 38 and at Rocky Flats to measure con-
tainers with plutonium. It would be a
convenient way to measure cans of PUO2 or
mixed U, PUO2 , providing the isotopic compo-
sition of the plutoniiam is well known, and
the Am-241 daughter of 14 year Pu-241.
The DOE safeguards program is supporting
the accurate determination of the half-lives
of the isotopes of plutonium and of Am-241,
in order to improve the data base for
calorimetry.

While the relative abundance of Pu-238
and Am-241 may be small compared to that of
Pu-239 and Pu-240, the former isotopes are
the major source of heat in commercial
grades of plutonium, due to their shorter
half-lives. Ultra-high resolution gamma-ray
spectrometry is often used to determine the
isotopic ratios of the items to be measured
by calorimetry.

Gamma-ray spectrometry is the most highly
developed of the NDA methods and is an
extremely useful tool for the IAEA. Simple
instruments, using a sodium-iodide scintill-
ation detector and a two channel pulse-height
analyzer, measure the enrichment (U-235/
total U) of bulk samples (e.g., UO2 pellets,
containers of UO- powder, or large cylinders
containing UF ) to a few percent, relative,
in a few minutes. Higher resolution
gamma-ray detectors, and multichannel
analyzers are required to measure the
isotopes of plutonium. Very sophisticated
detector-analyzer-computer systems have been
developed at Lawrence Livermore Lab, Mound
Lab, and Los Alamos, to make accurate
isotopic analyses, and to measure the
plutonium-americium concentration in well
defined sample cells. The latter may be
used to replace chemical analysis and mass-
spectrometer analysis of laboratory samples
and may be employed to analyze liquid
plutonium flows at a reprocessing or
plutonium-conversion facility.

The gamma-ray decay schemes unravelled
by research physicists were an essential
base for the development of gamma-ray spec-
trometry for safeguards. For safeguards it
is also important to determine many of the
branching ratios accurately. However, the
self absorption of gamma-rays in the
sample, the energy response of the detector,
and the particular geometrical arrangement
of each measuring system affect the energy
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response of an instrument. Consequently, it
is necessary to calibrate such a system
using well characterized reference materials.

Active neutron interrogation is finding
more uses is safeguards. One example is an
instrioment to measure the U-235 content of
the pellets in low-enriched fuel for
light water reactors. Developed at Los
Alamos, these instruments are now produced
commercially and used by U.S. fuel manufac-
turers to insure that all pellets in each
fuel rod have the proper enrichment and to
measure the uranium content. Cf-252 is
generally used as the neutron source. Either
the neutrons produced by the fissions induced,
or the fission product gamma-rays are used
to measure the U-235 content. Although
neutron cross-sections are obviously of
interest for this application, the neutron
spectrum and the detector response depend on
the particular instrumental design. As in
the gamma-ray case, each instrument must be
calibrated using standards similar in
characteristics to the rods being measured.
Fabricating and characterizing a set of
standard rods for this application costs in
the range of a quarter million dollars.

Another example of this class of
instrxament is a transportable instrument that
employs a small isotopic neutron source and
moderated He-3 detectors to verify the U-2 35
content of low enriched uranium fuel
assemblies (containing 49 to 220 fuel rods)

,

which was developed at Los Alamos for use
by the IAEA.

Passive neutron analysis is useful for
the measurement of many items containing
Plutonium. The neutrons arise from the
spontaneous fission of the even isotopes of
Plutonium and from alpha-n reactions with
isotopes of lighter elemens in the samples.
4-Pi detectors are often used to measure the
plutoniiim content in containers of PUO2
powder, PU/UO2 pellets, and containers of
fabrication scrap and waste (the measurement
of quantities greater than about 1 kg of
Plutonium are complicated by the self-multi-
plication or self-induced fissions in the
sample) . The multiple neutrons resulting
from spontaneous fission can be separated
from the alpha-n neutrons by supplying
autocorrelation analysis. As for other NDA
methods, it is necessary to know the isotopic
composition of the plutonium and the spon-
taneous fission parameters for each isotope.

Although none of the safeguards
techniques discussed above make significant
use of neutron cross section or isotopic
decay scheme data, there is one important
area which requires calculations of the
burnup and transmutation occurring in
reactors, and hence involves cross section
data. This is the calculation of the
production of plutonium as a function of
exposure in a given type of reactor. Such
calculations are also of interest to an
operator of a nuclear power plant. The
burnup and net plutonium production varies
from one fuel assembly to another and within
each fuel assembly. What is of interest for
safeguards is the amount of plutonium con-

tained in a batch of fuel assemblies after
discharge from a reactor. Although the U.S.
presently plans to store spent fuel indefi-
nitely, other nations plan to reprocess
spent fuel. The most critical problem for
the IAEA, in this case, is to ensure that
the plutonium, after dissolution of the spent
fuel pellets, is accurately and reliably
measured at the head-end of a reprocessing
plant

.

For reprocessing, the fuel bundles are
disassembled, the rods chopped into short
sections, and the fuel pellets dissolved in
nitric acid. The dissolver solution is
transferred into a calibrated vessel where
the volume or weight of the solution is
determined and samples are drawn for analysis
of the uranium and plutonium concentrations.
Presumably the IAEA would observe the
calibration procedures, obtain the bulk
measurement data, and obtain duplicate
samples of the solution for independent
analysis. In each of these steps, the Agency
inspectors would, of necessity, be dependent
on the facility staff. A considerable amount
of work has been applied, both in the U.S.
and abroad, to developing isotope correlation
techniques which the IAEA might employ to
verify that the reprocessing plant input data
are reliable, and also to confirm data on the
batch of fuel prior to, during, and following
exposure of the fuel in a reactor.

The simplest check is to measure the
ratio of plutonium to uranium in the
dissolver solution, to estimate the amount of
uranium and plutonium that had been consumed,
using the reactor operator's data on burnup,
and using the fabricator's data for the
uranium contained in the batch of fuel
assemblies prior to exposure in the reactor,
to calculate how much plutonium should have
been recovered. This procedure has been used
by reactor operators to confirm the input
measurement reported by a reprocessor.
Given accurate values for the initial
uranium content, approximate burnup, and
state-of-the-art determination of the Pu/U
ratio in the composited dissolver solutions,
the results are comparable in accuracy to
those obtained by means of bulk measurement
and concentration, i.e., about 0.5%. This
verification process depends little, if at
all, on the calibration of the input
accountability vessel.

The IAEA generally will have been given
detailed information on the uranium content
and enrichment of the fresh fuel assemblies
sent to reactors. It may or may not be able
to verify information on burnup supplied
by the reactor operator. It will have
maintained accountancy for the fuel
assemblies on the basis of item identifica-
tion and records. However, there may be
some question as to the completeness of
this surveillance. By analyzing the data
on fission products, uranium and plutonium
isotopes, and isotopic abundance of heavier
actinides, the IAEA should be able to
confirm or to question, the data given it on
the prior history of and recovered plutonium
of a discharged batch of reactor fuel.
Since reprocessor, customer, and the IAEA
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are all interested in determining the amount
of each, at a reprocessing plant, the
investigations have focussed on ratios of
combinations of the U and Pu isotopes. In
studying the potential use of isotopic
ratios, the approach has been both empirical
and theoretical. Where the original
composition of the low enriched uranium fuel,
the reactor history (and type) , and the
amounts and isotopic compositions of the
recovered U and Pu were well known, various
U/Pu isotopic ratios were plotted. Since
the amount of spent fuel that has been
reprocessed is rather limited, empirical
data of this sort are also limited and
unsatisfactory. It has, however, shown that
some ratios are rather different for fuel
with zirconium cladding compared to fuel clad
in stainless steel.

While it would not be practical to
attempt to compute the isotopic distribution
to be expected in spent fuel from one-third
of a core of a particular reactor, exposed
for 30,000 MWd/t, etc. to, let's say, 2%, it
should be possible, using cross section data
and reactor codes, to determine which
isotopic ratios are more or less sensitive
to changes in cladding, to operation at high
or low power levels, to neutron poisons, etc.
What would be of particular interest to the
IAEA are ratios which would be strongly
affected by misinformation on the original
enrichments, or to substitution of spent
fuel elements.

The kinds of isotopic ratios under study
include the following:

1. recovered ratio of Pu/U vs U-235
consumed.

2. recovered ratio of Pu/U vs
(100 - Pu-239)

3. recovered U-236/U-235
4. recovered Pu (total) /U-235
5. PU-239/PU-240 vs U-235/Pu-241
6. CPu-239) 2/(Pu-240) 2 vs Pu-240
7. PU-240/PU-241 vs U-235/Pu-242

There are many more possibilities. Some
appear to be linear or at least monotonically
increasing with burnup. Some are more
sensitive at lower burnup and others at
higher burnup. The data for heavy water
moderated reactors will be somewhat different
from that for light water moderated reactors.
Given so many possible ratios to consider,
it seems evident that theoretical studies
using cross section data are important.

So far, these studies have considered
only natural or low enriched uraniiam fuels,
since these are the fuels in use today. It
is premature to worry about verification of
fast breeder spent fuels which will not be
reprocessed in large amounts for 20 years
or more. However, it is probable that a
number of developed nations will find it
economically and technically advantageous to
recycle plutonium and recovered uranium in
light water moderated reactors within a few
years. Given reliable and accurate data on
the U, Pu and isotopic content of fresh U/Pu
mixed-oxide fuel and samples of dissolver
solution, would it be possible to employ

isotopic ratio analysis, like that above, to
verify data on burnup and plutonium recovered
at a reprocessing plant?
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FAST-NEUTRON CAPTURE CROSS SECTIONS OF IMPORTANCE
IN TECHNOLOGICAL APPLICATIONS

W. P. Poenitz

Argonne National Laboratory, 9700 South Cass Avenue
Argonne, Illinois 60439, USA

The importance of the capture cross section of the major fertile nuclei, ^^''U and

232Th, leads to the consideration of these data. The ^^'^U (n,-Y) cross section is con-

sidered of priority as it is part of the ^^**U - ^^^Pu cycle. Experimental techniques
used in the measurements of these data are considered. Data measured more recently are

compared with provisions made for the possible explanations of differing results. It is

concluded that the 238u (n.y) cross section is known with ~5% above 10 keV and fulfills

the uncertainty limit for this cross section set to achieve design accuracy for kpff and

the breeding ratio above 500 keV. Below 500 keV, the present uncertainty falls snort of

the required 1.5 - 3.0% uncertainty. Specific recommendations are made to resolve exist-

ing discrepancies and data uncertainties.

[Fast Neutron Capture, ^^^U, ^^^Th, ^'^"Pu, Fission Product Nuclei]

INTRODUCTION

Measurement techniques used in the detection of

neutron capture events were reviewed by Chrien^ at the

last conference on Nuclear Cross Sections and Techno-

logy held in Washington in 1975. There are few new
developments, if any, in this area to justify a re-

consideration of general measurement techniques. The

standard capture cross section, op y (Au), was review-

ed even more recently by Paulsen^ and only one new

measurement^ was reported since then and another was
revised. However, these additions or changes will

cause little, if any, changes of the evaluated stand-
ard capture cross section. Some considerations of

the standard capture cross sections will be made by

Wasson.

^

Energy is on many peoples mind these days, and
therefore it appears appropriate to consider the area
more closely related to this topic. It is not gener-
ally realized, though well known among experts, that
for many countries, specifically the U.S., the largest
energy reserves based upon presently achieved levels
of technology and at acceptable costs is in uranium
and thorium deposits. The utilization of these energy
reserves requires however, the breeding of nuclear
fuel by some scheme; the LMFBR being the conventional
approach, and more recently accelerator breeding and

fusion - fission hybrids under serious discussions.
It is obvious that nuclear data of uranium and thorium
must play a predominant role in the design and evalu-
ation of the economics of specific systems regardless
of the breeding scheme being considered. Indeed,
sensitivity studies show^ that the capture cross sec-
tion of ^''°U is the most important, surpassed only by
the neutron production cross sections (v, f) of the
fertile materials. Historically, the most intensively
investigated and currently dominating systems involve
the 2^"U - 2^9pu cycle. For a variety of reasons the
232jh _ 2ii[j cycle is being considered more recently.

A recent study of a large LMFBR benchmark model^
shows the following distribution of total capture
events in the inner core of such reactor:

238U 70% Fe 4%
2a9pu 12% Ni 2%
2'»0Pu 4% Cr 2%
^-tiPu 2% Rest 3%

The predominant role of the major fertile material is
obvious from these numbers, however, a more important
role may be expected of the capture in ^ssy 240py
if 23&U or reprocessed plutonium are considered as
fuel for a first generation of breeder reactors.

Capture in 2't0p^J gp(j fission products becomes more
important with increased burn-up or considerations
of other parts of the fuel-cyle.^" Though a case can
be made for the specific importance of many nuclei,
it is preferable in view of the restricted time and
space available to concentrate on the major fertile
materials with the emphasis on the fast neutron cap-
ture cross section of ^^sy.

The great importance of the ^^^U neutron cap-
ture cross section would lead up to expect that this
reaction process is well documented and uncertain-
ties are low. However, a number of problems persist-
ing for the last 10-15 years suggest substantial un-
certainty and limited knowledge. Other problems are
of more recent origin. Outstanding problems are:

1. The C/E (calculated vs. experimental) dis-
crepancy for the central reaction rate
ratio 28c/49f (23bu (p.f )/239pij(n^f ) ). j^e
calculated ratio is usually found to be
3-9% higher than experimentally determined
values^, resulting in differential data ad-
justments, or requests for lower evaluated
differential data.

2. The small sample central reactivity worth
problem which exists for most major fertile
and fissile materials.^ The C/E discrep-
ancy was in the order of -20% for ^^sy g^^j

adjustments of the capture cross section of
~12% were proposed^ in order to resolve
the discrepancy.

3. A C/E discrepancy of -13% for ^^c/'^^f for
GODIVA with ENDF/B-V data resulted in re-
quests for 23au (n,Y) data adjustments.

Calculations with more recent nuclear data files re-
sulted in substantially reduced 23«u central worth
discrepancies, specifically for advanced fuels.
Facilities with harder neutron spectra^^ fipj agree-
ment between calculated and experimental small sample
central reactivity worth.

Commonly accepted goals for the design accuracy
in kgff and the breeding ratio are 0.5-1.0% and 2%,
respectively.^^ The breeding ratio is directly re-
lated to 28c/'*9f and uncertainty levels required to
achieve design accuracy were given in the 1.5-3%
range by Usachev and Bodkov,^"^ and Bohn et al.^

These requirements are reflected in nuclear data re-
quest lists^^'^*' which contain requests for the
accuracy of the ^^Sy

(n,Y) cross section or its ratio
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to ^^^U (n.f) in the range of 1.5-3% for the lower keV
region and 3-7% for the MeV range. Weisbin et al.^'
gave a rather detailed breakdown of the uncertainties
which are required to obtain design accuracy over the
keV-MeV range. Figure 1 shows the requested accuracy
which appears plausible since it reflects sensitivity
calculations^'^®. Weisbin et al., also estimated the
present uncertainty of the ^^®U (n,Y) cross section
which is also shown in Fig. 1. The estimated uncer-
tainty exceeds at all energies and by large margins,
the requested level of uncertainty which appears an

acceptable result. However, specific features and

the general magnitude of the uncertainty estimated
by Weisbin et al . , cannot be as easily agreed upon:
Measurement techniques or nuclear properties which
would justify the suggestion that the cross section
is less uncertain by a factor of 2 in the 41-67 keV
range than in the adjacent regions are unknown. The
size of the suggested uncertainty might reflect the
dispersion of all existing data and ignore the im-

provements achieved in recent years.

20
%

10

WEISBIN et al
ESTIMATED UNC

ADJUSTMENT

REQUESTED UNC.

0.01 0.10 1.00

NEUTRON ENERGY, MEV

Fig. 1. Uncertainty limit for the ^""^U (n,Y) cross
section required in order to achieve design
accuracy and the present uncertainty esti-
mated by Weisbin et al.^-^. Also shown is the
adjustment required to obtain agreement be-

tween differential and integral data.

As pointed out in another paper of these proceed-
ings^^'^2, the true uncertainty is most likely larger
than the quoted uncertainty because only some errors
are accounted for by the experimentor. Insufficient
accounting or recognition of uncertainties is only

one reason why data are often barely agreeing within
their quoted error bars. Another reason is that the
energy uncertainties cause uncertainties of the cross
section due to the energy dependence of the cross
section and of the standard. Data sets measured with
different resolutions might differ substantially if

the measured cross section is not smoothly varying
with energy.

B. Experimental Techniques used in the Measure_^
ments of '^^"U and ^^^Th Cc

Sections
::apture Cross

Diffences found between various experimental
data sets of fast neutron capture cross sections
of 2''*^U and ^^^Th exceed, by far, the levels of
uncertainty found in other important cross section
measurements, e.g. 235

U (n,f). Thus we may sus-

pect that these differences and discrepancies are
caused by the detection of the capture events.
Techniques which are used in the detection of cap-
ture events are:

Absorption

The capture cross section is only a small
fraction of the total cross section and therefore
difficult to determine with this technique.
Spherical shell transmission measurements were
used^"*'^^ but require extensive Monte Carlo
interpretations^ which depend on many parameters.
The structure of the cross sections found in the
energy range below 100 keV imply local values of

the average level spacings and strength functions
which might be different from those determined in

the lower-energy range and used in the Monte
Carlo calculations.^^

Activation

In the following we will look in detail at
measurements and data for ^^®U (n,Y) in order to ob-
tain a more realistic estimate of the present un-
certainty of this important cross section. In doing
so we will consider data which were presented after
the conference on Neutron Cross Sections and Techno-
logy held at Knoxville in 1971. Older data were dis-
cussed by Davey and Poenitz.^"

Some consideration will also be given to the
capture cross sections of ^^^Th and ^'^"Pu, and, as
examples, the fission product nuclei of Rh and Pd.

II. EXPERIMENTAL DATA ANALYSIS

A. Experimental Data Interpretation

There are several reasons why the activation
technique should be used in the measurement of
^''^U and ^-^^Th capture cross sections. One reason
is that reactor reaction rate measurements use this
technique, thus compatibility can be checked if dif-
ferential data also use activation. Another reason
is that very specific calibration techniques exist
which should, in principle, permit accurate deter-
mination of capture rates in U and ^""^Th. The
alpha-emitters ^'*^Am and ^"'Np decay to the daughter
nuclei of the capture process, ^^^Np and ^^"^Pa.

Samples of ^"^^Am and ^'''Np which were oe-counted in

low geometry detectors and which are in equilibruim
with their daughters can then be used for the cali-
bration of the Y-coynting equipment which detects the
decay of ''^Np or Pa. The uncertainty for this
calibration is not expected to exceed 1%.

23 7»

Before considering experimental data we should
achieve some understanding about their interpre-
tation. Cross section values are at best given with,
the following information:

E, the energy of the measurement
AE, the uncertainty of this energy
R, the resolution
a, the average cross section

Aa, the estimated total uncertainty of a

Aostat' statistical uncertainty of a

osT, the standard cross section or reference
cross section used in the measurements.

Prompt Y-Detection Techniques

Several different prompt Y-detection techniques
are in use. Large liquid scintillators (LLS) or
4iT-NaI-detectors were used to absorb the total
Y-energy emitted in the decay of the compound nucleus.
The major problem in this technique, if applied to
^^®U (n,Y) and ^^^Th (n,Y), is the low neutron bind-
ing energy for these reactions. A large background
for low energies requires the threshold for the de-
tection of capture events to be set at ~2-3 MeV which
results in an efficiency or only ~60-70%. Figure 2

shows the pulse-height spectra obtained with the 1100
litre RPI-LLS^^ (on the left side) and the 1300 litre

369



2 4 6 8 10

ENERGY,MEV
2 4 6
ENERGY.MEV

Fig. 2. Pulse-height spectra obtained with a large

liquid scintillator. The spectra on the

right were measured with a 1100 litre tank

at RPI and the spectra on the left were ob-

tained with a 1300 litre tank at ANL.

ANL-LLS^° (right side) for gold and ^^^U capture
events. It is apprent that a large uncertainty ex-
ists due to the extrapolation to zero pulse-height.
The figure shows the extrapolation chosen by RPI.

The larger LLS from ANL shows improved spectra but

the uncertainty for U is still large and was esti-
mated to be ~7%. One might suspect that the effic-
iency of these detectors is sensitive to changes in

the primary Y-spectrum. Moxon-Rae detectors^ were
designed to have an efficiency which is proportional
to the energy of the detected photon. This results
in a proportionability to the total Y-energy released
in the decay of the compound state. In other detec-
tors with higher efficiencies, the proportionability
to the photon energy is achieved by introducing spec-
trum weighting techniques. Moxon-Rae detectors and
their derivatives are expected to be sensitive to the
absorption of Y-rays in the sample and to losses due
to electron conversion of transitions which occur on
the deexcitation cascades.

Measurements of the ^^isy (n.y) cross section
were made with all three prompt Y-detection tech-
niques^^* ^^>^'*' with LINAC accelerators. In all
cases the black resonance technique was used for the
normalization of the data. It is of interest to com-
pare these data for which the relative differences
from the data by Moxon are shown in Fig. 3. The
first noticable feature in these differences concerns
the several large fluctuations of the values obtained
by DeSaussure et al., vs. those reported by Moxon.
These fluctuations cannot come from cross section
fluctuations because both data sets were integrated
over the same bin-widths. The neutron flux spectrum
obtained with a LINAC accelerator shows considerable
structure which is associated with resonances of
light mass nuclei which are present in the struct-
ural materials of these facilities. Figure 3 indi-
cates the energies at which resonances in aluminum
occur. It appears that the fluctuations in the ratio
of the cross section data by DeSaussure et al., and
Moxon are coincident with resonances in An. A check
against a theoretically calculated neutron capture
cross section suggests that the fluctuations are due
to the data by Moxon and not due to the measure-
ments by DeSaussure et al.^^.

The near constant difference between the LLS-
tank data and the Moxon-Rae-detector results at low
energies suggest a different efficiency for one or

30

%

20

10

DESAUSSURE
MOXON

OUAN- BLOCK
MOXON

M ACKLIN
MOXON

AL-RES. 1

P-WAVE 80
%

40

.001 .01

NEUTRON ENERGY, MEV

.10

Fig. 3. Differences obtained for the y^^U (n,Y)

cross section measured with prompt-Y-de-

tection techniques and the black-resonance
normalization.

both detectors for the 6.6 eV resonance vs. the aver-
age over many S-wave resonances. Chrien^'' points out

the anomalously high direct transition of 4.059 MeV

between thermal energies and the 6.67 eV resonance.
The difference between the LLS data and the Moxon-Rae

detector result increases to ~14% at higher energies.

This increase might be associated with spectra-changes
due to an increasing amount of p-wave capture which is

shown in Fig. 3 (right scale). The data by Quan and

Block^^ were also obtained with a LLS and normalized

with the black-resonance technique, however; an iron-

filtered beam was used. Quan and Block measured the

ratio of the detection efficiency for 24.3 keV neu-

tron capture and capture in the 6.67 eV resonance.

An ~11% difference (±3%) was found and attributed to

p-wave contribution to the neutron capture at 24 keV.

Without applying this correction the 24 keV value by

Quan and Block would have agreed with the result by

Moxon. However, if one were to conclude that a simi-

lar, though smaller correction should be applied for

the LLS measurements by DeSaussure et al., the dif-

ference of those data relative to Moxon's values would
increase. The ratio of data obtained with the pulse-

height spectrum weighting technique relative to the

data by Moxon is shown in Fig. 3 in a qualitative
manner based upon figures given in Ref. 34. It

appears that the pulse-height spectrum weighting tech-

nique results in the same normalization difference

relative to LLS data as Moxon, however, it yields an

even larger change in the range where p-wave neutron

capture contributes substantially.

The values by Quan and Block vs. the Moxon data

differ at 69.8 keV and 80.3 keV from the 24.3 keV

value by -23% (higher) and -12% (lower), respectively.

The resolution is different for both measurements,

thus this difference might indicate fluctuations of

the cross section which will be considered next.

C. Cross Section Fluctuations

Fluctuations were found for many cross sections

which once were considered to vary smoothly with
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Fig. 4. Fluctuations of the 238u (n^-y) cross section

energy as long as the resolution was large compared
with the compound resonance level spacing. These
fluctuations are of importance in the interpresen-

tation of differential cross section data though they
should have little impact on the technological appli-

cations. Fluctuations of the ^^®U (n.T) cross sect-
ions were found by DeSaussure et al., and Spencer
and Kaeppeler. A physical interpretation and

analysis of these fluctuations was given by Perez

et al.^"* The present question is how much must a

cross section value measured with the resolution
a = AE/E (FWHM) be corrected in order to correspond
to the average cross section which varies smoothly
with energy (large a). The present analysis of ''U

ENERGY ,MEV
for different resolutions.

(n,Y) cross section fluctuations is based upon the
data by DeSaussure and is similar to the analysis
of "^^U (n,f) cross section fluctuations by Bowman
et al.,^^ but differs with respect to the quoted
quantity. In the present analysis (« = .30)
was derived which is independent of the cross section
normalization and can be directly used in order to
apply a correction to measured data. The averaging
was carried out with a Gaussian:

o(E,a=.3) a{2^J a(E,a=.3) 2a'
dE'

.09

NEUTRON ENERGY, MEV
Fig. 5. Fluctuations of the 2.32jh {n,y) cross section for different resolutions.
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with a = aE/2 Il2^n2. Figure 4 shows that substantial

corrections may need to be applied in the 10 - 100 keV

range if average cross sections are to be derived from

individual data points. However, corrections for

measurements with a Sb-Be Photo-neutron source or an

iron-filtered beam should not exceed 1-2%. A measure-

ment at 30 keV at the ^Li (p,n) ^Be threshold should

require only a minor correction. We can conclude from

Fig. 4 that fluctuations of the 23bu (n.^) cross sec-

tion cannot explain the Fe-filter beam data at 69.8

keV and 80.3 keV by Quan and Block. 35 The discrepancy
after applying the correction is actually larger at

69.8 keV than previously concluded.

Equivalent information on the fluctuations of the
-^^^Th (n,T) cross section was derived from the data by

Macklin and Halperin^^ and is given in Fig. 5. The

fluctuations in ^^'^U (n,Y) and ^^^Jh {n,y) are com-

pared in Fig. 6 for a = 0.04. It is surprising to

find nearly a one-to-one correspondence of maxima and
minima between the two cross sections. This appears

to hold up even for finer resolutions (a = 0.02 and

0.01) though worse statistics complicates the compari-
son. It also appears that the areas between major
minima labeled "a" through "k" in Fig. 6 are very simi-

lar for the two nuclei. It can be concluded that the
structure in these data was not caused by the experi-

mental equipment because both data sets were measured
with different detector systems^^j^g g^jj struc-
ture in the ^^^U cross section was confirmed by a

measurement at another facility.^^

003
NEUTRON ENERGY, MEV

Fig. *

6. Comparison of the fluctuations of the neutron
capture cross sections of 238u and 232Th.

D. Resonance Self-Shielding and Multiple Scattering
Corrections

cross section. The effects caused by neutron scat-
tering and resonance self-shielding were treated by

Schmitt,'*'^ Dresner, and Macklin"*^ with analytical
approximative methods. Bogard,'*^ Miller and
Poenitz,^'' and Froehner'*'* calculated these effects
with Monte Carlo techniques. The most frequently
used solutions for correcting resonance self-shield-
ing and multiple scattering are those given by

Schmitt, Dresner and Macklin. Figure 7 shows the
correction calculated by DeSaussure et al., for
a sample with a density of 0.0028 at /b. between
15 and 100 keV. Calculations were carried out for
the same sample with the Monte Carlo code SESH by
Froehner at several energies. These reults are
also shown in Fig. 7. Additional calculations
were carried out with a Monte Carlo code which was
developed for the higer energy region and thus does
not treat resonance self-shielding. However, first
order resonance self -shielding effects could be esti-
mated with another code and the combined effect is

also shown in Fig. 7. The comparisons of the results
from the Monte Carlo techniques and the analytical
treatment of the resonance self-shielding and multiple
neutron scattering effects shows a difference which ex-

ceeds the required uncertainty limit for the ^^^U
(n,Y) cross section in this energy range. The com-
puter code SESH developed by Froehner will be shortly
available from the National Computer Code Center at

Argonne National Laboratory.

I DRESNER/MACKLIN

o FROHNERISESH)

X POENITZ

I \ \ I L _L
50 100

Fig. 7.

NEUTRON ENERGY.KEV

Comparison of resonance self-shielding and

multiple scattering corrections calculated

with Monte Carlo techniques and analytical

methods.

III. DISCUSSION OF THE EXPERIMENTAL DATA BASE

At higher neutron energies, the cross sections
vary rather smoothly with energy. The major effect

which may cause erroneous measurement results besides
the uncertainty of the detection efficiency are cap-
ture events which were caused by neutrons scattered
within the sample. Inelastical ly scattered neutrons
have a much higher capture probability due to the
higher capture cross section at lower energies. The
average flight path length within the sample in-
creases for all scattered neutrons and thus increases
the capture probability. Such events cannot be separ-
ated by the TOF technique and the effect is most ob-
vious at 14 MeV where measured cross section values
were too large by a factor of 4-5 due to these scat-
tered neutrons.

At lower neutron energies the cross section has
well separated compound nuclear resonances and reso-
nance self-shielding reduces the measured effective

It is common to use double logarithmic scales

for the graphical display of capture cross section
data. This choise best accommodates the range of

the data which change by ~2 orders of magnitude be-

tween 10 keV and 4 MeV. However, data differences
which exceed by far the required uncertainty limit

for the ^^^U (n,Y) cross section are suppressed in

such displays and are near indistinguishable, there-
fore in this presentation we are using instead, dis-

plays of [e" • a(E) which removes about one order of

magnitude from the range of the data and permits the
display with a linear scale.

A. The Utilization of Independent Experimental
Data to Derive Capture Cross Sections with
Theoretical Model Calculations

There are substantial discrepancies between some
of the experimental data as was discussed before.
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Therefore, it should be worthwhile to consider whether
other experimental data can be utilized in order to de-
rive additional information which might be helpful in

deciding which capture cross section data are real-
listic and which are not. The capture cross section
can be calculated in terms of the statistical model
with neutron transmission coefficients derived from
the optical model. The gamma strength function,
(r^/D), can be calculated with a giant-dipole reso-
nance for the Y-transition probability and a Fermi-
gas model for the level density. In order to follow
this outline a substantial number of parameters must
be determined with other experimental data. For this
presentation we used measurements of the total neutron
cross sectiorf*"* and of elastic and inelastic scatter-
ing cross sections'*^ in a fitting procedure in order
to determine the optical model parameters for the
calculation of the neutron transmission coeffic-
ients.^'* The parameters of the giant resonance
Y-transition probability can be determined from (Y,n)
-cross sections, however, it is common to utilize

and <D> values determined with resonances ob-
served in measurements at low energies (1-2 keV above
the neutron binding energy) for normalization of the
S-wave gamma strength function. Table I shows some
of the more recent values and indicates the substan-
tial uncertainty which appears to be mainly due to
uncertainties of the average level spacing, <D>.
Figure 8 shows the resulting uncertainty for (T * a of
2^8u (p.y). Additional parameters which must be con-
sidered are the spin-cut-off parameter, a, and the
level density formula parameters, a, which is re-
lated to the nuclear temperature.^^ Using the ob-
served average level spacing, <D>, as a constraint,
we can use different choices of (a,o) in order to ob-
tain agreement with experimental capture cross sec-
tions in the higher keV range. This is shown in the
middle section of Fig. 8. The degrees of freedom of
the neutron channel which determine the width fluctu-
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Fig. 8. Changes obtained for capture cross section

calculated with the statistical and optical

model for the variations of some parameters.

ation correction is another parameter which determines
the capture cross section below ~200 keV. Figure 8

shows calculations with and without the width fluctu-
ation correction. For all the present calculations
1.0 + T^'^ was used for the neutron width fluctuation
degrees of freedom,^** where T is the transmission co-
efficient.

A spherical optical model was used in the present
calculations. Some improvements might be expected
with a deformed optical model, however, changes will
be mi nor. 5^ values for p-wave neutrons were esti-
mated by Moore**^ to be ~5% larger than for S-wave cap-
ture, thus expected changes for the capture cross sec-

tion would be <5%.

TABLE I. and <D> Values Used for Theoretical
Model Calculations of the Capture Cross

Sections of ^^^U, ^^'^Jh and ^"^Pu

Nuclei Author Reference Ty,m^ <D>,eV

238U Rahn et al

.

46 22.9 + 1.1 20.8

DeSaussure et al

.

47,48 23.1 + 0.8 24.8

Moore, Keyworth 49,50 21.5 + 1.4 20.9

Poortmans et al. 51 23.6 22.0

ENDF/B-V 52 23.5 20.0

23 2Th Rahn et al

.

46 21.2 + 0.9 16.7

240pu Lynn 53 33 14.0

B. Recent Fast Neutron Capture Cross Section Data

Figure 9 shows experimental data which were

measured absolutely (Ryves et al.,^^ and Panitkin

et al.^'), relative to the H(n,n) cross section

(Davletchin et al.^"), or relative to the ^^^U (n,Y)

cross section (Lindner et al.,^^ and "Present Re-

sults," which will be reported at this session. The

activation technique was used for the detection of

the capture events for all data shown in Fig. 9. A

statistical model calculation was carried out as dis-

cussed above and the resuU is shown together with a

±5% range in Fig. 9. The and <D> values used for

the normalization are those reported by Rahn et al.'**'.

The level density parameters, a and o, were adjusted
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Fig. 9. Comparison of experimental data for ^^su

(n,Y). Data in this figure were obtained
with the activation technique.
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in order to obtain a reasonable agreement between the

calculated cross section and the experimental data in

the higher keV-range. Inspection of Fig. 9 shows

that the data fall into a ±5% band with the exception

of two points which we can ignore. The larger spread

around 150 keV should be noted. The experimental

data shown in Fig. 9 suggest somewhat lower values

above 500 keV and somewhat higher values around 200

keV. The latter is also supported by measurements
relative to the standard capture cross section of

gold (Poenitz,^° and Spencer and Kaeppeler^' ) which
are shown in Fig. 10. These data were measured with
a large liquid scintillator and have subsequently
larger uncertainties. The data by Poenitz are within
the -S% band except around 200 keV as discussed above.
The data by Spencer and Kaeppler are generally higher
and exclude with their uncertainty limit the ±5% band,

though these data overlap with their uncertainties,
the uncertainties of the measurements by Poenitz.
Also shown in Fig. 10 are measurements by Panitkin
et al.''^ relative to the ^^^U (n,f) cross section.
These data were the result of shape measurements and
were renormalized to the data by Lindner et al.^^.
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Fig. 10. Comparison of experimental data for the
238 U (n.v) cross section.

Figure 11 repeats some of the data shown in Fig.

9 and shows the recent spherical shell transmission
data by Dietze and the results from measurements
by LeRigoleur et al.^'^. The pulse-height spectrum

v/eighting technique was used in the latter measure-
ment. The measured values at 45 keV and at 62.5 keV

are on or close to a maximum of the fluctuating cross

section; thus, values for the average cross section
below 100 keV are again well within the ±5%
band. However, the values between 100 and 200 kev
appear to suggest a'decrease of the cross section
which could be explained with inelastic scattering
to the 4"*" level at 148 keV. The calculated cross
section does not confirm such a sudden decrease of

the capture cross section and other experimental data
differ in this energy-range. It is helpful in this
context to consider other cross sections measured by

LeRigoleur et al.,^^ specifically the capture cross
section of ^°^Rh shown in Fig. 17 below, where it is
discussed as a fission product. The first three ex-
cited levels of ^°^Rh are at 40, 93 and 297 keV with
spins and parities of 7/2+, 9/2"'^ and 3/2", respec-
tively. The spin and parity of the ground state are
1/2", thus only the 3/2" state represents appreciable
competition to neutron radiative capture and elastic
scattering and a capture cross section varying smooth-
ly with energy over the 100 - 200 keV range must be
expected. The data by LeRigoleur et al., however,
show a structure in this range for Rh similar to
their data for ^^^U. This suggests that this struc-

NEUTRON ENERGY.MEV

Fig. 11. Comparison of experimental data for the
238U (n,Y) cross section. Data normalized
in the keV-MeV range are shown.

ture is caused by experimental effects which were
not corrected.

A correction of ~1% for cross section fluctu-
ations will decrease the value at 30 keV, and a

correction of ~2% will increase the value at 24 keV
measured by Dietze.
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12. Comparison of experimental data for the
u (n,Y) cross section. Data normalized

at low energies (eV) are shown.

Figure 12 shows data obtained with white-spectra
time-of-fl ight techniques at LINACs or with Fe-filter
beams. These data appear to contradict the result of

the model calculation and the -5% range shown in all

previous figures. The exceptions are the dg^a by

Rimawi and Chrien, ^ and by Yamamuro et al. . Rimawi

and Chrien used an Fe-filtered neutron beam and the
activation technique. Yamamuro et al., used the
pulse-height spectrum weighting technique and normal-
ized the data to a value obtained previously with

an Fe-filtered neutron beam. The agreement between
the data by Yamamuro et al., and the -5% range will

improve for several values if corrections for the
cross section fluctuations are applied, however, not

for the value at 13.5 keV. The data by DeSaussure
et al

3i are systematically higher than the calcu-

lated cross section over the total energy range by
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5-15%. The values shown in Fig. 12 are 10 keV-bin

averages; therefore, fluctuation corrections do not

apply. The data by DeSaussure et al., are the re-

sult of an extensive measurement program with de-

tailed reports on the measurements and available

data, thus, these data cannot be easily dismissed.
Some corrections were proposed^^ but would result in
changes well within the uncertainty limits of the re-
ported data. It appears a curious coincident that the
measurement, by DeSaussure et al., result in high cross
section values compared with other recent data (within
the last 8 years) whereas the parameters for <r.y.>

and <D> measured or evaluated by DeSaussure result in

the lowest calculated cross section (see Fig. 38).

The two values at 69.8 and 80.3 keV by Quan and
Block^^ cannot be improved with corrections 1^or cross
section fluctuations, as pointed out above. The
values, above 100 keV are inconclusive and the implied
cross section shape is not supported by the model cal-
culation. It appears that a substantially better
foreground to background ratio was obtained in this
experiment at 24.3 keV than at all other energies.
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Fig. 13. Comparison of a cross section calculated in

terms of the statistical and optical model
and the evaluated cross section of ENDF/B-V.

The result of the statistical model calculation

which was shown in the previous figures is compared

in Fig. 13 with ENDF/B-V. The evaluation of

ENDF/B-V included all available data up to 1977.

Several data sets considered here were not available

for this evaluation and one data set used in the
ENDF/B-V evaluation (Pearlstein and Moxon^**) was not

considered here because this set has remained pre-

liminary for now more than 6 years. ENDF/B-V cross
section values are also found well within the ±5%

band considered above. The scattering of values at

lower energies appears to come from matching differ-
ent evaluations. Some differences relative to the
calculated cross section are supported by the more
recently measured data which were discussed above:
Figures 9 and 11 indicate support for somewhat lower
values above 400 keV. The optical model fit to the
total and inelastic cross section data resulted in an

understimation of the inelastic cross section of the
45 keV level between 400 and 800 keV. Somewhat higher
cross section values below 200 keV are supported with
the data by LeRigoleur et al.,^^ Ryves et al.^^ and
recent measurements at ANL. The resulting cross sec-
tion shape would imply a slower rising inelastic
scattering cross section for the 45 keV level than
presently obtained with the optical model fit.

C. Recent Fast Neutron Capture Cross Section Data

of ^^»Th

Uncertainty requirements for the capture cross

section of ^^^Ih can be expected to be rather similar

to those for ^^^U if a 2J2jh_233u cycle is considered.

The interest in the ^^li^Th - ^^^U cycle is more recent

and only a few newer measurements are available. Some

of this more recent data are shown in Fig. 14. Older
data are without exception higher than the more recent

values, usually by 10-20%. As can be seen in Fig. 14,

the values from the more recent fast neutron capture
cross section measurements of ^^'^Th are found at best

in a ±10% range, suggesting a factor of 2 larger uncer-

tainty for ^^^Th (n,Y) than for ^^^U (n,Y). A discrep-
ancy appears to exist between the data by Macklin and

Halperin^^ on the one hand and those by Lindner et

al.^^ and Poenitz and Smith''" on the other hand. This

discrepancy is in the order of 10-15%. The data by

Macklin and Halperin were obtained with the pulse-
height spectra weighting technique and recently re-

vised values are shown in Fig. 14. The data by

Lindner et al., and Poenitz and Smith were measured
relative to the ^^^u (n,f) cross section and the acti-

vation technique was used for the determination of the
capture events. Some of the values by Poenitz and

Smith were measured with a large liquid scintillator,
but normalized to the activation data. Measurements
by Chrien et al.^^ and Yamamuro et al.,^*' both taken
with an Fe-filtered beam, appear to differ similarly
from the data by Macklin and Halperin. DeSaussure and
Macklin^-^ pointed out that cross section values of

the data by Macklin and Halperin between resonances
indicate that too much background may have been sub-
tracted from the measured events spectra. It appears
that the pulse-height spectrum weighting technique
measurements by Macklin lend support for lower "-^Th
values than those measured by others, whereas they
lend support for the higher ^^'^U values measured by

DeSaussure et al., at least above 20 keV. The cross
section calculated with the statistical model and
shown in Fig. 14 was normalized with <r^> and <D>

by Rahn et al.**^. The Columbia University parameters

resulted in good agreement for ^^^U (n,Y) cross sec-
tions in the keV-range which suggested the use of

232Th parameters from the same source. Figure 15

shows a comparison with the ENDF/B-V evaluated data
file. Agreement is within the +/- 10% range of the
experimental data. The difference in shape below
the first inelastic scattering level appears to be

caused by matching different evaluations in this

range.

o
(0

.01 10
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Fig. 14. Comparison of recent data for the capture

cross section of ^^^Ih.
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Fig. 15. Comparison of the 232j|^ (p^^) cross section

and the calculated curve shown in Fig. 14.

D. 2to pu Fast Neutron Capture Cross Section Data

j(^g
2H0 py (n,Y ) cross section is the major

"doorway" for the buildup of higher actinides. It is

of importance for burn-up calculations and uncertainty
requests are in the order of ~4%. Figure 16 shows
the available data. It is obvious that the requested
uncertainty has not yet been reached: The spread of

all data appears to be over a 30% range. There is a

normalization difference of ~25% between the data by
Hockenbury et al./'+ and the values obtained by Weston
et al.^^. The recent data by Wisshak and Kaeppeler^^
were measured with very short flight paths of 6.8 and
13.3 cm. These data have a different shape than the
data by Weston et al.^^. The present optical model
calculation supports the shape of the data by Weston
et al . Wisshak and Kaeppeler point out

FU-210<N. C)

e HXItHBURT
• WISSMAK REL. UB
» WISSHAK REL. AU
Z WESTON

on MOD. CALC
oer/e-v
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Fig. 16. Comparison of experimental data for the
2'*°Pu (n,Y) cross section and ENDF/B-V.

that their data differs from the results by Weston et
al., around 30-40 keV. They measured the ^'^"Pu (n,Y)
and the ^'*^?u (n,Y ) cross sections relative to the
Au (n,Y) and the"^\} (n,y) cross sections and re-
ported the measured ratios. Therefore, ratios of

°P^\ (^''^'J)/0'n.y (^"J derived from both, their
2'^opu (n,Y) and "the p^J ^^^^^ measurements. These
ratios differ by 20-25% around 30 keV which exceeds
the estimated systematic uncertainty by about a factor
of 4. A curious point appears to be that Wisshak and

Kaeppeler considered the y ( ^)/°n y i^^) ratios
which can be derived from tfteir data, ftowever, they

apparently obtained different results than can be de-

rived from the tables in which they present their
^""Pu (n,Y) and ^^^Pu (n,-Y) data.

E. Fission Product Capture Cross Sections

Capture cross sections of fission product nuclei

are the "picture book example" for the proposition

that cross sections which are difficult to measure
can be calculated with nuclear models for which the
parameters were determined with other, reliable ex-

perimental data. A survey of fast neutron capture
cross sections of fission product nuclei which were

calculated with nuclear model codes ' shows that

difference between various calculations may be as

large as a factor of 4 if no experimental data ex-

ist at all. Values of

were considered at 100 keV and 1 MeV, with a\ the

calculated cross section (i = l...n) and 5" the aver-
age of all evaluated cross sections. As an average
over all fission product nuclei, 6 was 0.31 and 0.32 if

no experimental data were available and 0.15 and 0.20

at 100 keV and 1 MeV, respectively, if at least one or

two experimental values were reported.

Substantial improvement can be expected if in the
absence of differential data, integral values measured
in facilities like CFRMF or STEK can be used in the
evaluation of fission product nuclei. This approach
was used extensively in the evaluation of fission pro-
duct capture cross sections for ENDF/B-V by Schenter
et al.'**. Requests for fission product capture cross
sections usually state requested uncertainties of ~10%.

~ r I I I I 1 1 1 1 1 I I I Mini I T"
KH-103(«.O —
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Ill I . l.l
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Fig. 17. Comparison of recent experimental data
for the capture cross section of the
fission product nuclei ^°^Rh.

^

Figure 17 shows recent data for the capture cross
section of lo^Rh. This cross section can be measured
by the activation technique and prompt y-detection
techiques. All more recent values shown in Fig. 17

were obtained with the prompt y-detection technique.
Knox et al.''^ and Poenitz^o used a large liquid
scintillator and LeRigoleur et al.62 and Macklin si

used the pulse-height spectrum weighting technique.
Large fluctuations of the cross section can be seen at

low energies as should be expected. The cross section
in the 100-300 keV range measured by LeRigoleur et al.

shows an unexpected shape which was discussed in con-
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text of the 238u (n.^) cross section above. There
appears to be a difference in normalization of -10-20%
between the recent data by Macklin and all other val-

ues shown in Fig. 17.
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Fig. 18. Comparison of evaluated and experimental
data for the even isotopes of Pd.

Figure 18 compares evaluated data by Schenter^s

and experimental values by Macklin^i for the even

isotopes of Pd. The evaluated cross sections are

lower for all isotopes and the cross section for
iiopd {n,y) adjusted with integral values is lower

by a factor of 5 than the experimental values for this

and the other even isotopes. This cannot be under-

stood from nuclear systematics. The evaluated cross
section for the odd isotope lObPd is larger than ex-

perimental differential data (-10-15%). Because the

^^^Pd (n,q) cross section is much larger than the

capture cross sections of the even isotopes, a large

part of the substantial difference for the even iso-

topes is compensated in the elemental cross section
shown in Fig. 19. As for i03Rh, recent ANL measure-
ments support lower cross sections than measured by

Mackl i n.
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et al.,33 suggest 10 - 12% higher values between 10

and 45 keV than the evaluated data file ENDF/B-V.
The data by Spencer and Kaeppeler^'' suggest 8 - 10%
higher values between 25 and 45 keV and -10% higher
values between 100 keV and 500 keV. However, the
majority of the data apparently does not follow such
increases.

The present unaevtainty of the ^^^U (n,y)

arose section is believed to he ^57^ above
10 keV and ±10% above 1 MeV. This satisfies
the uncertainty limit required to achieve
design accuracy for T<gj^j> and the breeding
ratio above 500 keV but does not fulfill
the 1,5 - 3.0% uncertainty requirement be-

low 500 keV.

The present -b% uncertainty limit of the ^^**U (n,^)

cross section can not accommodate data adjustments
which Weisbin et al.^' showed are needed in order
to obtain agreement between differential cross sec-
tion data and integral measurement results. Con-
siderations of C/E - ratios require the investi-
gation of all possible sources for existing dis-
crepancies. The C/E discrepancy for c^^/f*^ could
be logically caused by:

1. Errors of the differential ^^^U (n.y) data.
2. Errors of the experimental integral value.
3. Errors of other differential data which

result in a miscalculation of c^^/f*^.
4. Errors in the computational process.
5. Errors of the differential 239pu (n,f)

and/or ^sby (n,f) data.

The C/E - discrepancy of the central reaction rate
ratios for GODIVA which was mentioned in the intro-
duction can most likely be explained with errors of
other evaluated data which cause a miscalculation of

the neutron spectrum^^'^^ (above point 3.). Weisbin
et al.^' showed that lowering the experimental inte-
gral value for c^^/f"*^ by 3% leads to substantial Iv
reduced requirements for lowering the differential

data. The adjustments required in order to obtain

agreement between experimental integral and evalu-
ated differential data would be less than 5% for all

but one energy interval; therefore such adjustment

would fall below the present uncertainty estimate.
This suggests a coordination of measurement techniques
between integral and differential measurement groups
in order to assure consistency. An extensive effort
in this direction is presently underway at Argonne

National Laboratory and substantial improvements
appear to emerge. Intercomparisons of ^^^U (n,^)

reaction rate measurements were also made by dosimetry

groups for the Big Ten and CFRMF,^^ however, results
were reported with uncertainties of 2.2 - 4.9% and dif-

ferences were 2.0 - 4.5%. This is obviously insuffic-

ient considering the requirements shown in Fig. 1.

NEUTRON ENERGY.MEV

Fig. 19. Capture cross section of Pd.

IV. DISCUSSION, CONCLUSIONS ANu RECOMMENDATIONS

"8U (n,Y)

Recent fast neutron capture cross section data
measured for ^ssy fall in a ±5% uncertainty band.
This suggests that the present data uncertainty above
500 keV is less than one third of the uncertainty
estimated by Weisbin et al.,^'' and falls below the
required uncertainty limit above this energy (see
Fig. 1). The ±5% range is in question below 500 keV
where two data sets exceed this range with their
estimated uncertainties. The data by DeSaussure

• ^^^U capture rate measurements should be com-

pared between groups involved in measuring
g28/^25 yQaetion rate ratios for benchmark
facilities. Participation by differential
data measurement groups is desirable.

Investigations at Argonne show that different tech-
niques yield a consistency within ± 1 - 1.5%. There
is some indication that the thermal capture cross
section might be too high. It appears that an uncer-
tainty of less than 1% should be achievable.

The question to be considered next is how to im-

prove on the present ^^^U (n,Y) differential cross
section uncertainty. Present uncertainty levels and

differences between data sets measured with prompt
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Y-detection techniques are such that a resolution

cannot be expected without expensive efforts and

long, time-consuming programs. Consideration of the

(in)sensitivty of the present model calculations-^

parameter variations leads to the following recom-

mendation.

t Absolute values should he measured in the

energy range where the lowest uncertainties

are required and nuclear model calculations

with the constraints given by low energy

and D and high-energy an,y d^'ta should he

used to provide the shape of the cross sec-

tion.

Opportunities for measuring such absolute values ex-

ist with iron-filtered beams at 24.3 keV, Sb-Be-

sources at 22.8 keV and the forward neutron cone at

the threshold of the ^Li (p,n) ^Be-reaction with --30

keV. Presently available absolute measurements in

this range are given in Table II. These values were

corrected for cross section fluctuations and refer-

enced to 30 keV. The weighted average is in very good

agreement with iron-filtered beam measurements by

Rimawi and Chrien^"* and Quan and Block^^ relative to

the ^°B (n,a) cross section.

TABLE II. Absolute Values of '^m (n.y) at 30 KeV

Technique Reference Value, mb

^Be Associated
Activity

Menlove and Poenitz^"*

Panitkin et al.57

473 ±

465 ±

14

23

Spherical Shell

Transmission
Belanova et aL^"*
and Miller and Poenitz^S 442 ± 35

Dietze 2b 470 ± 30

Weighted Average 468 ± 5

232Th (n,Y)

« Presently available data are inconsistent and

uncertain by ±10%. Additional experimental

values are required over the total energy

range. ^38^ (n.-^) should serve as an example

for finding a solution to the problem.

^'^"Pu (n,Y)

t Present data differ in a ± 25% uncertainty

range.

2'»"Pu differs substantially from 238u and 2:i2Th in

regard to the available choices for the detection of

the capture events. The activation technique might

not be applicable and spherical shell transmission

experiments might not be possible due to the lack of

sufficient material or the complications caused by

its high radioactivity. However, the level structure

of 2tOpu is rather similar to ^^su.

• Measurements relative to the ^^^U (n,y) cross

section with prompt y-detection techniques
are recommended.
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MEASUREMENT OF THE FAST NEUTRON CAPTURE CROSS SECTION
OF 238u RELATIVE TO 235u(nj)

L. R. Fawcett, Jr.*, W. P. Poenitz, and D. L. Smith

Argonne National Laboratory, 9700 South Cass Averse, Argonne, Illinois 60439, USA

The capture cross section of ^38^ y^gg measured using the activation technique and
23^U(n,f) as a reference cross section. Capture events were measured by detection of
two prominent y-transitions in the decay of the ^^^U daughter nuclide, ^^^Np, employing
a high resolution Ge(Li) detector. The system was calibrated with samples activated in

a thermal neutron flux relative to the capture cross section of gold, and with an abso-
lutely calibrated a-emitter, ^'^^Am, which decays to ^^^Np. Cross section measurements
were carried out in the neutron energy range from 30 keV to 3 MeV. Emphasis was on
absolute values between 150 keV and 1 MeV where the 2^^U(n,Y) cross section and its

ratio to 2^^U{n,f) are not very sensitive to energy scale uncertainties and the ^^^\}{n,f)

cross section is small. Background from fission products Was found to restrict the ac-
curacy of the measured data at energies > 1.5 MeV.

[(ac(2^^U), af(235u), = 30 keV-3 MeV, activation, ^43;^^^ 239j^p^ g^^g counting)]

Introduction

The radiative capture cross section of 238u -js of

interest in applied areas due to its important role as

a fertile material in various breeding cycles. Calcula-
tions of breeding gains and criticality are sensitive
to this cross section which is, unfortunately, still

rather poorly known. Calculations of capture-to-fission
central core reaction ratios for benchmark test facili-
ties using current evaluated data files result in higher
values than experimentally determined. This situation
has prevailed for more than 10 years and has resulted
in continuous requests to lower evaluated differential
data. However, most experimental differential cross
section data are higher than the evaluated cross sec-

tion data; thus little support can be seen for further
lowering of the ^^^U capture cross section which is

presently on the ENDF/B-file. Many of the problems
observed in the data base seem to be associated with
unfavorable factors related to measuring ^^^U capture
events. The neutron binding energy is only 4.8 MeV,
thus the efficiency for counting capture events with
a large liquid scintillator is low and must be expected
to be rather uncertain and sensitive to changes in de-
tails of the Y-cascades. Low thresholds for inelastic
scattering, and the open fission channel at higher
energies, hamper all prompt detection techniques. The
natural radioactivity of ^^^U and ^^^U and their decay
products produces additional background which further
impedes prompt detection and also complicates the use
of the activation technique. Activation nevertheless
appears to be the most promising technique because a

well-defined calibration method exists for this specif-
ic approach.

The present measurements were carried out between
30 keV and 3 MeV. This energy range contributes sig-

nificantly to the total capture rate in fast reactors.
Emphasis was on absolute values in the range from 150

keV to 1 MeV where the cross section varies less with
energy than at lower or higher energies. The activa-
tion technique was applied and the '^^^\]{n,f) cross sec-
tion was used as a reference.

Irradiations

The ^Li{p,n)^Be reaction was used as a neutron
source and protons were accelerated by an 8 MV Tandem-
Dynamitron accelerator. Proton beam currents were
~15 p amperes. Several targets consisting of metallic Fig.

lithium evaporated on a 0.025 cm thick tantalum backing
were used. The target thicknesses used provided neu-

*Physics Department, Longwood College, Farmville, VA 23901, USA

tron energy resolutions in the range of 10 to 100 keV.
Irradiations were made at zero degrees to the incident
proton beam. The diameter of the metallic 238y capture
samples was 1.27 cm and their thickness was ~0.025 cm.
The 2^^U material was specifically selected to contain
a low amount of ^ssy 400 ppm). The ^^^U capture
samples were mounted on the outside of a low mass io-
nization fission chamber as shown in Fig. 1. The di-
ameter of the ^^^U sample was 2.54 cm and its thickness
was 210 yg/cm^. The isotonic composition of this sampl
was 98.405% 235^^ 1.028% 2S'*U, 0.447% 236u^ and 0.122%
238u and its mass was recently established relative to
several independent mass scales^ with an uncertainty of
•-0.6%. The spacing between the capture samples and the
235u sample was 0.05 cm, half of this was due to the
wall of the fission counter and the other half due to
the backing of the fissile deposit.
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NEUTRON

BEAM

t

MOLYBDENUM

U-238
FOIL TO

PREAMPLIFIER

POLYETHYLENE

GAS
INLET

1. Schematic of Fission Chamber and Uranium

Samples
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Irradiations were carried out at 13 energies be-

tween 0.03 and 3.0 MeV with irradiation times varying
from 45 minutes to 9 hours. The ^^^U samples and the

ionization chamber were usually situated -2.54 cm from
the target; however, at 0.5 MeV samples were irradiated
at various distances up to 25 cm. These measurements
were used to determine the background produced by neu-
trons which were scattered from the floor and other
structures in the building. The background was found
to be on the order of 1% for both the ^^^U capture and
235ij fission processes at the standard position. The
spatial variation of the background was known to be

small over the region of the experiment from prior
time-of-fl ight measurements with a fission counter.
The absolute number of fission events was determined
by extrapolating the measured fission fragment energy
spectrum to zero pulse-height. A correction for the
total fission fragment absorption was calculated using
a fission fragment range of 4.1 mg U/cm^. The average
cross section at the average neutron energy was deter-
mined from the total number of capture and fission
events. The angular distribution of the source neu-
trons, the path through the samples, isotopic com-
positions and attenuation in the various materials
were taken into account.

^

Corrections were applied for scattering of neu-
trons in the samples, the fission chamber and the
target structural material using Monte Carlo tech-
niques and data from current ENDF/B - files. A cor-
rection was applied to obtain the average cross sec-
tion at the average energy from the measured average
cross section.

3

Determination of the Capture Events

The capture samples were irradiated in the fast
neutron flux, <j), for a period of time, T. After the
end of the irradiation, a waiting period of t ^ 4h

permitted at least 99.9% of the ^^^U nuclei produced
with the capture events to decay to ^^^Np. The samples
were then counted with a Ge(Li) detector for a period
of time, 6. The total number of counts observed in

this time is given by Cy = Zy ' a • n • ^ • F , where
Ey is the effective counting efficiency, ^ is the cross
section to be determined, n is the number of nuclei in

the sample, and (ji is the neutron flux per cm^ and sec.
The time factor, F, is

F=^(l XT^ „-Xt
(1

The half-life of 239|^p taken to be 2.355 ± 0.004d.'*

A correction was required for the variation of the flux,

0, during the irradiation. The correction was deter-
mined by monitoring the neutron flux with a Long Counter
for a series (n) of time intervals (t). t was set at 15

minutes. The correction is given by

-XT
-x{n-i)T

-nXT

with a-f being the relative monitor counts. This cor-
rection was found not to exceed 0.2%.

Major transitions in the decay of ^^^Np result in

Y-rays of 106 keV, 228 keV, and 278 keV which occur
with 27.2%, 11.5% and 14. 5%^ frequency per decay, re-
spectively. The 106-keV y-transition cannot be dis-
tinguished from several x-rays of ^^^Pu, therefore, the
228 keV and the 278 keV y-rays were used in the present
measurements. The stability of the counting system was
checked for the period of the present experiment and
found to be better than 0.4%. This represents a repro-
ducibility limit for the present measurements and is

probably caused by the limitations of the reproducibil-
ity of mounting the uranium samples in proximity to the
Ge(Li) detector. The resolution of the counting system
was determined using the 1.33 MeV y-transition in the
decay of ^°Co and was found to be 2.6 keV FWHM at 1.33
MeV.

The uranium samples were counted at a distance of
~1.4 cm from the Ge diode. At this close distance the
y-ray absorption in the sample must be determined by
integrating over the space angles involved, while con-
sidering the effect of the Ge(Li) detector efficiency
which is itself dependent on the direction and the
position of the entering y-ray. The 228 keV and the
278 keV y-rays are frequently in coincidence with the
106 keV transition as well as with some other y-rays
and x-rays.^ Thus, sum-coincidences must be expected
for close-geometry counting. The sum-coincidence
probabilities are expected to depend on the sample
thickness because the absorption is different for the
observed y-rays and those with which they are in coin-
cidence. Due to these complications the effective sam-
ple absorption was not calculated but experimentally
determined and made part of the calibration procedure.

Calibration with ^'^^Am-Samples

The 239|y]p _ decay observed in the present experi-
ment also occurs in the decay chain of the a-emitter
2'+3Am. Therefore, very thin ^'^^kn samples (calibrated
absolutely by low-qeometry a-counting) which are in
equilibrium with ^^^Np can be used for the calibration
of the y-detection efficiency. Two 2'*^Am samples
were used in the present experiment to determine the
absorption-free effective efficiency for counting ^^^Np
decays by detecting the 228 keV and the 278 keV y-rays.
These samples contained some ^'^^Am, ^'^^Cm and ^'*'*Cm

which could be separated in an alpha-energy spectrum
analysis. The ^'^^M-decay fraction was 90.05%. The
total a-decay rates of the samples were determined by
low-geometry a-counting. The values obtained for the
number of gammas detected with the Ge(Li) detector to
the number of a-decays for the two samples agreed
within 0.4% for the 228 keV transition and within 0.3%
for the 278 keV transition. The two samples differed
in intensity by about a factor of three. Therefore,
the result indicated that count rate effects were
negligible. The diameter of the ^'^^Am samples was
somewhat smaller than the capture samples. The radial
dependence of the efficiency was measured with a "point"
source and a correction of 0.5% was calculated by fit-
ting the measured values with a 2nd-order polynomial
and subsequently integrating over the samples of dif-
ferent size.

The effects of the y-absorption in the sample and
the effective detection efficiency were analyzed by a

combination of measurements and Monte Carlo simulation
calculations. First, the transmission, T, through the
sample was measured in the same geometry as used in the
actual sample counts. The measurements were performed
as shown in B and C of Fig. 2 using a virgin uranium
sample and an ^^^fim sample. From this measurement, an

"effective" absorption coefficient, u, was deduced, in

the parallel -beam approximation, from the formula T =

exp (-pa). This value of y was used to calculate the
effective absorption, n, for a uniformly activated
uranium sample using the formula

Tl
=

u6
(l-e

y6>

The validity of this experimental method was tested by
means of the Monte Carlo "experiments". Calculations
for geometries B and C of Fig. 2 yielded an effective
calculated T and hence a y value. Simulation of con-
figuration A yielded the absorption, n. Substitution
of the calculated y into the formula calculating n
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Fig. 2. Schematic Representation of the Three Cases
Used in the Present Experiment and Monte
Carlo Calculations

yielded a value which agreed with the Monte Carlo
result to within 0.05%. This good agreement justifies
the use of an experimentally-determined effective ab-

sorption coefficient in a parallel-beam approximation
to calculate the absorption and efficiency correction
for the geometry of the present experiment.

The above considerations do not yet include the

effect of the sum-coincidences with all details. Sum-

coincidences between the measured 228 keV and 278 keV

Y-rays and other transitions reduce the effective ab-

sorption of the samples and are thus included in the

effective thickness obtained from the transmission
experiment. However, the difference between the sum-

coincidences obtained for the transmission experiment
and for the homogeneously-activated sample must be
taken into account. A lower effective absorption is

measured in the transmission experiment because the

transitions which are in coincidence with the 228 keV
and the 278 keV lines have lower energies and are more
strongly absorbed in the transmission experiment than

in the homogeneously activated sample. The effect was
calculated with a simplified decay scheme and the total

detection efficiencies for the emitted 7-rays which
were calculated by Monte Carlo techniques. It was found

that the effect due to coincidences slightly over
compensates the increase in absorption caused by the
effective opening angle for the detection of Y-rays.

Calibration with Samples Activated in a Thermal Neutron

F1 ux

The thermal neutron capture cross section of ^^^U

is well known. This suggests an alternate method to

calibrate the detection efficiency of the Ge(Li)

detector and to obtain the effective absorption of the

sample. Four capsules were placed on a wheel and ro-

tated in the thermal column of a 10 KW reactor in order

to assure equal exposure for each of the capsules.

Three of the capsules were made from aluminum and one

was made from cadmium. The cadmium capsule and one of

the aluminum capusles contained a uranium sample sand-

wiched by two 0.0025 cm thick gold foils. One of the

remaining aluminum capsules contained a single uranium

sample and the other a single gold foil. The absolute
activation of the gold samples was determined with the

4II3 - Y - coincidence method employing corrections which
have been discussed in detail previously. The uranium

samples were counted with the Ge(Li) detector using the

procedures described above. The efficiency follows from

^ ^J8 ^ ^ _ C-A
' "

"^Au
'

''us
'

^U8 ' "
^'^

well moderated and a minor correction (0.5%) was calcu-
lated for the activation by epithermal neutrons using
the Westcott formalism and the measured Cd-ratio. A
value of 98.65 ± 0.09b was used for the thermal capture
cross section of gold.^^ A weighted average of 2.712 ±

.006b was obtained from an updated listing of all experi-
mental values^"* of the thermal capture cross section of
238u.

One of the fission products, ^^^Je, has a half-life
of 78. 2h and decays with a high frequency (96.9%) by
emitting a 228 keV Y-ray.^^ jh-js gamma cannot be sepa-
rated from the 228 keV Y-ray in the decay of ^^^Hp which
is used in the present measurements. Fission events of

occur in the thermal neutron activation of the 238y

samples and are not negligible. Corrections were calcu-
lated and found to be in the range 3.2 - 4.5% for the
228 keV photopeak. The 228 keV Y-ray of ^^^Je is in
coincidence with a 49.7 keV transition (100%), is thus
sumcoincidences are possible which fall into the 278 keV
photopeak of the ^^^Hp - decay. A correction was cal-
culated and found to be 0.3%.

Resul ts

The agreement between the values obtained with the
two different techniques is within their respective
uncertainties. The efficiency appears to be a linear
function of the sample weight and a fit was used to
determine the efficiency in the range of the weights
of the samples used in the cross section experiment.

Table I contains the different contributions
to the uncertainties of the present values. With the
exception of the values above 1 MeV, the limiting factor
appears to be the uncertainty of the reference cross
section which was assumed to be 2%.^^

Table I. Uncertainties of the Present Cross Sections.

Source Range, % Comment

Gamma Detection Efficiency 1.0
>

235(3 Sample Mass 0.6

Total Fission Fragment 0.5

Absorption

y Common to

all values
Half-life of 239Mp 0.2

238u Sample Mass 0.2

235u{n,f) Cross Section 2.0 >

Statistics and 0.9-23.1 Values are 0.9-3.0%
Reproducibil ity below 1 MeV

Neutron Background 0.3-4.0 0.3% for most values
except at higher en-

ergies and larger
distances from the

target

Second Neutron Group 0.1-1.2 Does not apply below
800 keV

where C is the number of counts, A is the atomic weight. Scattering of Neutrons 0.8-1.7
F is the time factor defined above, and G is the mass of in the Counter, Samples -
the sample in gms. The factor S accounts for self shield- and Neutron Source
ing of the samples and the activation due to neutrons Structural Material
scattered in the sample. 1°'^^ S is an average over a

Maxwellian spectrum and becomes identical to the Westcott Fission Product Decay 0.2-4.0 Does not apply below

g-factor^^ for very thin samples. The neutron field was 1 MeV
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The cross sections obtained in the present experi-
ment are compared in Fig. 3 with an evaluated cross sec-
tion. The new experimental data do not support the
recent trend to lower values obtained in other measure-
ments^^'^o which influenced the evaluated cross section.
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Fig. 3. Comparison of the Present Results

with ENDF/B-V

The present data are compared in Figs. 4, 5, and 6
with other experimental data. Only the more recent data
were selected for comparison. A detailed discussion of
all available data through 1977 is given elsewhere.!^
The present result is in good agreement with that ob-
tained with the prompt detection technique by Poenitz^i
relative to the gold standard capture cross section.
Agreement with data by Lindner et al

.

^^ is reasonable,
though the present data are somewhat higher between
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-
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ENERGY, MEV

Fig. 5. Comparison of the Present Results with Other
Recent Experimental Data

100 and 250 keV and around 1 MeV.

agree well with those by Ryves et
The present data

al .^^ in the former
and with the data by Davletshin et al

.

in the latter
energy region. The data by Quan et al

.

^° and LeRigoleur
et al

.

agree better with those by Lindner et al

.

be-

tween 100 and 250 keV.
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SELECTED TOPICS IN RESEARCH PROGRAM ON IBR-2

V.I.Luschikov, L.B.Pikelner, Yu. P. Popov, I.M.Frank, E.I.Sharapov, Yu.S.Yazvitskii
Laboratory of Neutron Physics, Joint Institute for Nuclear Research

Dubna, USSR

The physical start-up of the IBR-2 fast pulsed reactor took place in the Laboratory of Neutron Physics,
JINR. Design values for instantaneous thermal neutron fluxes are : lO'''^ cm~2s~^ inside the moderator and
10^° cm-2 s"^ from its surface. In combination with the heavy current, short pulse injector (electron induc-
tion accelerator LIU-30 being under construction now) it will become a high intensity neutron source for the
time-of-flight investigations in the energy range from 10"''' to 10^ eV. The characteristics of the complex
IBR-2 + LIU-30 are described. The neutron beams and their use in the condensed matter and applied research
are mentioned. The program for noC-, n^- and nf- cross section measurements as well as neutron cross secti-
on study for few nucleon systems are reported. The prospects for nuclear physics research on the LIU-30 non-
multiplying target facility are outlined using as examples the experiments with polarized neutrons and nuc-
lei and some others. The description is illustrated with the results obtained recently on the operating
IBR-30 pulsed reactor.

Qjulsed neutron source, IBR-2 reactor, noi.
, n^

,
nn, nf cross sections, polarized neutrons and nuclei,

isomeric shift, neutron resonancesT]

I. IBR-2 and LIU-30 complex - the high intensity
pulsed neutron source"

Design characteristics

The periodically pulsed fast reactor IBR-2 with
liquid metal cooling is constructed in the Laboratory
of Neutron Physics, JINR. The physical start-up of
IBR-2 was performed in the end of 1977- beginning 1978.
Its operation at design power level is being prepared.
The design mean and pulse thermal power is 4 MW and

7700 MW, respectively, pulse duration being 100 jusec
and pulse repetition rate - 5 p.p.s. Total neutron
yield from the active zone of a volume of 22 1 is to be
1.7.10'''^ s~^. The instantaneous thermal neutron flux
within the moderators will reach 10 cm~2 s~^ and that
from their surface - 10^6 cm"^ s~\ The latter exceeds
the thermal neutron flux from moderator surface of best
stationary reactors by a factor of 10. Several referen-
ces, see for example, ref .

^ give details on the IBR-2
characteristics, its construction and operation. The
IBR-2 reactor design is new if compared with the previ-
ous IBR reactors. Here we employ liquid sodium as a

coolant. The reactivity modulation is performed with
the help of the moving reflector instead of the rota-
ting part of the active core. The nuclear fuel is 90 kg
of Plutonium dioxide. The fuel rods are to be replaced
once per 4 years period.

The IBR-2 reactor is also designed to operate as
a dynamical multiplier of neutrons from the target of
the electron induction accelerator LIU-30. Thus pro-
vided neutron pulses will be 50 times shorter. The ac-
celerator is being constructed (electron energy 30 MeV,

current 250 A in the pulse, pulse duration 0.5 ^sec,
beam power on a target 200 kW). The accelerator buil-
ding 160 m long is built. The assembly works started
of the electron gun and first module of LIU-30.

Source performances in different regimes

The IBR-2 reactor in combination with LIU-30 is to

be a very powerful neutron source to serve the needs
of scientists performing physical investigations with mentioned modes are given in Table 1. Line 5 in the Ta-
the time-of-flight technique. The arrangement of bull- ble presents the figures of merit at 1 keV, i.e the in-
dings and flight tubes of the whole complex is shown tensity of the 1 keV neutron beam on the sample 1 cm^
in fig. 1. The measuring pavilions and flight tubes with a fixed resolution of 0.1%. In the brackets the
from the IBR-30 reactor (in operation now) are planned flight path to achieve this resolution is indicated. The
to enter the arrangement. The nonmultiplying target of first mode {IBR-2) is mainly planned for the experiments
LIU-30 is to be placed instead of the IBR-30 core. with thermal and epithermal neutrons. The second mode
This will allow to operate with short neutron and y'ray (IBR-2 + LIU-30) is expected to gain benefits in the
pulses. The arrangement as a whole will include 20 be- experiments under moderate resolution in the energy re-
ams, 1A of them being in the new experimental building gion up to several hundreds eV. The ' third mode (LIU-30,
with two halls 30 m x 60 m each. pulse duration 50 nsec or less) is to have a higher fi-

The IBR-2 and LIU-30 complex is to perform in gure of merit. It will provide means for neutron ci'oss

three modes : section measurements and other experiments under good
- reactor mode (IBR-2), pulse duration lOOyusec resolution in the energy range 10^ - 10^ eV.
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- dynamical booster mode (IBR-2+LIU-30
) ,

pulse
duration 2-10 yusec;

Fig. 1. Arrangement of the buildings and flight
tubes of the IBR-2+LIU-30 complex.

- accelerator mode with nonmultiplying target
(LIU-30), pulse duration 500 nsec at the begin-
ning and 50 nsec in the future.

The neutron source characteristics for the above



Table 1 . The characteristics of the complex IBR-2 + LIU-30 in three modes

Parameters IBR-2 IBR-2 + LIU-30 LIU-30

1 Total neutron yield s"^ 1.7x10^'' 6.6x10^^ 1.2x10^^ 6x10^^ 6x10^-^

2 Pulse duration ^sec 100 10 2 0.500 0.050

3 Pulse repetition rate p.p.s. 5 50 50 50 50

4 Fast neutron flux

(E > 10 keV)

in the active core

a) instantaneous cm"^s~^ 6x10^''' 2.2x10^'^ 2.0x10^'''

-2-1 14 14 13
b) average cm s 3x10 1.1x10 2.0x10

5 Resonance neutron flux

(E = 103 eV)

on the sample at reso-
lution 0.1% cm"2 s"^ - - 0.4 0.32 3.2

(2000 m) (500)m) (50 m)

6 Thermal neutron flux
from the moderator
surface

a) instant. cm"^s"^ 1.0x10^^ 3.9x10^^ 7.2x1o''-^

b) average cm"^s"^ 5.8x10^^ 2.2x10^^ 4.0x10^^

Neutron characteristics measured during the
physical start-up of IBR-2

On January 13, 1978 the IBR-2 reactor was started
to operate in the pulse mode at a pulse repetition ra-
te of 50 p.p.s. In February and March 1978 the reactor
worked for 100 hrs at an average power of 500 W. The
reactor parameters were investigated and are reported
in refs.2)3. The pulse duration was measured to be equ-
al to 200 jusec instead of expected 100 jusec. Addi-
tional measurements showed the possibility to make the
pulse shorter by improving the construction of the
auxiliary moving reflector.

During the physical start-up the shape of neutron
spectrum and neutron fluxes were measured-*. Data on
thermal neutron fluxes obtained by the activation me-
thod (gold and copper foils) proved the design value of
the flux (Table 1) real. The results of measurements of
the spectrum shape at E> 1 eV are shown in Fig. 2.

They were got by the technique of neutron spectra un-
folding from readings of the activation thermal, reso-
nance and threshold detectors. The spectrum in the en-
ergy range 1<E<-10^ eV should be E"^, where x$1.
The smooth curve in Fig. 2 does not obey this law (there
x=1.25). However these results should be regarded as
qualitative due to considerable uncertainties of the
method conventionally used for the dosimetry purposes.
In planning the experiments on IBR-2 it seems reasonab-
le to use some modifications of the empirical formula
derived in ref. for resonance neutron fluxes of the
IBR-30 reactor:

2.7 X 10^ W 5 11
N(E) = cm s" eV"

l2 E°-5

io-' m-' 10-^ to-'' W io-* w° lo' £

Fig. 2. Spectra of neutrons from the surface of
moderator (1) and in the external beam (2) at a

distance of 8 m from the reactor core (taken from
ref. 3).

E - neutron energy in MeV
tp(E) - neutron flux in cm-2sec"^ eV-^ per a po-

wer of 1 MW, channel diameter being 20 cm.

are given Russian denotions.

where W is the reactor power in MW and L is the
flight path (reactor - detector) in m, E is the neutron
energy in eV.

1 1. IBR-2 neutron beams in the future use

The arrangement within the experimental hall of
14 neutron beams of IBR-2 with spectrometers for the
time-of-flight investigations are shown in Fig. 3. Roman
numerals indicate neutron beams. The spectrometers

3

Neutron channel for the measurements of double
differential cross sections

The flight tube II terminates in the pavilion at

a distance of 95 m from the reactor core. Here the

spectrometer (DIN-2) with mechanical chopper
is mounted by the Physics-Energy Institute (Obninsk,

USSr5). Two modifications of the spectrometer allow to

study inelastic neutron scattering under' moderate reso-
lution with a monochromatic neutron beam up to 10'''cm~2

s~^ on the .sample and under highest possible resolution
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Fig, 3. Arrangement of neutron beams and spectro-
meters of IBR-2.

-7 A -2 -1
up to 10 eV at a neutron flux of 10 cm s . The fi-

gure of merit of the spectrometer is better than that

of other time-of-flight spectrometers by an order of
magnitude and is comparable with the figure of merit
of three-crystal spectrometers at high flux reactors.

A broad program for investigations of quantum liquids

and ideal crystals, as well as a program for applied
research is developed. The latter includes the double

differential cross section measurements for the mode-
rator materials of thermal reactors in the temperature
range 4 - 200 K.

Neutron channel for the experiments with ultra-
cold neutrons

Experiments with ultracold neutrons (UCN) are per-

formed in the lowest energy part of the maxwellian spec-

trum, i.e. up to Ebound ~ 10"''' eV. Below E^ound neutrons
are totally reflected at any angle of incidence and

may be kept in closed vessels. Since the UCN portion in

the thermal spectrum is small, i.e. about
1 4-11
8 bound th ~ '

one needs high flux stationary or pulsed reactors to

per'form experiments with them. Several reviews, for

example refs.° , are devoted to these investigations
started in Dubna and Munich, and then at some European
research centres. Recent issues of BML-325 already con-

tain data on the cross sections of neutrons at energies
ranging from 10~^ to 10-'7 eV. The experiments revealed

some uncommon UCN properties and more are still under
investigation. But at present the use of UCN for the

neutron properties study (such as the lifetime or elec-
tric dypole moment EDM) seem to be most interesting from

the physical point of view. The search for EDM is direc-
tly connected with the T-violation problem in particle
interactions. The so-called UCN confinement method for

the EDM measurement proposed in ref.9 was firstly em-
ployed in the Institute of Nuclear Physics of USSR
Academy of Sciences (Gatchina). An upper EDM limit of
1.6 X 10~2^ ecm^O was obtained.

In Dubna a facility "TRISTOM" is constructed to be

used on the neutron channel III of the IBR-2 reactor.
Its expected EDM sensitivity will be at a level of
10~25 ecmll. The neutron channel III is designed for
the extraction and guiding of UCN. A hydrogen-contai-
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ning converter cooled down to 20 K is to be used as an
UCN source together with the neutron shutter to incre-
ase the UCN density inside the chamber of the Ramsey
type magnetic resonance spectrometer.

Beams for the condensed matter and applied
investigations

Seven horizontal channels will be employed (i.e.

IV - VIII, X, XI) in the time-of-flight experiments
and three inclined ones (not shown in Fig. 3) for neu-
tron irradiation. Neutron beams IV,V,VI are equiped
with a liquid hydrogen moderator at a maxwellian spec-
trum temperature of 50 K. Water moderators (their

thickness can be varied from 35 to 55 mm) are mounted

on other beams. The temperature of their maxwellian
spectrum is 400 K. The program for condensed matter
and biological research with the IBR-2 reactor is com-
prehensive, but, since it has no close connection with

the topic of the present conference, it suffices to

mention review papers^'^^.
The following installations (Fig. 3) are being

constructed and partly already built for the implemen-
tation of this program:

- spectrometer WOK(COK). To investigate by

small angle diffusion neutron scatter'ing the structure
of biological crystals and macromolecules in solutions;

- spectrometer KoPfl (CORA). To study inelastic
thermal neutron scattering by the correlation time-of-
flight spectroscopy method;

- diffractometers 6Ho (BIO). To perform neut-
ron diffracti-on investigations on complex crystals.
Apparatus MMy (IMU). To study the behaviour of the

matter in pulsed magnetic fields by the time-of-flight
diffraction method;

- spectrometers of inverted geometry K^cor
(KDSOG), C^Hui (SUNT) with neutron monochromatization
after scattering. To study the dynamics of organic
crystals and ener'gy levels of paramagnetic ions in

crystals. The spectrometers will be installed at a

distance of 100 ra from the reactor and equipped with
mirror neutron guides.
nH - spectrometer of polarized thermal neutrons

(PN) based on polarizing mirror neutron guides. Neu-
tron beam will be polarized to 97% in the wavelength
range 1 - 6 A at a flux of lO'^ cm~2s~1 on the sample.

- apparatus Msy (MBU) on the flight tube XI. To
perform medical biological investigations with neutrons.
This subject is a part of the topic of the present con-
ference. As a preparative step the measurements of the

characteristics of the specially designed neutron beam
and some radiobiological research were carried out at
the IBR-30 reactor. In Fig. 4 from ref.^-^ there are

shown the conventional spectrum ( 1 ) and the spectrum
(3) obtained after transmission of neutrons through
the zirconium hydride and tungsten filters 4 cm and
2.5 cm thick, respectively. The average energy of neu-
trons transmitted through the filter increased up to

3 MeV and become about that of neutrons (5) from the

beryllium target irradiated by deuterons at an energy of
Ejj=11 MeV. The radiation doses measured on IBR-30 at

various filter thicknesses were 0.4 - 1 rad/min (neu-

trons) and 0.07 - 0.1 rad/min ( iT-rays).

According to the results, for IBR-2 one expects
to have up to 500 rad/min at a distance of 8 m. This

will allow to achieve (using thicker filters) a neu-
tron spectrum with everage energy of 6 MeV at reaso-
nable doses of 50 rad/min. It is equivalent to neut -

ron source at 15 MeV cyclotron with a deuteron current
of 100 juA (curve 4). Such beam may serve for neut-
ron diagnostics and maybe neutron therapy.

Neutron flight tube XI will be also equipped with
a mirror neutron guide to perform elemental analysis
by using capture /-rays. It has advantages, if appli-
ed for the analysis of biological and other objects in

comparison with activation method, since the intensity

of sample irradiation decreases by a factor of 3 - 4
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Fig. A. Formation of fast neutron spectra for the
medical and biological research.

orders of magnitude. Maximal absolute sensitivity at a

level of 10"9 g/1 is expected for B,Gd, Sm.

In order to implement the materials research pro-
gram the IBR-2 reactor will have three pneumatictrans-

port systems , so that samples lU mm in diameter and up

to i+0 mm long could "be irradia1;ed. Pneumatictransport
channels are directed to the actiye core, reflector and
moderator. The former provides a mean flux of 3.5x10
cm-2s~1 of fast neutrons with energies E=1.5 MeV, in-
stantaneous neutron flux being 7x10^'^ cm'^s-l . The ir-
radiated samples will be sent to hot chambers or direc-
tly to physical installations. High neutron fluxes from
IBR-2 may serve the needs of scientists studying the ki-
netics of radiation damages characterized by the rela-
xation time within the 10~^ - 10-^ sec interval and of
those making material research for fusion reactors.

The pneumatictransport system will be also used in
the activation analysis by fast and thermal neutrons.
The experience acquired at IBR-30 in the express method
of activation analysis with Ge(Li) detector 1^ proves
this field of applied research to be advantageous with
the IBR-2 reactor also.

The same is true for the use of thermal neutron
fluxes to study the distribution profiles of boron atoms
in silicon and other materials. The detailed description
of this method having high depth resolution is given in

review^ 5

_

III, Nuclear Physics Experiments

The IBR-2 reactor as a very powerful pulsed neu-
tron source could be useful in the study of processes
with very small neutron cross sections such as ncL -

,

'^^U -, n f-, etc. Long neutron pulses are sometimes
advantageous, since the instantaneous loading of detec-
tors is lower and slow detectors and secondary-ray spec-
trometers with moderate response :imes could be used.

Cross sections and spectra from no(-, n^fa-
and ny -reactions

Nearly all experimental data on the structure of
compound states (neutron resonances) available at pre-
sent in the field of neutron spectroscopy contain main-
ly partial ^'-widths of transitions to the ground or to
a comparatively simple (few-quasiparticle) nuclear sta-
te. They give information only about the few-quasipar-
ticle components of the wave function of compound sta-
tes. The study of the probability of ot -decay of ne-

utron resonances and ^-transitions between nuclear
compound states through (n,^cjC) reaction may provide
information about many particle components of the wave
function of high excited nuclear states. The investiga-
tion of ^-transitions to collective states also serves
this aim.

Up to now the resonance cL -widths for about a

dozen and half nuclei with 65 < A < ITS^^i ^"^ were measu-
red on the IBR-30 reactor. Experimental data obtained
on average «5C -widths (Fig.5), on total oC -widths and
partial oC -widths distributions (Fig. 6) are well desc-
ribed in the frame of the statistical theory, the ex -

</:>

100 120 ttO 160 180 A

Fig.5. Comparison of experimental average o< -widths
with theoretical ones in dependence on nuclear
mass number.
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Fig. 6. Distribution of partial widths of o4-decay
of the compound states of I^^Nd and ^^%d with dif-
ferent spin J.

Hystograms - experiment;
Solid lines - theory.

ceptions are the average oc -widths of deformed nuclei
and total c< -widths distributions of J-4 resonances in

''^^Sm. The amount of helium produced in some materials
due to the (n, reaction was also estimated 1^.

With the employment of IBR-2 reactor in combination
with LIU-30 the broader range of nuclei could be cove-
red in the study of neutron resonance c/. -decay in or-

der to explain why the cluster and optical model '''^ did

not describe satisfactorily the average o^. -widths of
deformed nuclei. Further experiments to measure the

(n, oC ) reaction yield will be made for some materials
used in the construction of the reactors.

Experimental data on f^j^ in resonances with dif-

ferent spins obtained in the study of the two-step (nJ

process gave indication of the interesting phenomenon:
the prevalence of Ml transitions between compound states

They are the transitions from the 55 eV resonance to

the states shown in Fig. 7 by dotted lines. However, to

be sure about the above mentioned prevalence one should
perform the statistically more precise measurements of

fyot. in resonances with different J. The values which
are now known : 0 . 1 6+0 . 08 and 0.11+0.08jneV for J=3 and
A, respectively. Since in the (n, jf'oL) process scar-
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Fig. 7. Scheme for the (n, )f&L) process in
143

Nd.

cely changes from resonance to resonance with same
spin (due to averaging over many intermediate sta-
tes), the experiment may be made on 2-3 resonances, if
high neutron fluxes were available.

The program for experiments on IBR-2 includes also
the measurement of the 'Be(n,2efi reaction cross secti-
on in the thermal and epithermal neutron energy range
to Investigate the parity conservation of nuclear for-

,20 The cross section of the reaction must be small
due to parity selection rules. Besides, the target may
contain a small (lO-^-IO^ less than usual) number of nuc-
lei, since beryllium-T is radioactive (Ti/2=53.6 days).
So, a very powerful neutron source is absolutely neces-
sary. The IBR-2 reactor will allow to per'form more com-
plicate experiments than those with IBR-30. For example,
the investigation ofo^-angular correlations in the de-
cay of "ISOsm compound states is planned. It will pro-
vide information about the contribution of partial -

transitions with different orbital momenta.
The Jf-ray studies in (n, ^ ) reaction carried out

in recent years revealed some deviations from the sta-
tistical theory in the description of the decay of high-
ly excited^'' states. That is important for understan-
ding the fragmentation of simple excitations over com-
pound states. The different behaviour of fluctuations
in the population of low-lying states in a region of
A^IOO (spheriral nuclei, s-neutrons strength function
Sq being minimal) and of A -^150 (deformed and transiti-
on nuclei, maximum Sq) was established recently22. The
IBR-24-LIU-30 complex will be used in the further stu-
dy of the regularities in the population of nuclear sta-
tes having definite structure, for example, octupole
states with spin 3- and others, and in the ,y^- cascade
study by coincidence technique.

This part of the program on IBR-2 foresees the use
of flight tubes I and IX (tangential flight tube). In
order to investigate the average parameters of interac-
tion of neutrons with nuclei, there will be installed
Fe- (Ez24 keV) and Sc- (E=2 keV) filters on the beams.
The background conditions with filtered beams on a pulsed
reactor may be improved by a factor of 2-3 orders of
magnitude using the time-of-flight technique as compa-
red with the stationary reactor facilities. The calcu-
lated intensity of the filtered beams on the fast neut-
ron pulse reactor IBR-2 is equivalent to that from the
thermal neutron stationary reactor with a power of
50 MW.

Fission cross sections

Fission process study is being carried out in the
Laboratory of Neutron Physics for several years. It
will be continued with the IBR-2 + LIU-30 complex. The

study goes in two directions. The first is the multipa-
rameter measurement of slow-neutron-induced fission
cross sections, i.e. the joint measurements of the ki-
netical energies of fission fragments, of the instan-
taneous y-rays and neutron multiplicities and of the

mass distribution of fragments. This will also serve

for ftirther improvement of nuclear data necessary for
reactor calculations. The comparison of the above men-
tioned data for many resonances is interesting from
the point of view of finding the spin dependence of
different characteristics of fission and their corre-
lations. Presently available data are not unambigous,
because the variations of the above characteristics
from resonance to resonance, if present, are about 1%

or even less. So, the success of the experiments stron-

gly depends on the intensity of neutron beams especial-

ly in the case of coincident events in different chan-
nels of the fission reaction. As is seen from the spec-

trum in Fig. 8 (the results obtained using fission

Fig. 8. Time-of-flight resonance spectrum obtai-
ned during 10 hrs of measurement with the 235u
target and fission fragments Si-detector, the

flight path being 75 m, in IBR-30 mode of opera-
tion.

23
fragments Si-detector in ref. ) the IBR-2 reactor
even at the first step of operation may provide suffi-
cient intensities for such experiments, though not op-
timal resolution.

The study of the (n, jf ) process, i.e. the proc -

cess of fission after the emission of -quanta, is

closely connected with the above. The possibility of
its existence and calculation of its cross section are
reported in ref. 24, 25, The process was searched for
(see review papers^ ^) by measuring the correlation
of the multiplicity of fission K -quanta, average num-
ber of neutrons per fission and resonance fission
widths . However, all data obtained represent only
indirect experimental evidence. The direct method for

the search of the(n,'2'f) process was developed in Dub-
na^^. It is based on the registration of the X-ray
quanta emitted as a result of the internal conversion
of ^ -quanta preceeding fission and detected in coin-
cidence with a fission event. In Fig. 9 one may see the

results obtained in ref ^7, The dependence of the X-
ray yield per fission event R on resonance fission
widths is shown. Since R is proportional to fj^

and the latter (similarly to F^x under consideration
above) is constant from resonance to resonance, the re-
lative contribution of the (n, U'f ) process must dec-

rease with increasing 1^ . It se^emg this may take place

(the obtained result Fy-f

svire one must acquire more data.

The second direction in the measurement of fission
cross sections in JINR is connected with nuclear data

2.1 iJ*Y meV) , though to be
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Fig. 9. Results of the (n, )^f) process study on
in booster mode of operation.

235
U during 260 hrs of measuring time with the IBR-30

needs for fast neutron reactor calculations. For seve-
ral years already the Laboratory of Neutron Physics (Dub-

na) jointly with the Physics-Energy Institute (Obninsk)
perform experiments in this field. They include the me-
asurement of transmission functions and self-indication
ratios for 235u, 238u, 239pu and the calculation on
their basis of average group cross sections and reso-
nance self-shielding factors 28 _ The former performed
for a wide range of sample thicknesses at energies
from several eV to dozens keV give information about
the self-shielding effects in cross sections that could
not be obtained by even very precise high resolution
cross section measurements made in limitted range of
sample thicknesses. Recent 235u and 239pu results are
given in paper 29 contributed to the present conferen-
ce. The work is to be continued with the IBR-2 + LIU-30
complex.

Precise (n n)- and ( nlT)- cross section measu-
rements in the few nucleon systems

The experimental study of the few body problem was
initiated on the IBR reactor in 1956 with polarization
experiments on an unambigous choice of (n d) scattering
lengths-^^. Recent measurements performed with the IBR-30
reactor contributed much to this research. Since the

theory of few nicleon systems now attends to nuclei con-
sisting of four nucleons, it is interesting to measure
(n^He) scattering lengths. Experimentally they may in
principle be obtained from a combination of data on to-
tal and coherent scattering cross sections. But the ex-
periment is different due to the competing (n,p) absorp-
tion process having a large cress section of 5400 b.

The results first obtained in^l for the cross
section (o^t He) are shown in Fig. 10. Different points
are taken at different pressures of the -^He-gas in the
target (minimal 30 mm Hg) and under different conditi-
ons. Fig. 11 presents the whole data on the basis of
which one may (by the graphical method) obtain the scat-
tering lengths discussed in ref,^^. Crosses indicate
theoretical results obtained by V.F.Kharchenko (Kiev
Institute of Theoretical Physics) with different nucle-
on-nucleon potentials. As is seen one needs to lessen
the uncertainty of data on scattering cross section
and incoherent scattering cross section ^inc availa-
ble up to now only by the indirect method. The accuracy

6

3.0

0.01 0,1 1.0 E.«

Fig. 10. Experimental lay-out and results obtained
for the scattering cross section d (-^He) (b) in

dependence on neutron energy (eV).

33
The

of ^ and g. is worse than that of ^^-^ recently
^inc

obtained coherent scattering length result Q.^
IBR-2 reactor will bring a possibility for more preci-

se measurements of S'^ and of the direct measurement
of inc i-ising polarized gaseous ^He target.

^
The study of radiative neutron capture in He is

closely connected with the four nucleon problem, though

up to now remained practivally unattended both experi-

mentally and theoretically. The results obtained this

year in Dubna are shown in Fig.1234, The accuracy is

not high, but from the qualitative behaviour of the

energy dependence one may conclude that at low energies

the capture process is of the s-wave nature, while at

higher energies - p-wave. The calculation of thermal

cross section (Ml transition) were performed taking in-

to account only S-states of ^He and ^He described with

the simplest (gaussian) wave functions. The comparison

of experimental and theoretical results allowed to esti-

mate an admixture of the "mixed symmetry" state of 0.14%

3 90



Fig. 11. Data for obtaining the triplet and
real part of the singlet a| components of scatte-

ring lengths in n-^He scattering.

Fig. 12. Neutron radiative capture cross section
by -^He ( jib) in dependence on neutron energy (eV).

^^

in He. Theoretical results become multi-meaning, if
the D-component of the 3He, ^He ground states and vari-
ous meson exchange currents^^ taken into account.
Thus to have a reliable theory one should perform more
precise measurements of thermal cross section (7 j^y (3He).

They are included in the program of experiments on

IBR-2

.

Precise measurements of the DlnJ^) radiation cap-
ture cross sections are also interesting from the point

of view of meson exchange currents as well as of their

importance for the reactor calculations. The first sta-

ge of measurements is reported in ref, ° contributed to

the present conference. Further measurements are inclu-

ded in the IBR-2 reactor research program. Then it

will be possible to carry out a polarization experiment
to determine separately the doublet and quartet compo-
nent of the D(n^) reaction cross section.

Prospects for some other experiments after
the start of LIU-30

The problem of the spin dependence of neutron cross
section is under discussion for a long time already,
but its experimental investigation encounters many me-
thodical difficulties. The apparatus for the measurement
of the total cross section of polarized neutrons with
polarized nuclei installed at IBR-30 is shown in Fig. 13.

Its principle components are : the polarized proton tar-
get (4) as a neutron polarizer and the ^He/^Ee refri-
gerator (5) at a temperature down to 0.03 K for nuclear
polarization. The method for the polarization of neu-
trons via transmission through the polarized proton tar-

Fig. 13. Apparatus for measuring total cross sec-

tions of polarized neutrons with polarized nuclei.

get was developed in Dubna and then used in the Los Ala-

mos and Oak Ridge Laboratories to measure the spins of
resonances of fissionable nuclei37. In Dubna the rare

earth nuclei were mainly investigated in the neutron
transmission experiments-^^. As is seen from Fig. 14 the

Fig. 14. Data on the spin-spin cross section

(o 33 via neutron energy E for a number of rare

earth nuclei.

nuclei investigated behave quite differently. This is

difficult to explain with the introduction of the spin-

dependent optical potential. Most probably the cross

sections intermediate structure connected with spin

value is responsible for that. For the further investi-

gation of the problem one needs to perform the polari-

zation measurements of partial neutron cross sections

(scattering and capture cross sections). This will be

possible in principle with the LIU-30 facility working
in the regime of nonmultiplying target. As for the spin

dependence of the neutron strength functions the Dubna-

results show its not exceeding 10-15 % (if at all pre-

sent) for the nuclei investigated.
The same 3He/^He refrigerator was used for the

measurement of magnetic moments of neutron resonances.

They were the first systematical investigations of that

kind. The results are reported in ref.39 and shown in

Fig. 15. They reveal the collective properties of nuc-

lear high excited states in agreement with theoretical

predictions within the thermodynamical approach. The

experiments planned for the IBR-2 + LIU-30 are aimed

at further enlargement of the number of resonances un-

der investigation in a nucleus and of the number of
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Fig, 15. Gyromagnetic ratios (g-factors) of neu-
tron resonances in a number of nuclei obtained in
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In the near future it seems possible to obtain
the new information about the deformation of nuclei ex-

cited to about neutron binding energy. Some experi-
ments were done recently in Dubna*^*^ with an attempt to

measure the variation of the mean square nuclear radi-
us after excitation. The method of the isomeric shift
of the neutron resonance was proposed and used. The
shift A E between the resonance energies appearing in

different chemical compounds may occur due to hyper-
fine interaction of the atom electrons with nuclear
charge Z. It is described by the formula:

where a|Y(0)| is the difference in the electron den-
sities of the nucleus between a pair of chemical com-
pounds investigated. Theoretical prediction made by

G.Bunatian (Dubna) /I ^r2^ ^ -0.1 fm which leads to

a small, but detectable resonance shift of 10~3 f"* .

The preliminary experimental result is^^R^/ =(-0.6 +

+ 0.3) fm^'^. The measurements are performed with IBR-
30. Their extension is planned for the complex, IBR-2+
LIU-30.

I V Conclusions

In the present paper some trends of future inves-
tigation with IBR-2, mostly in the field of nuclear
physics are reviewed. They include the neutron cross
section measurements important both in the study of
nuclear structure and in the determination of nuclear
constants needed for reactor calculations. Applied
fields of research with IBR-2 are outlined also. At the
same time the review does not practically cover the in-
vestigation of condensed matters, though more than 50%
of the experimental program for IBR-2 is devoted to
them. The research program developed for the IBR-2
and LIU-30 facilities has the following principle direc-
tions :

- investigations in the field of condensed mat-
ters and molecular biology;
- studies of fundamental properties of the neut-
ron;
- neutron cross section measurement for the study
of highly excited states and nuclear reactions
and for applied purposes;
- applied research by using nuclear methods.
In the first step of the IBR-2 operation (regime

IBR-2) the investigations of condensed matters will
prevail due to rather long times of pulse duration.
However, the measurements of (no(), (n^), {n,^cl ),

(n n), (n f) cr'oss sections not requiring good resolu-
tion will be also dene. The operation of IBR-2 in com-
bination with LIU-30 (IBR-2+LIU-30 regime) will allow
to employ shorter pulses more suitable for nuclear ex-
periments. Further shortening of the pulse duration to

500 nsec - 50 nsec (LIU-30 nonmultiplying target regi-
me) will give a possibility of neutron cross section me-
asurements at neutron energies up to 10^-10^ eV and
other experiments under good energy resolution.

The IBR-2 start-up at full power will give birth
to a new generation of high intensity pulsed neutron
sources. The need in such sources is now commonly ag-
reed. The neutron fluxes of stationary reactors appro-
ached their technical and financial limits. The new
generation of neutron sources will include together
with the IBR-2 reactor the facilities on proton accele-
rators being designed or constructed. The IPNS (Argon
Lab.) and SNS (Rutherford Lab.) facilities are planned
for the condensed matter experiments with thermal and
epithermal neutrons and the WNR source (with a coming
storage ring) at the meson factory LAMPF to be used for

nuclear investigations in a wide energy range.

The outlined possibilities for physical investiga-
tions with IBR-2 and LIU-30 are extensive, however,
the experience of the pulse reactor IBR-30 operation
proves them possible. The present paper is devoted to

selected topics in the experimental program proposed
for the IBR-2 reactor. Meeds and pressures in the

future, as well as further experience, may influence
of course the actual research program on IBR-2.
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THERMAL NEUTRON CAPTURE CROSS SECTION IN DEUTERIUM

V.P.Alfimenkov, S.B.Eorzakov, J.Wierzbicki, B.P.Oslpenko, L,B. Pikelner
,
V.G.Tishin, E.I.Sharapov

Laboratory of Neutron Physics, Joint Institute for Nuclear Research, Dubna, USSR

The radiative thermal nD capture cross section was measured by the time-of-flight method

at the IBR-30 pulsed reactor using Ge(Li) detector, D^O water sample ant the ^ thermal cross sec-

tion as the standard. The result 487(24) ^b is in favour of the theoretical value found in the frame

of the three body problem.

[D(n,
J.

), radiative cross section, thermal neutron capture]

Thermal neutron capture cross section in deuteri-

um is both of applied and theoretical interest.

Heavy water is the common moderator used in nuclear re-

actors. The accuracy of neutron absorbtion calculations

for such moderators depends on the uncertainty of the

experimental value of 6"^. The nD capture cross

section can be obtained within the few nucleon system

theory by sophisticated methods. The comparison with

experiment is then necessary to estimate the contribu-

tion of meson exchange currents and of admixture sta-

tes in the triton total wave function.

Meanwhile the modern data on are contraversa-

ry. Most precise values were obtained with activation

method by measuring the yield.of tritium. But even

time window corresponding to incident neutron energy

there the difference between the results (0.57+0.01 mb
2

and 0.520+0.009 ) much exceeds the experimental accu-
3

racy. Data obtained with other methods : 0.50+0.05

and 0.353+0.035 mb^( ^ -yield from the D(n, ^ ) reac-

tionwas measured using the Nal(Tl) crystal), and

0.37+0.12 mb (reported in Neutron Cross Section Data,

BNL-325 (1964) from the measurement of the diffusion
5

length in heavy water ) are less precise.

In the reported here experiment we tried to de-

termine Q'-Q by measuring the ^-yield from the D(n,^)

reaction using the Ge(Li) detector. The high energy re-

solution of the spectrometer with Ge(Li) detector help-

ed to avoid the background difficulties usual in the

measurement of small cross sections. The measurements

were performed by the time-of-flight method at the

IBR-30 pulsed reactor, mean power being 20 kW, pulse

repetition rate 4 sec . The flight path was 33 m.

The experimental lay-out is shown in fig. 1 . The beam

of neutrons 70 x 50 mm was formed by the collimators

1 and 2. The sample 3 was heavy water of a volume of

247.5 ml in the thin glass air-tight container. It was

shielded by Li^F layer 1 cm thick to prevent thermal

neutrons from leaving the sample. The coaxial Ge(Li)
3detector 4 of a volume of 55 cm was mounted at a

distance of 16 cm from the beam axis. It was shielded

from fast neutrons and ^-rays as is shown in fig.1.

Spectra were measured with amplitude analyser in the

Pb

Li F 20CM

Fig.1. Experimental lay-out for the measurement
of the effective nD capture cross section.

from 100 to 15 meV. The energy resolution of the Ge(Li)

detector in the neutron beam was 9 keV at an energy of

5-6 MeV. The standard samples were H^O and NaCl intro-

duced in small quantities in D^O (99.75 mol %). Then

the following relationship between effective cross sec-

tions and (s -standard sample) holds:

"S ^ S

"d ^ D

Np and Ng are the sums of detector countswhere

under ^ -lines, n^/n^ and S.^/ £ ^ are the ratios

of corresponding concentrations and registration effi-

ciency. In eq.(1) there are no terms responcible for

experimental geometry and normalization, since the mea-

surements with the standard and investigated sample are

performed simultaneously and under the same conditions.

Systematical errors of <£ ^ may, however, occur,

if the standard ^-line energy is considerably diffe-

rent from investigated, i.e. from Ej^ = 6.26 MeV. It has

just may happened due to the use of the proton line

Ej^ = 2.23 MeV. Therefore, the line E^^ = 6.110 MeV is

preferable, though ^(^-^ accuracy as a standard is less
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than that of As recently was reported in the

partial yield for the 6110 keV line is 1^=0.198+0.005

at a total capture cross section of 33.2+0.5 b, which

gives us the partial cross section ^
q,\

~ ^-57+0 •19 b

The introduction of NaCl increased the back-

ground under the line £^=6.26 MeV. Therefore, we under-

took two runs of measurements. First, the yield from

the line was measured with respect to the E„ line
V n

using the solution 238.9 ml D^O + 8.6 ml H^O. Then,

1.000 g of NaCl was introduced and the measurement re-

peated.

monitor one. The obtained spectra are shown in fig.

2

for the region of double escape peaks of 6.26 and 6.11

lines and in fig. 3 for the total energy peak 2.23 MeV.

In this procedure the proton line was the
n

Cei5.72) CI "(6.11) C( '16.11 6.62) •

'

2000 2 100 2200 2300 2400 2500 2600

Fig. 2. Gamma-ray spectra obtained with the
sample

D20+NaCl+H20

D^O+H^O

(below)

(above

)

n is the number of the amplitude analyser chan-
nel (energy width being 2.28 keV), N is the
number of detector counts after 75 hours of
measurement (above), after 11 hours of measu-
rement (below).

1 40Q0

12000
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aooo

6000

4000

2000

0

1 1 I 1 I

HI2.223)

_

1
1

—

1,1,1,
700 800 900 000 100

6"^-,^ as a Stan-

Fig. 3. Energy spectrum obtained with the sample
D_0+H„0 near 2.2 MeV
2 iL

The experimental value for it was found to be equal to

(7.41 + 0.37 ) .
10"^

The cross section of the radiative thermal capture by

deuterons we searched for was obtained to be

=487+24 Jib using the partial cross section 6^q-]_ =

= 6.57+ 0.19 b. It is the preliminary result. The sta-

tistical error indicated will be reduced by further

collecting the data. The systematical error of the me-

thod is limited by the uncertainty of

dard being equal to 2.6 %.

Table 1 enlists present data on As is seen

we managed to achieve better accuracy of n^ measu-

rements even at the first stage of the experiment.

The value we obtained is a little smaller than
o

that from a later paper . But as it was mentioned the

result is preliminary and final conclusion will be made

when the measurements are completed.

It is interesting to compare the experimental and

theoretical estimates. The latter are found in the fra-

7
me of the dispersion theory and by solving the Fadeev

g
equation using the separable approach. The system

Table 1 . Results of measurements

year 1947 1952 1963 1963 1979

^^ mb

method

paper

0.37(12)

diff.
length
5

0.570{ 10)

activation

1

0353(35)

4

0.600(50)

3

0.520(9)

activation

2

0.487(24)

present

paper

From the two equations similar to eq.(1

the ratio:

6^,
ci

( .
N^/ °2°

N^) D^O+NaCl

one obtains

'CI
(2)

H+n formed in neutron capture evidently may have at

L=0 the total spin and parity J=3/2"'' (quartet channel)

or J=1/2"*' (double channel). In principle, magnetic di-

pole transition to the gorund state of triton I=1v'2''"

may take place in both cases. However, the effective

cross section of this process is hindered by some sjTn-
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metry selection rules. The magnetic transition in the

3 9
D{n,^ ) reaction (similar to He(n, ^) reaction in )

is allowed only between the states with symmetrical

spin wave functions. The latter is present in triton,

if it has an admixture of S' -states, i.e. the state

with mixed symmetry. The weight of S' -states in the

total wave function of triton is taken within 1-2% in

the the theoretical papers mentioned. Calculation was

performed either with or without account for the meson

exchange currents.

Table 2. Calculated S'j. values.

Authors
6^D

mb

free moments meson exchange

Phillips
'''

0.15 0.55
g

Hadjimichael 0.29 0.52+0.05

As is seen from Table 2 the latter case gives lar-

ger values. It is interesting to note that the calcula-

ted value in the case of meson exchange increases due

to the doublet component. Therefore, the polarization.

technique, which allows separate determination of the

doublet and quartet components may serve for the con-

sistent Verification of calculated values.
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STATUS OF GAMMA RAY PRODUCTION CROSS SECTION DATA

K. Sugiyama
Department of Nuclear Engineering, Tohoku University

Aramaki -Aoba, Sendai, 98O, JAPAN

The gamma rays produced by the interaction of neutrons with matter are important aspect
of problem concerning the utilization of nuclear energy. This paper presents a review of
the gamma ray production cross sections in neutron energy of MeV; experimental measurements
and theoretical calculations. Emphasis is given to the applied purpose rather than the
nuclear structure studies described by van Heerden at Harwell Conference on Neutron Physics
and Nuclear Data last year. Current measurements are discussed not only the discrete lines
but continuum fractions of the gamma rays. Some efforts on the theoretical calculations
are presented for the explanations of the data.

[ (n.xy) cross sections, fast neutron, gamma rays of discrete and continuum ]

I ntroduct ion

Study of the gamma rays produced by neutron inter-
action with matter has been made since the discovery of
neutron. A number of papers have been presented in the

past and have played an important part for the develop-
ment of nuclear physics. The analysis of cross sec-
tions and angular distributions of the gamma rays of

discrete energies following the inelastic scattering of
fast neutrons and a comparison with the theoretical
calculations provide a good tool for the study of spins
and parities of nuclear excited states. Recent survey
on this point of view has been given by van Heerden^'^ at

Harwell Conference on Neutron Physics and Nuclear Data
last year.

Some problems of the gamma rays will be important
so far as the neutron is concerned; fission and fusion
reactor shielding, radiation heating and radiation
dose. Accurate gamma ray production cross sections are
required to permit calculation of the total radiation
fields where neutron are transported through various
assemblies.^ A survey on the gamma ray production and
the evaluation of the cross sections has been presented
by Young^ at the 1975 conference on this series.

There exist some unresolved weak gamma rays (con-
tinuum components) as well as the resolved gamma rays

(discrete lines) in the photon spectrum emitted from
the interactions of neutrons with matter. The total
(the sum of the above two parts) gamma rays should be

studied for the engineering purpose. The present paper
describes the status of the production cross sections
of the gamma rays caused by fast neutron interaction.

Status of the Cross Section Measurement

There are two kinds of fast neutron sources use-
full for the cross section measurements; the monoener-
getic and the white. The monoenerget i c neutrons pro-
duced with Van de Graaff accelerators have been used
for the study of nuclear structures by means of the

(n,n'Y) reactions. The white spectrum neutrons pro-
duced by bremsstrahlung from an electron linear accele-
rator were proposed for measuring the cross sections of
the (n,XY) reactions by Orphan et al."* at GRT in I969.
There have been some discussions about the merit and
demerit of the neutron sources in order to obtain the
gamma ray production cross sections.^ Pulsed neutrons
from cyclotron machine were also used for the cross
section measurements.^ There is little to choose among
these neutron sources. It should be understood that
these techniques complement each other.

The measurements using the monoenergetic neutrons
have also been performing at several experimental
groups aimed at engineering, and the production
cross sections of the resolved gamma rays were reported
_7M2 Almost of these papers did not present the pro-

duction cross section of the continuum components.
Efforts were put on higher resolutions for the individ-
ual lines and on more accurate measurements for abso-
lute values of the cross section.

Developments of the Ge(Li) detectors have brought
higher resolution data for cross sections. It

should be noted that some experimental data were re-

ported relative to standard cross section values such

as the Bh(> keV gamma ray from the Fe(n,n'Y) reaction.
Some authors , however, have pointed out that the
differential cross sections of the individual gamma rays
exhibited severe fluctuations of values varying

with incident neutron energies which has been predicted
from the inelastic scattering cross sections of neu-
trons. The discrepancies of the production cross sec-
tions of the 8^*6 keV gamma ray obtained by several ex-
perimental groups have been discussed by Young. ^ It

should be also checked what different methods were em-
ployed for neutron monitoring, gamma ray detection and
unfolding techniques as well as neutron sources. From
different calibration of neutron energy, the accuracy
of the energy has the uncertainty of several tenth- to

hundred-keV. The cross section measurement for engi-
neering use should be performed on an absolute value
for that reaction.

Experimental data of the gamma ray production
cross sections for the engineering purpose have been
presented at the 1971 Knoxville conference of this
series by Voss et al.^^ of KFK, Hoot et al.^'' of GRT,
and Dickens et al.-'^ of ORNL. It is interesting that
all these measurements started at the same time. Voss
et al . illustrated the detailed cross sections from
near threshold to MeV region for several individual
gamma rays. Hoot et al . stressed the technique based
on an electron linear accelerator pulsed neutron source
with a system consisted of t ime-of-f 1 ight and Ge(Li)
detector, for the measurements of the secondary gamma
rays from iron and aluminum at neutron energies from
0.85 to 16 MeV from a Ta-Be target. It was found from
an examination of the secondary gamma ray spectra that
the gamma ray production cross sections measured for
discrete lines represented only a fraction of the
total gamma ray production cross section. For the
incident neutron energy interval 6.0 to 7.5 MeV, the

total gamma ray production cross section for 27 lines
from the Fe(n,n'Y) reactions was 2.2 b in comparison
with the averaged value 4.3 b which as obtained by

Drake et al.-'-'' who have unfolded their gamma ray

spectra measured with a Nal(Tl) detector. Hoot et al

.

pointed out it is important that the cross section of
the many weak lines be accounted for. It was shown
that the continuum contribution to the cross section
was about a factor of three greater than that trom
resolved gamma lines for the neutron energy Interval

from 12 to 17 MeV.

A precise measurement of the discrete lines is
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important for the nuclear study of the low-lying excit-

ed states. The continuum conponent must not be disre-

garded for the engineering purposes such as radiation
shielding, radiation heating and radiation dose esti-

mations. More details will be described latter.

GRT-IRT group has continued the measurements of

the cross sections for C, N, 0, Al , Si, Fe and Cu due

to interaction of the white neutrons from low energy to

20 MeV.-'^^ Gamma rays from the ring shaped sample at an

angle of about 125° with respect to the incident neu-

tron beam were measured with Ge(Li) detector placed on

center line of the neutron flight path.

only obtained by means of this method. This result
allows some comprehensive checking the sum of the dif-
ferential cross sections for resolved and unresolved
(continuum) gamma rays. The technique would be valu-
able in the data required for neutron transport appli-
cation since only moderate energy resolution is needed
in the field.

Most experimental workers are interesting in the
raw data such as pulse height distribution measured by
gamma ray detectors. Typical examples which were
taken by a Nal(Tl) and Ge(Li) detectors are shown in

Figs. 1 to k. These figures are taken from ref. 10,

Comprehensive study for a variety of elements at

the ORNL electron linear accelerator facility has

started in 1972. A number of experimental data for

neutron energies from 0.7 to 20 MeV and gamma ray

energies from 0.3 to 10 MeV have been presented for

twenty-two elements (Li, C, N, F, Mg, Al
,

Si, Ca, V,

Cr, Fe, Ni, Cu, Zn, Nb, Mo, Ag , Sn
,
Ta, Au , and Pb).20

The measurements from the plate shaped sample were
made using a heavily shielded Nal(Tl) detector at 125°

with respect to the neutron beam line.

The ORNL group has moreover developed a technique in

which the production of secondary neutrons and gamma rays
from the ring sample were determined by unfolding the

pulse height distribution observed in a NE-213 liquid
organic scintillation spectrometer.^-' Each event in

the scintillation detector are identified as either a

neutron or gamma ray by means of a pulse shape discri-
mination system. The poor energy resolution of the

detector ['\'30^ compared to 7% of Nal(Tl) and 0.003% of

Ge(Li) at 1 MeV] does not provide the cross sections of
the discrete gamma rays, the total (summed) cross sec-

tion of the gamma ray production at angle (127°) is

'Nb(n,XY)

"^0
I 2 3 4

ENERGY (MeV)

Fig. 10. Gamma-ray pulse-height spectrum and the

unfolded solution for 6.0-MeV neutron bombardment of

niobium. (Drake et al. 1970 )

'

Fig. 2. The gaitutia ray spectrum produced by inelastic scattering of 2.5 MeV neutrons
in ^^Nb, measured with Ge(Li) detector. Gamma ray energies are given in keV.
(van Heerden and McMurray 1973)^^
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Fig. 3. Gamma ray pulse height spectra from niobium
produced by neutron energies 5.9 MeV (lower) and 7.0

MeV (upper) obtained with Ge(Li) detector. Neutron

500 1000

Channel Number

1500

Fig. 4. Gamma rav pulse height spectra from aluminum
monitoring counts are also shown. (Hino et al. 1979) taken s f m i I ar to Fig. 3. (Hino et al. 1970)

22 and 23. In the papers aimed at nuclear structure
study, emplnases are given for individual peaks in the

pulse height distribution as shown in Fig. 2. The weak
peaks are not prominent even if there exist consider-
able numbers of gamma rays. It is, however, found

that the weak gamma rays should not be ignored as seen

in Fig. 1, 3 and . The unresolved components become
more prominent as the neutron energy or atomic number

of material is increased.

The techniques of the neutron monitoring have been

improved by means of employments of organic scinillator
with neutron-gamma ray discrimination and TOF systems.
It is obvious that undesired neutrons from scattering
by surrounding materials were ignored to some extent.

Efforts have been put on the correction of multiple
scattering of neutrons in the sample. The uncertainty
in the neutron fluence incident on the sample was im-

proved to below 5 6^. For the white neu-

tron source, the uncertainty varies from '^S % below 10

MeV to '^'10 % above 10 MeV because of low intensity at

high neutron energy region. The large uncertainty
above 10 MeV would be due to poor knowledge of neutron
cross sections for carbon in the organic scintillator.

Development of the gamma ray detecting system
such as one with high resolution, heavily shielded, time
gating of one employing a Nal(TI) anti-Compton annul us

counter have brought about considerable suppression of
background gamma rays in the energy spectra. The un-
certainty in the efficiency of the gamma ray detector
comes to below ^ 6% except for high energy gamma rays.
This results in the uncertainty in the extraction of
the intensities of the gamma rays to about 5% for the
strong isolated peaks and 50% for the weak transi-
tions.

The resultant uncertainty in the differential
gamma ray production cross sections have been reported
to be below \0% for the strong isolated gamma
rays and to be larger for the weak gamma rays which
depend on intensities. For the unfolded data, it

is impossible to clearly determine the uncertainty.
The overall uncertainty in the measurements, apart
from background determination and counting statistics,
is estimated to be 10 15%. Rather poor neutron inten-
sity above 10 MeV in the white neutron sources results

in poor statistics, and large uncertinty in the cross

sections follow. The cross section measurement
at I't MeV using D-T neutron source from a small accel-

erator are valuable as a complementary method to the

white neutron source. Imrovement in the uncertainty
of detecting efficiency is expected to yield more
accurate cross sections.

Status of Experimental Data

After the analysis of the pulse height distribu-

tion, the gamma ray production cross section is derived.

The individual peaks are analyzed and the counts under
the peaks are computed in order to obtain the produc-
tion cross sections of the resolved gamma rays. The

cross sections of the discrete gamma rays are reported
by a number of authors. No detailed description for

the individual gamma rays is given in the present
review.

I n measurements with the Nal(TI) detector, the re-

sulting pulse height disributions are unfolded and

are converted to the gamma ray energy spectrum using

the detector response functions. The unfolded results
were reported for the measurements of several elements
by Drake et al . -^^ The result for niobium at incident
neutron energy 6.0 MeV are shown in Fig. 1. The
production cross sections of the composite peaks of the

individual gamma rays and continuum conponents were
derived by means of this technique.

The unfolding technique has been followed by

several suthors and the differential cross sections

for the weak and the continuum gamma rays were direct-
ly derived from the pulse height distributions meaured

with Nal(Tl), Ge(Li) or NE-213 detectors. There are,

however, some difficulties in application of the un-

folding technique; they are "oscillation" and error

estimations in the obtained spectrum. This is the same

feature as unfolding results in neutron energy spect-

rum with the NE-213 liquid scintillator.

The GRT-IRT and Tohoku university groups unfolded

the residual d i str i but ion f rom which was subtracted the
resolved peaks from the total pulse he

i
gh t d i str i but i on

in order to obtain the continuum component.
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Fig. 5» Total y-ray production cross sections for

Al(n,xy) reactions (upper) and for Fe(n,xy) re-

actions (lower). The cross sections for discrete

lines and for the sum of discrete and continuum

y rays are compared to previous results. A
smooth curve connects the present data points

for the sum of discrete and continuum y rays.

(Orphan et al. 1971)^

The results of the production cross sections for the

Al(n,XY) and for the FeCn.xy) reactions in neutron
energy region from 1 to 15 MeV are shown in Fig. 5

which was taken from the Trans. Am. Nucl . Soc . Vi_, 897
(1971). It is obvious that the continuum components
become significant for incident neutron energy greater
than about 5 MeV. Results by Tohoku group are also
shown in Fig. 6. The continuum cont i r i but i on to the

total gamma ray production cross sections were found

to be 67 % for Al, and 70 % for Fe near 15 MeV in GRT

data, and this contributions becomes large in heavier
elements (over 60%) and the higher the neutron energy
becomes the more the contribution becomes significant
for I ight elements.

The double differntial cross sections, d^a/dtodE,
which give the gamma ray spectra were derived by the
ORNL group, over a wide energy range of incident neutron
and wide region of atomic number. The examples of the
ORNL data are shown in Figs. 7 and 8. Because of poor
energy resolution of the Nal(TI) detector and the bunche
bins varying with the energies of gamma rays, the dis-
crete gamma rays are not separated. The summed cross

flLIN.X-Gflraini THETfi 125 OEG EN 6.S0 - 7.00 HEV
"1

i

1
1~—I

1

1 r

* OSTB

• EVHLUflTrON

If--:

GfltlrtB-Rflr ENERGY (nEV)

Fig. 7. Doubly differential cross section for aluminum
resulting from unfolding the pulse height spectrum
obtained with a Nal(TI) detector in neutron energy
from 6.5 to 7.0 MeV. Evaluated data by Young and
Foster (LA-4726) is also shown. This figure is
taken from Dickens et al. ORNL/TM-5219 (1973)
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Fig. 6. Differential production cross sections of the
^resolved, the continuum and the total (summed) gamma
rays as a function of incident neutron energy for Al,
Ni, Cu and Nb. The ratios of the continuum to the
total are also shown. (Hino et al. 1978)^^

Nb(n.xr)

= 90-

E^, - 6.51 to 7-01 MeV

— Eva I ua 1 1 on

ENDL 7034

Gamma Ray Energy ( MeV

1

Fig. 8. Dotably differential cross section for niobium
resulting of the same as Fig. 7. This figure is taken
from Dickens et al. ORNL/TM-4972 (1975)
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sections of the discrete lines pl^^ed into 100 l<eV bins,
and the unfolded continuum component which are derived

from the Ge(Li) detector by the Tohol<u group"'^ are

presented in Figs. 9 and 10. For higher neutron ener-

gies, the cross sections are illustrated in Figs. 11

and 12. These are measured with the Nal(Tl)23
NE-213 organic scintillator with neutron-gamma discri-
mination technique.^'* The gamma ray energy bin is not

clear for the latter data.

10"
flLCN.X-Cflnnfl) 0-125 DEG

10 -r

^ -2

,^ 10 •

-3

10 -ir

10

1 1 1 1 1 1 r

3 4 5

ENERGY (MEVJ

Fig. 9. Doubly differential cross section for aluminum
resulting from unfolding the pulse height spectra
obtained with Ge(Li) detector as shown in Fig. 4..

(Hino at al . 1979)

BLIN.X-GfinnSl TMETB 12S 0£G EN 12.0 - 14.0 HEV
1 r

GfimW-RBT ENERGY (nEV)

Fig. 11. Doubly differential cross sections for alu-
minum resulting of the same as Fig. 7, in neutron
energies from 12 to 14 MeV. (Dickens et al. ORNL/TM5219)
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ENERGY (HEVJ

Fig. 10. Doubly differential cross sections for nio-
bium resulting from unfolding the pulse height spectra
obtained with Ge (Li) detector as shown in Fig. 3.

(Hino et al. 1979)

o

10'

_RI (n,xr Q - \2T

= 12.49 to 14.98 MeV

- ENDF/B IV. 1193

1
0 1 .00 2.00 3.00 4-00 S.OO G.OO 7.00 8.00 9.00 10.0

Gamma Ray Energy ( MeV

]

Fig. 12. Doubly differntial cross sections for alu-
minum resulting from unfolding the pulse height spect-

rum obtained with NE-213 detector in neutron energies
from 12.49 to 14.98 MeV. (Perey, 1978)^"*
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The ORNL group has illustrated a graphic represen-

tation^" which is in form as two-dimensional projections

of the gamma ray spectra with a fuction of atomic num-

ber. These are shown in Fig. 13. The following con-

clusions are deduced.

In the neutron range from 1.0 and 1.5 MeV, gamma rays

arise from deexcitation of low lying levels exci+ed by

inelastic scattering. For the higher atomic number, cap-

ture is still an important process. Thus, for Z > 40,

gamma ray spectra generally exhibit two distinct com-

ponents, one consisting of the relatively hard spectrum

due to capture, the other being low-energy gamma rays

from inelastic scattering.

In the range from 5 to 6 MeV, neutron capture is no

longer contributing appreciably to gamma ray pro-

duction. All the elements produce gamma ray spectra
with maximum energies near that of the incident neutron
energy. The most significant variation with atomic
number is that from discrete line spectra at low Z to
nearly continuous spectra for high A. Clearly, at
these neutron energies, measurement techniques for
heavier elements must permit determination of this
continuum component for the total gamma ray production
cross section.

For 10 < En < 12 MeV and 1 2 < < U MeV , a 1 1 but the
lightest elements produce spectra with appreciable
continuum components whose energy is greater than the
neutron separation energies ('^8 MeV) . Spectra for
Z = 25 to 30 tend to reach higher gamma ray energies
than elements of higher or lower Z.

Fig. 13. The graphic repre-
sentations of gamma ray spec-
tra as a function of atomic
number for various energy
regions of incident neutrons.
The gamma ray energies above
4 MeV, the data have been
smoothed to reduced statisti-
cal variations. (Dickens et
al. 1977)^°

.1?

«A V.

o5

0=125

itf

E. > 0.75 neV

O Chapman OfNL/TM- 52 I 5)

* Dickens et ol

IORNL-48461

_ Evaluation

ENOF/B-IV

inflT 12951

6.00 e.OO 10.0 12.0 14.0

Neutron Energy ( fleV )

Fig. 14. Total yield of gamma rays having energies greater than
0.75 MeV for the Cu(n,XY) reaction as a function of incident neu-
tron energy. For comparison, several data and the evaluation are
shown. (Chapman 1976)^^

The integrated cross sections
(the excitation functions of total

gamma rays with neutron energies) for

copper are given in Fig. I'*, for com-

parison between the results reported
by several authors, who were Dickens et

al,^'' Chapman, 25 Rogers et al.,-^^ and
Hino et al.-'^ The cross sections are
integrated for gamma rays having ener-
gies greater than 0.75 MeV. It is

found out that there is general agree-
ment between these data.

The effect for the different dis-
crimination levels of the gamma ray

energies, 0.75 and 0.3 MeV, are also
compared. Some d i screpans ies are found

out between the data as shown in Fig.

15. Although measurements are re-

quired covering gamma ray energy as low

as possible, strong annihilation gamma

rays come to prevent a accurate meas-
urement of the lower energy gamma rays.

Attempts to detect the low energy gamma

rays have been made by Grenier^ and

Dickens et al.^^ No additional data

is followed.
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Fig. 15. Total yields are compared between gamma rays
having energies greater than 0.75 MeV and neutrons above
0.30 MeV for the Cu(n,xY) reaction as a function of
incident neutron energy. (Chapman 1976)^^

Status of Compilations, Evaluations
and Theoretical Works

The accumulation of the experimental data for the

(n,XY) reactions for many elements or isotopes re-

quired a compilation and an evaluation of the data.

Compilations by Chazan^^ and Buchanan et al.^
were presented before 1970, and POPOP and the
ENDL^" were published. These compilations covered only
the gamma rays of the discrete energies, except for

the ENDL file. Addition to the ENDL system started in

1971 when there were approximately 10 materials with
the gamma ray production cross sect ions .

^-"^ The growth
of the ENDF/B evaluated library which were described
by Bhat^^ extend to 53 elements and isotopes in the
version V compared with h2 elements and isotopes in

the version IV (197^) .

The United States Department of Energy has deter-
mined that ENDF/B-V will, for the present, be limited
to users within the United States and AECL-Chalk River,
the NNDC News letter No. 79-2 has reported. The pres-
ent author is, unfortunately, unable to discuss any
contents of this new evaluation.

Before 1970, there was little experimental data
for the complete gamma ray spectrum, and one
has to have recource to various ca 1 cu 1 at i ona 1 proce-
ures. Howerton and Plechaty^^ have developed so

called "R-parameter formalism" for the calculation of
(n,xY) cross sections and gamma ray spectra above ^4

MeV incident neutron energy which has been extended to

include more explicit details of the excitation energy
They noticed that for continuum gamma rays with

E >1 MeV the experimental spectra follow the evapora-
tion form:

N(E^ = A E^ exp { - R E.^

where the parameters can be determined from experimen-
tal data as a function of incident neutron energy.
This formalism lias been used to calculate the gamma
ray production cross sections, in part, for some 60
elements and isotopes in the ENDL data file.^"* The
results for Ti (MAT 1286), Cr (MAT II9I), ^^Co (MAT

1199), ^^Nb (MAT 1189), Mo (MAT I287), Ta (MAT 1285)
and ^^^U (MAT 1262) have also been included In the
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Neutron Energy, En

Fig. 16. The values of the parameters in the
"R-parameter formalism" for aluminum, nickel
and copper in a function of incident neutron
energy obtained from the experimental data by
the ORNL group . (Hino et al. 1978)^^

ENDF evaluation library. The agreement with the ex-
perimental data are fairly good, but some discrepancies
rema i n

.

The Tohoku group^^ has analysed the ORNL data^"
and the Tohoku data^^ using the R-parameter formalism
to check its validity. The experimental data were
peeled off, and separated into the peak and the continu
urn component. The continuum components are analysed
using the least squares fitting techniques. The para-

meters A and R are deduced as a function of the neu-

403



^ 10

it

2

(n.Xf)
En=A.3MeV

i 4

20 50 100 150

- — Mass Number

(n , X r) En=A3McV

I

20 50 100 150

Mass Number

( n X J")

En=15.5MeV

1

—

-V'''

''
*

«

_ I

r

.1,
1 Ti *u

200 20 50 100 150

-— Mass Number

200 20 50 100 150

Mass Number

200 20 50 100 150

Mass Number

200 20 50 100 150

Mass Number

200

Fig. 17. Mass number depend
ence of the values of para-
meters in the "R-parameter
formalism" for incident neu-
tron energies 4.3, 6.5 and
15 . 5 MeV . Experimental data
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(open circle) , and the Tohoku

12
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.

(Hino et al. 1978)^^

tron energy. For the examples, the results of Al , Cu

and Nb are shown in Fig. 16. The R-parameters are also
shown in Fig. 17 for the incident neutron energies 4.3,

6.5 and 15.5 MeV. The results of tiie mass dependences
for the ORNL data have not brought any clear conclusions
except for higher neutron energy. The Tohoku data show
a linear behavior for the mass dependency. It is to
be noticed that the Tohoku data were performed using
the Ge(Li) high resolution detector, and the resolved
peaks in the pulse height distributions were correctly
rejected in order to obtain the continuum component.
It Is interesting that the parameters for the gamma
ray spectra from the (n,Y) reactions as shown In

Fig. 18 behave in a clear fashion.

The parameters for the gamma ray spectra in the
(n.y) reactions are also derived from the (n.xy) reac-

tions, where the continuum spectrum was decomposed to

two parts, (n, x y) and (n.y) derived from an assumed
linear relation in N(Ey)/E->

From these results, it is suggested that clear
trends of mass dependence for the parameters A and R
would be derived from the high resolution measurements.
There is a possibility for predicting unknown cross
sections and spectra of the (n,XY) reactions for the
elements and isotopes at region of no data by means of
a method which sums up known discrete data to compute
continuum conponent. The R-parameter formalism which
is simple and model independent is useful to predict
unknown (n,XY) cross sections and gamma ray spectra for
heavier elements for the engineering purposes.

(n,y )

2 En = 10-15 MeV En = 40-4.5 MeV
icrp

I I I I I I I I I I I I I I 1 M I ll TQI I I I I I I I r I I I I

20 50 100 150 200 70 50 100 150 200

MASS NUMBER
r_ En =10-1.5 MeV

^1.0
<

^ En =40-4.5 MeV

2.0

R=-3.2x10(A-183)«0.94

1.0

I I ' I I I I I I I I I I I I I I I

R=-1.8x10(A-195)»l05

I ' ' I I ' I ' I I ' I ' ' ' ' '

20 50 100 150 200 20 50 100 150 200

MASS NUMBER —
Fig. 18. Mass number dependence of the values of
parameters A and R for the radiative capture reac-
tions at incident neutron energies from 1.0 to 1.5,

and from 4.0 to 4.5 MeV. The experimental data by
the ORNL group^" are used. (Hino et al. 1978)^'
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Some efforts have been made for the interpreta-
tion, extrapolation and evaluation of the gamma ray

production cross sections and spectra, based on several

nuclear models. Troubetzkoy , Grover and Gilat,^^

Yost, Booth, White and Penny, 38 Takahashi,35 Pu and

Perey,'*0 Fu,"*! Arthur and Young, '*2 Strohmaier, Uhl and

Matthes,'*^ and Kitazawa, Harima, Yamakoshi, Sano,
Kobayashi and Kawai"*"* have contributed to the develop-
ments. Young^ has also described his calculation which
used the spin independent statistical theory proposed
by Troubetzkoy for the evaluations. The present paper
gives only two theoretical works as follows.

After some improvements in the calculations, Fu

has performed a calculation of cross sections for neu-
tron interaction with ''"Ca, where Hauser-Feshbach
theory for binary reactions was extended to include

tertiiary reactions and also cont i nuum- 1 eve 1 spins and
parities were included to conserve angular momentum.
Results of gamma ray production cross section were
compared with observed spectra. An excellent agree-
ment between both values was found as shown in Fig. 19.

in the last year, Kitazawa and his collaborators have
presented a new impressive calculations. They used a

spin-dependent evaporation model without the parity
conservation and including the dipole and quadrupole
gamma ray transitions. It started from modified GROGI

code made by Takahashi, and the gamma ray spectrum are
computed using the radiation width of Brink-Axel type
and the level density formula of Gilbert-Cameron type.

It was stressed that the inclusion of yrast levels is

necessary in dealing with the competition of the neu-
tron and gamma ray emissions from highly excited
states. The examples of these results are shown in

Figs. 20 and 21 for aluminum and niobium at neutron
energy of ]k MeV.

Ftg. 23

I CRlCU.RTJ(W HT tN : 13-0 rtv

i f

I'll

2oa 3.00 '-0O S.OO 6.00

Gflmfl-ROT ENtRGT irEvl

Fig.- 19. Calculated and observed
gamma ray spectra from calcium.

Experimental data is taken from

Dickens et al."*^ (Fu 1976)"*^
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En I E«pi =14.0-17.03 MfV

E„ ICall =14.2 MeV

3 4 5 6

Gamma-Ra]r Energy (MeV)

1 1 1 T-

Nil

I-A-5662-MS

» 125 lie,;

K„ 14.2 M.'V

Fig. 20. Calculated and observed gamma ray
spectra from aluminum. Dotted lines show
the contributions of (n,nY) , (n,aY) / (n,PY),
(n,npY) and {n,pnY) processes. (Kitazawa et
al. 1978)'*'*

Fig. 21. Calculated and observed gamma ray
spectra from niobium. Dotted lines show the
contributions of (n,nY) and (n,2nY) processes.
(Kitazawa et al. 1978)'*'*
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Concluding Remarks

The situation that there was little experimental

data for the (n.xy) reactions before 1970 has been im-

proved by accumulations of the ORNL measurements using

white neutron sources in addition to the GRT- I RT data

and nomoenerget i c neutron data in other institutes.

On details of these data, there still remain some dis-

crepancies between diffent experimental results.

Agreements are getting better. Following measurements
will be expected in future; for low energy gamma rays,

use of high resolution detector for wide neutron ener-

gies and for the elments in region of little data.

The evaluation of the data would be made below 10 %

without difficulties in the near future.

The present paper has not described gamma ray

production at lower neutron energy radiative capture

and from fissionable nuclei forwhich exist little

information after 1975. Further experimental measure-
ment and development of theoretical works are expected.
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GAMMA-RAY PRODUCTION CROSS SECTIONS FOR FAST NEUTRON INTERACTIONS WITH Al , Ni , Cu AND Nb

Y. Hino, T. Yamamoto^, S. Itagaki and K. Sugiyama

Department of Nuclear Engineering, Tohoku University
Aramaki-Aoba , Sendai , 980 Japan

Gamma-ray production cross sections have been measured for the (n.xy) reactions in Al
,
Ni,

Cu and Nb at the neutron energies of 5-3, 5.9, ^.'t and 7.0 MeV. The Dynamitron accelerator and
a deuterium gas target were used to produce pulsed monoenergetic neutrons. Gamma-rays were
detected with a heavily shielded 70-cm^ coaxial Ge(Li) detector placed at an angle of 125°.

A time-of-f 1 ight technique was adopted to discriminate against pulses due to scattered neutrons
and background radiations. Absolute cross sections of discrete gamma-ray lines are obtained.
Total and unresolved gamma-ray production cross sections are also obtained by unfolding the pulse
height spectra with a modified "FERDOR" code. The present results are discussed in comparison
with previous data, and are in general agreement with those of ORNL.

[ Al, Ni , Cu and Nb(n,xy) reactions, differential cross sections, 9^=125°, En= 5.3, 5.9,
G.h and 7.0 MeV, discrete lines, unresolved gamma-rays, unfolding analysis ]

I nt roduct i on

Gamma-ray production cross sections of neutron
interactions are basic nuclear data for the shielding
calculations and for the estimation of gamma-ray heat-
ing in fusion reactors. In recent years, some efforts
have been made to obtain the gamma- ray production cross

sections, but some disagreements exist in pre-

vious results, particularly between those from white
neutrons and monoenergetic neutrons. The additional
data have been required for constructing the accurate
evaluations. The present measurement was motivated by

these reasons. The gamma-ray production cross sections
for Al

,
Ni, Cu and Nb were obtained using a pulsed

monoenergetic neutron source and a Ge(Li) detector. The

samples of Al and Ni are important as the structural
materials, and Cu is used in many instruments, and Nb

is especially of interest in the fusion reactors. The

low background and high resolution detection system
allowed measurement for many discrete gamma-ray
lines as well as total production cross sections. The

origins of discrete lines were also studied, and the

cross sections of ground-state transitions were summed
up to give the total inelastic cross sections.

Experimental Procedures

Neutron Production and Flux Monitoring

The experiment was performed using the h.S-f^M

Dynamitron accelerator in Tohoku University. A deute-

rium gas target was bombarded by pulsed deuteron beams

of 2-nsec duration and 2-MHz repetition rate, and mono-
energetic neutrons of 5.3, 5.9, 6.** and 7.0 MeV were
produced. The flux of emerging neutrons was monitored
by a 2"'f'x2" NE-213 liquid scintillator. The time-of-
flight technique was used to discriminate against the
pulses from scattered neutrons and other time dependent
backgrounds. The detection efficiencies of the NE-213
detector were obtained by the computation using the 05S
Mon te - Ca r 1 o code .

M

Samp les

The samples were natural mixture of high purity
metal (>99^) , and the hollow cylindrical shape of 2-cm
i .d. and 3-cm o. d. and '»-cm long was used for Al , Ni and
Cu, and right cylindrical shape of 2-cm dia. by 3-cm
long was used for Nb. Each sample was placed at the
crossing point of two axes of deuteron beam and the
gamma- ray detector as shown in Fig. 1.

Gamma- Ray Detector

Gamma-rays from the sample were measured with a

70-cm^ Ge(Li) detector. The resolution was about 5 keV
forl.33-MeV gamma-rays from a Co source. The detector
was heavily shielded as shown in Fig. 1. The time-of-

flight technique was also adopted to reduce the back-
ground radiations. A typical time spectra is shown in

Fig. 2.
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The stop pulses were generated by a beam pickup ring.
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In the data acquisition system, the prompt gamma-rays

from the sample and time independent backgrounds were

collected at a time by setting the windows of timing

discriminator and were stored in a dual 20'48-channe 1

pulse height analyser.

Data Analysis

Data Analysis for Discrete Lines

The production cross section of each gamma-ray
line is expressed by the formula:

do
d oj

at 125° ^s'Nn'ey'^Y
(1)

in wh i ch

NY=peak area of the gamma-rays under consideration,

Ns=average number of the sample atoms (atoms/cm^)

Nn=the number of neutrons incident upon the sample,

eY=ful 1 -energy-peak detection efficiency,

S^Y=the solid angle subtended by the Ge(Li) detector

with respect to the sample,
C =the correction factor.

Corrections have been made for attenuation and multiple
scattering effects of neutrons, and for the attenuation

of produced gamma-rays in the sample.

Probable errors in gamma-ray production cross

sections have been estimated as follows:

i) the determination of neutron flux: 5%,
i) the corrections for attenuation and multiplication

of neut ron f 1 ux: S%

,

ii) the correction for the attenuation of gamma-rays
in the sample: ]%

,

v) the determination of detection efficiencies for
full energy peaks: 5% for Ey < 3-5 MeV and

10^ for Ey > 3.5 MeV,

v) the counting statistics of the peak area and the

continuum component under the peak: ]%~hO%.

Data Analysis for Unresolved Gamma-Rays

There are many peaks in the measured gamma- ray

spectra, and almost all prominent peaks have been anal-

ysed. However, weak peaks and continuum gamma-ray com-

ponents still remain, so that an unfolding procedure is

necessary to obtain total gamma-ray production cross

sections. The "FERDOR"^) code was modified to resolve
the gamma-ray spectra from the Ge(Li) detector, and

was renamed "GFERDOR". The attenuation factors of
gamma-rays in the sample and some constants were in-

cluded in the code.

The response functions of the Ge{Li) detector
were determined by the measurements of monoene rget i

c

gamma-rays. In the low energy region (Ey<2.5MeV),
gamma- rays from radioactive sources
and l^^Cs were measured. In the high energy region,

gamma-rays from ^Li(p,y), ''B(p,y) and ^^FCp.ay) reac-
tions were used. To estimate the effects of scattered
gamma-rays in the sample, the ^^^Co and i37Cs sources
were set at the center of hollow-cylindrical samples.

In the unfolding procedure, clean peak components
were subtracted from the raw spectra to avoid the un-

desired fluctuations. Then, the spectra were smoothed
and bunched into lOO-keV energy bins, and the unresolv-
ed gamma-ray production cross sections were obtained
by unfolding the data. Total gamma-ray production
cross sections were calculated by adding these unre-
solved and resolved gamma-ray production cross sections.

The error due to unfolding procedure has been
estimated to be 10^~30^ including the uncertainties
of the response functions.

Results and Discussion

Al umi num

Absolute differential cross sections for 21 dis-

crete gamma-ray lines are obtained and listed in Table 1.

The gamma-rays of 952-, 38h- , 1692- and 1936-keV
are caused by (n,pY) reactions and the rest are due

to (n,n'y) reactions.

The cross sections for intense gamma- ray lines of
843-, 1013- , 2210- and 3001-keV are shown in Fig. 3

together with previous data. The measuerment of
Dickens^) was performed with a Ge(Li) detector and mono-

energetic neutrons. Hoot and Orphan"*) used a Ge(Li) de-

tector and white neutrons from an electron linac. The

present results are in good agreement with those of the

previous measurements

.

Table 1. Differential gamma-ray production cross
sections for aluminum. (mb/sr)

Ey

(keV) 5.

En=
3 MeV 5. 9 MeV 6. 4 MeV 7. 0 MeV

792 2 0 ± 0. 2 1 9 ± 0. 3 2 6 ± 0. 2 2 2 ± 0.2
843 7 1 ± 0 5 8 5 + 0 7 7 4 ± 0 6 8 3 ± 0.7
952 0 4 ± 0. 2 1 1 + 0 2 1 1 + 0. 2 1 5 ± 0.3
984 2 0 ± 0. 4 2 4 ± 0 2 3 3 ± 0. 3 3 0 ± 0.4
1013 14 5 ± 1. 2 16 5 + 1. 3 18 1+1 3 18 2 ± 1.4

1507 0 6 + 0. 1 1 0 ± 0.2

1692 2 4 ± 0. 2 3 3 ± 0.3
1719 5 4 ± 0. 4 5 2 + 0. 6 5 9 ± 0. 5 7 4 ± 0.7
1936 1 8 ± 0. 2 2 8 ± 0.5
2210 14 7 ± 1. 7 16 7 + 2 0 16 0± 1. 8 17 2 ± 2.2

2300 1 1 ± 0. 2 2 4 ± 0. 4 2 5 ± 0. 3 2 0 + 0.3
2665 1 1 ± 0. 2 2 0 ±0.3
2732 1 5 ± 0. 3 1 8 ± 0. 4 2 3 ± 0. 4 4 6 ± 0.7
2980 3 1 ± 0. 4 2 9 ± 0. 4 4 8 + 0. 6 4 4 ± 0.6

3001 6 6 ± 0. 8 7 8 + 0. 9 10 8 + 1. 3 11 2 ± 1.3

3212 1 8 ± 0. 3 3 5 + 0. 5 3 5 ± 0.5
3396 2 1 ± 0. 3 1 9 ± 0. 4 2 1 ± 0. 3 2 2 ± 0.4

3956 2 2 ± 0. 4 2 3 ± 0 4 2 2 ± 0. 4 1 0 + 0.3

4237 1 6 ± 0. 3 1 9 ± 0.6
4409 1 7 ± 0. 3 2 6 ± 0. 5 3 3 + 0. 5 4 8 ± 0.6

4580 2 5 + 0. 4 3 0 ± 0. 5 3 5 ± 0. 5 1 6 + 0.4
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Fig. 3. Cross sections of prominent gamma-rays for Al
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Among 21 resolved gamma-ray lines listed in the

Table 1, 9 gamma-ray lines correspond to the

ground-state transitions in the (n.n'y) reactions. The

summed cross sections for these ground-state transi-

tions are compared with evaluated values of total in-

elastic cross sections. The present values of 0.68 to

0.88b are in remarkably good agreement with those of

0.75 to 0.86b derived from BNL-325^) in the energy

region of 5.3 to 7.0 MeV.

The binned cross sections for resolved and unre-

solved gamma-rays were summed up to give the spectral

gamma-ray production cross sections. This result is

compared with those of Dickens et al^) and are shown

in Fig. k.

„ flLCN.X-CFinnfl) 9-125 DEC EN-6.4 lO.l HEV
10°

10 -r

10

10 -r

10

^ Present

(ref. 6)

Dickens et al.

En=6.07-6.50 HeV

3 4 5

ENERGY (MEV)

Fig. Spectral gamma-ray production cross sections

for aluminum.

Nickel

Production cross sections for 25 resolved gamma-
ray lines from natural nickel are listed in Table 2.

The gamma-ray lines of 433-, 935-, 1050- and 1238-keV
are caused by (n,pY) reactions and the rest are due
to (n.n'y) reactions.

Production cross sections for prominent gamma-ray
lines of 1005- , 1170- , 1333- and 1454-keV are shown in
Fig. 5 together with previous data. The results show
good agreement for the 1333(+1321J keV line, smaller
values for the 1005 and 1454 (+1488) lines, and larger
values for the 1170 keV line compared with previous data.

Spectral gamma-ray production cross sections for
nickel at the neutron energy of 6.'* MeV are shown in

Fig. 6 together with previous data. Dickens et al.')
used a Nal(Tl) detector and white neutrons from a linac.

The agreement between the present results and those of
Dickens et al . is very good.

u
Ul

Present

J. K.Dickens et al.ejis '(1973)

1 r
1170 lieV

i

+

20

100

1

1321' 1333 keV

1

K48 • U54 keV

45678^5678
Neutron Energy (MeV)

Fig. 5- Cross sections of prominent gamma-rays for Ni

Table 2. Differential resolved gamma-ray production

cross sections for nickel. (mb/sr)
NI (N.X-GflnnB) 9-12S DEG EN-6.4 lO.l MEV

(ke\^) 5.

En=
3 MeV 5 9 MeV 6. 4 MeV 7 0 MeV

433 1. 1± 0. 1 1 3± 0. 2 1. 0 ± 0. 4 1 8 + 0. 3

467 1 4 ± 0. 2 1 6 ±0. 2 1 5+0. 4 3 0 ± 0. 4

826 5. 6 ± 0. 5 5. 6 ± 0. 5 6. 4 ± 0 6 6 4 ± 0. 6

935 2. 2+0. 4 2 6 ± 0. 4 3. 2 ±0. 4 3 5+0. 4

953 3 1 ±0. 4 3 0 ± 0. 4 3. 0 ±0 4 3 4+0. 4

1005 10. 2+0. 8 11. 5 ±0. 9 13 2 ± 1 0 13 9+1 1

1050 1. 0 ± 0. 2 1. 6+0 3 2 4+0. 3

1170 9. 7 ±0. 9 11 Oil. 0 13. 9+1 2 13 9 i 1 1

1238 1. 0 ±0. 2 2 0 ±0. 5

1292 2 1 ±0. 7 4 1+1. 1 5. 0 ± 1 1 4 7 +1 2

1333(D) 33. 0 ± 2. 7 30. 4 ±2 5 32. 2 ±2 6 31 4 ±2. 5

1436(D) 4 0+1. 1 3 2 ±0. 6 3 1 ±0. 6 3 9 ±1. 0
1454(D) 47 0 ± 3. 3 43 3+3 2 44. 2 +3 3 43 6+3 4

1584 1 9 ±0. 2 2 0 ±0. 2 2 0 ±0 3 1 5 ±0 2

1792 2 1 ±0. 2 2 3 +0. 3 2. 5 +0. 3 2 5 +0. 3

1810 0 9 ±0 1 0 9 ±0. 2 1. 3 ±0. 2 1 1 ±0. 2

2060 1 1 ±0 2 1 1 +0 2 1 1 ±0 2 1 0 ±0. 2

2158 1 1 +0 2 0 9 +0 2 1. 5 ±0 2 1 2 ±0 2

2653 1 2+0 2 1 1+0 2 1. 0+0 2 1 0+0. 2

2950 1 0 ± 0 2 1 3 ± 0 2 1 1 ± 0 2 1 2+0 2

3020 1 5 ± 0 2 1 6 ± 0 2 1 7 + 0 3 1 7+0 3

3038 1 0 ± 0 1 1 1 + 0 2 0 6 ± 0 2 1 0 + 0 2

3264 2 0 ± 0 3 1 .4 ± 0 2 1 8 + 0 3 1 2+0 2

3593 1 4 + 0 2 1 6 ± 0 2 1 2+0 2 0 6 + 0 1

4108 0 9 ± 0 2 1 0 ± 0 2 0 9 + 0 2 0 8 + 0 2

3 4 5

ENERGY (nEV)

Doudlet peaks are denoted as "(O)'

Fig. 6. Spectral gamma-ray production cross sections

for natural n i eke 1 .

The summed cross sections of ground-state transi-

tions have been obtained and compared with the total

inelastic cross sections. For nickel, most of the

gamma-rays are due to cascade transitions, and the first

excited states of nickel isotopes are 1 170, 1333 and ]k5'i
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keV for Hi ,
SOn; and ^^H\

,
respectively. The sum of

the cross sections corresponding to the first excited

states, including the unresolved lines of 1321 and ]k88

keV, is about 1.0b in the present energy region. It is

an approximation, then, that the small contribution of

1321- and 1488-keV lines can be ignored and to cancel

the other weak ground-state transitions. The present

value of 1.0 b is in reasonable agreement with total in-

elastic cross section of 1.1b derived from BNL-325.

Coppe

Differential production cross sections for 21 re-

solved gamma-rays from natural copper are listed in

Table 3. All resolved gamma-rays are due to (n.n'Y)

reactions in ^^Cu and ^^Cu. In contrast with nickel,

most of gamma-ray lines correspond to the ground-state

t ransi t i ons

.

Table 3. Differential gamma-ray production cross

sections for natural copper. (mb/sr)

(keV) 5

En=
3 MeV 5 9 MeV 6. 4 MeV 7 0 MeV

643 0 7 ± 0 2 1 0 ± 0. 2 1. 3 + 0. 2 1 3 + 0. 3

669 7 2 ± 0 6 6 9 ± 0. 5 7. 4 ± 1. 3 7 9 ± 0. 6

684 2 0 ± 0. 3 2 3 + 0 3 1. 6 ± 0. 3 1 1 + 0. 3

770 4 9 + 0. 4 5 6 ± 0 5 6. 6 + 0. 8 7 6 + 0. 8

877 1 7 ± 0. 4 1 8± 0. 3 2. 7 ± 0 6 3 0 ± 0. 7

901 (D) 4 4 ± 0. 5 4 3 ± 0. 4 6. 0 ± 0. 7 8 2 ± 1. 2

962 27 9 ± 2. 1 27 8 ± 2. 1 31. 5 ± 2. 4 33 2 ± 2 6

1115 14 6 + 1 2 15 4 ± 1 3 19. 3 ± 1 5 20 0+1 5

1161 1 9 ± 0 4 2 0 ± 0. 6 2. 3 ± 0. 5 3 1 ± 0. 6

1245 1 9 ± 0 2 1 8 ± 0. 3 1. 5 ± 0. 2 1 8 ± 0. 2

1327 14 9 ± 1. 1 15 1 ± 1 2 17. 2 + 1 4 19 2 ± 1. 5

1350 2 2 ± 0 4 2 0 + 0. 4 2. 3 ± 0 5 3 0 ± 0. 6

1412 4 0 ± 0 4 4 0 ± 0. 4 4. 2 ± 0. 5 4 7 + 0 5

1481 6 5 ± 0 6 5 8 ± 0 5 7. 6 ± 0 6 8 5 ± 0 7

1547 3 4 + 0 4 2 9 ± 0 3 3. 8 + 0 4 3 7 ± 0 4

1625 2 1 + 0 3 2 2 ± 0 3 2. 6 ± 0. 3 2 2 ± 0 3

1725 1 1 ± 0 1 1 4 ± 0 2 1 8 ± 0 3 2 1 ± 0 3

1861 5 3 ± 0 5 5 2 + 0 5 6. 0 ± 0 5 5 7 + 0 5

2011 1 2 ± 0. 2 1 5 ± 0. 3 1. 4 ± 0 3 1 4 ± 0. 3

2093 3 3 + 0 S 3 2 + 0 5 3 1 ± 0 4 2 8 ± 0 4

2336 1 9 ± 0 3 2 0 ± 0 3 1. 9 ± 0 3 2 3 ± 0 4

The summed cross sections of all observed gamma-

rays corresponding to the ground-state transitions are

1.2 to 1.5b in this energy region. This present

results are slightly low compared with the total in-

elastic cross sections of 1.7 to 1.6 b, derived from

BNL-325.

The cross sections for prominent gamma-ray lines

are shown in Fig. 7 together with previous data. The

present results are in good agreement with those of

Rogers et al .^) performed with a Ge(Li) detector and

white neutrons from a linac.

Spectral gamma-ray production cross sections for

natural copper are shown in Fig. 8. The present results

are in good agreement with those of Chapman et al

and the evaluation of ENDF/B- I V 1°) .

CUtN.X-Gflnnfi) 8-125 DEC EN-6.4 tO.I tlEV

3 4 5

— ENERGY (MEV)

Fig. 8. Spectral gamma-ray production cross sections

for natural copper at (>.h MeV neutron energy.

N i ob i um

Table Differential gamma-ray production cross

sections for niobium. (mb/sr)

m

' V.C. Rogers et al. (1976)

J I I I

1115 keV

1327 keV

Fig.

Neutron Energy (MeV)

7. Cross sections of prominent gamma-rays for Cu

.

Ey
(keV) 5

En=
3 MeV 5 9 MeV 6 4 MeV 7 0 MeV

477 3 7 + 0 7 4 9 ± 0 7 5 6 ± 1 0 7 7 ± 1.3

541 10 9 ± 1 0 12 3 ± 1. 0 13 2 ± 1 2 14 9 ± 1.4
571 2 8 ± 0 6 3 2 ± 0. 8 4 0 ± 0 8 3 7 ± 1.0
585 4 7 ± 0 9 4 0 ± 0 9 6 2+1. 1 5 6 ± 1.4
655(D) 6 5 ± 0 7 6 5 + 0 8 7 9 ± 1 2 9 4 ± 1.2

689 6 Oil 2 6 1 ± 1 0 5 5 ± 0 8 5 8 ± 0.8
705(D) 6 5 ± 1 3 6 2 + 1 1 6 5 ± 1 0 6 7 ± 1.3
744 23 9 ± 1 9 26 5 + 2 3 29 4 ± 2 3 36 1 ± 2.9
780 12 9 ± 1 2 12 5 ± 1 4 12 5 ± 1 2 13 4 ± 1.7
808 10 1 ± 0 9 11 5 ± 1 1 12 3+1 4 11 3 ± 1.3

833 5 0 ± 0 9 5 7 ± 0 9 5 9 ± 1 0 5 2 ± 0.9
921 5 4+1 3 4 9 + 1 0 4 8 ± 1 0 5 1 + 1.6
950 36 9 ± 2 9 41 5 ± 3 0 50 7 + 3 9 56 1 ± 4.3
979 18 2 ± 1 7 17 6 ± 1 5 21 7 ± 2 1 23 4 ± 2.1
1052 2 2 ± 0 5 2 0 ± 0 4 2 8 ±0 5 3 5 ± 0.6

1082 3 8 ± 0 7 4 2 ± 0 6 3 9 ± 0 6 4 1 ± 0.8
1297 1 9 ± 0 4 2 1 + 0 5 2 8 ± 0 5 3 9 ± 0.8
1483 2 7 + 0 4 2 1 ± 0 4 3 2 ± 0 5 3 2 ± 0.8
1499 5 8 + 0 5 5 2 ± 0 5 7 8 ± 1 0 8 4 ± 0.9
1685 (T) 1 9 ± 0 3 1 9 + 0. 3 2 6 ± 0 5 2 3 ± 0.3

1910 1 4 ± 0. 3 1 2 + 0 3 1 7 ± 0 4 2 1 ± 0.4
1950 0 9 ± 0 3 1 1 + 0. 4 1 4 ± 0.5
1968 0 8 + 0. 3 2 2 ± 0. 6 2 3 ± 0.4

" Triplet peak i S denoted as "(T)"
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For niobium, 23 discrete lines were resolved, and

tlie cross sections are listed in Table k. The gamma-
rays listed in the table are produced from (n,n'Y) reac-

tions, and almost all the intense lines correspond to

the ground-state transitions.

In the previous measurement by Drake et al.^), dis-
crete lines were not resolved well because of the use
of a Nal(Tl) detector. To compare with poor resolu-
tion data, the present cross sections near 744-keV and
950-keV lines are summed up. The present results of 740-

and 950-keV groups are in reasonable agreement with
those of Drake et al..

The summed cross sections of gamma-rays correspond-
ing to the ground state transitions are compared with
total inelastic cross sections. The present results
are in good agreement with Thomas-^), and slightly larger
than the data of BNL-325. These results are illustrat-
ed in Fig . 9-
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Spectral gamma-ray production cross sections are
shown in Fig. 10 together with previous data. Dickens
et a 1.1 3) used a NaI(Tl) detector and white neu-
trons from a linac. The evaluation of ENDL-703'41'*) was
quoted from the data of Dickens et al.. The agreement
is very good between the present result and those of
Dickens et al., and some disagreements are found
between the experimental results and the evaluation.

Conclusion

The results of present measurement are in good
agreement with those of recent experiments, especially
with ORNL groups. Some disagreements are found in
the earlier studies or evaluations.

The summed cross sections of gamma-rays correspond-
ing to the ground-state transitions are in fairly good
agreement with total inelastic cross sections, and it

may be improved with higher resolution and lower back-
ground measurements . This application is very useful
to estimate inelastic cross sections because the data
can be collected over a wide energy range in a given
time with white neutrons

.

The higher resolution and higher quality measure-
ments will be expected to allow accurate evaluations
and foi other applications.
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NEUTRON SPECTRUM AT 90° FROM 800 MeV (p,n) REACTIONS ON A Ta TARGET

S. D. Howe, P. W. Lisowski, N. S. P. King and J. Russell
Los Alamos Scientific Laboratory
Los Alamos, New Mexico 87545 USA

H. J, Donnert
Kansas State University

Manhattan, Kansas 66506 USA

The neutron time-of-flight spectrum produced by a

been measured at an angle of 90°. The data were taken at

drical Ta target with a radius of 1.27 cm and a length of

detect the neutrons over an energy range of 0.5-330 MeV.

nuclear-cascade/evaporation model prediction.

Ta(p,xn), Neutron Yield, 800-MeV Protons, 0.5-350 MeV

thick tantalum target bombarded by 800-MeV protons has
the Weapons Neutron Research facility using a cylin-
15 cm. An NE-213 liquid scintillator was used to

The neutron yield is presented and compared to a intra-

Neutrons, Intranuclear Cascade Predictions I

Introduction

The Weapons Neutron Research facility (WNR)''' is a

pulsed spallation neutron source operating at the Los
Alamos Scientific Laboratory (LASL) . The neutron
energy spectrum produced by the WNR target has not been
well characterized experimentally. Until now, theo-
retical predictions by a Monte Carlo intranuclear-
cascade/evaporation code, NMTC , ^ have been used to re-

present the expected distribution. In this paper the

results of a measurement of the neutron yield from the
WNR Ta target are given for energies between 0.5 MeV
and 350 MeV. A comparison of the data to a theoretical
prediction is also made.

Experiment

A brief description of the WNR is presented here
since previous papers ' have given complete details.
Up to 1% of the 800-MeV proton beam from the Clinton P.

Anderson Meson Physics Facility (LAMPF) is transported
to the water-cooled Ta target at the WNR. The target
is 2.5A-cm diam by 15-cm long. For this measurement,
the proton beam consisted of micropulses less than 200

ps wide separated by 11 ys and occurring over intervals
of 6A0 us. The beam intervals were repeated at 12 Hzc

Collimated and evacuated flight paths perpendi-
cular to the incident proton beam provide neutron beams
to outlying detector stations. The experimental ar-
rangement used in this measurement is shown in Fig. 1.

The collimators in the shield surrounding the target
consisted of two sets of movable copper jaws. These
collimators limited the neutron flux to a 2.5 cm spot

at the edge of the shield. In conjunction with a third
collimator located outside the shield, a 0.95 cm diam-
eter neutron beam was formed and passed through a sweep
magnet to remove charged particles. This collimator
combination limited the acceptance of the detector to

a 2.5 cm square area of the target centered approxi-
mately 3.2 cm below the top.

The neutron detector used was a 5.1-cm diam. by
2.5-cm thick NE-213 liquid scintillator located 29.37
meters from the Ta target. The detector bias was set
using the 60 keV gamma ray from an ^Am source. This
established the neutron energy bias at approximately

425 keV. The efficiency of the detector at this bias
was measured up to 31 MeV at the LASL Tandem Van de
Graaff accelerator. From 31 MeV to 800 MeV the ef-
ficiency was calculated using a Konte Carlo neutron
efficiency code. ' The measured detector efficiency
and the Monte Carlo calculation are shown in Fig. 2.

The calculated efficiency is about 15% higher than the
measured value. This discrepancy indicates that the
detector efficiency must be experimentally determined
above 31 MeV. Work is presently underway on this pro-
blem.

Fig. 1. Experimental setup to measure the neutron
yield from the 2.5 cm diam. Ta target.

*
Work performed under the auspices of the U.S. Depart-

ment of Energy.
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Electronics

A constant fraction timing discriminator was used
to establish the neutron detection threshold and to

provide stop signals for an EG&G TDC-100 clock. The
clock was operated in a single stop per start mode at

0.5 ns per channel and with a 4 ys dead time. The
start signal for the clock was provided by a capacitive
pickoff positioned in the proton beam line. The signal
generated by this pickoff was amplified and fanned out

into two equal signals. One of the signals went to a

ORTEC TDC-200 fast trigger whose output started the
clock. The output of the clock was then stored in a

MODCOMP IV computer. The count rate for this measure-
ment was sufficiently low that the computer dead time
was negligible.

The other pickoff signal was used to determine the

number of protons incident on the target as follows.
The signal was integrated and passed to an ORTEC
QD808 charge digitizer. The digitizer, which has a

conversion time of < 6 ys, provided a pulse height
distribution related to the number of protons in each
pulse. The relationship between this spectrum and the
number of protons, p, is givan in Eq. (1).

K S

I^i^i
- A (protons) (1)

where C. is the number of counts in channel X., 6 is

the number of clock busy signals, A is the pedestal
channel number of the QD808, and K is the constant of

proportionality. The value of K was determined by
bombarding a set of A £ foils with proton micropulses
and simultaneously digitizing the pickoff signal using
the QD808. By counting the gamma rays of the ^'*Na,

^%a and ^Be spallation products, the number of inci-
dent protons was determined. Two such foil activations
were made for this experiment explicity determining
both K and A.

Data Reduction

The calculation of neutron yield first involved
converting from time-of-flight to energy. This was
done relativisitcally . The data were binned so that

the energy resolution, AE/E, was constant and equaled

o
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Fig. 2. Efficiency of the NE-123 neutron detector for a 0.43 MeV neutron energy bias.

The values above 31 MeV were calculated using a Monte Carlo code. The solid

line is a guide to the eye.
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0.05. The actual time resolution of the experiment
was 42 ps/m as determined from the gamma flash time
width

.

The neutron yield, Y(E) , in energy interval AE
about energy E is found from:

magnitude of the systematic errors is estimated to

vary from 11% for En < 30 MeV to 13% at higher ener-
gies. More effort is being made to understand these
errors and include their effects.

Results

Y(E)
pA?'e(E) (n/p.sr-MeV) (3)

where R(E) represents the number of events in A E cor-
rected for clock dead time losses^> p is the incident
number of protons, AQ is the solid angle subtended by
the detector, and e(E) is the efficiency of the de-
tector at energy E averaged over A E. The solid angle
was calculated by a Monte Carlo code.

Statistical errors in this measurement varied
from less than 3% around 1 MeV to 5% above 100 MeV.
The sfmrcas of systematic error include determination
of the incident number of protons, calculation of the
solid angle, transparency of the collimators to neu-
trons with energy greater than 100 MeV, and estimation
of the neutron detector efficiency above 31 MeV. The

The experimental results are shown in Fig. 3 and
compared with a calculated prediction using the com-
puter code NMTC. The error bars on the experimental
data are statistical only. The main features shown by
this initial comparison are the low calculated neutron
yields at both high and low energies. The two spectra
do agree in the energy region around 10 MeV.

The underprediction of the calculations above 50
MeV is consistant with other resnlta^ obtained using

g
740-MeV protons but disagrees with 450-MeV proton data.
The disagreement at energies below ^ 5 MeV could be due
to: a) parameters used in the evaporation model, b)

instability in detector bias, c) the inability to

calculate proton transport below 20 MeV, and d) use
of an outdated neutron cross section library below 20
MeV. The computations are being repeated with more

10
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10

10 _

10 -

,6'

-i—I—t I m il 1—I—I I mi l
1—I—r I 1 1

1

T 1—I I III LI
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10 100
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000

Fig. 3. Neutron yield for the 2.5-cm-diam by 15-cm-long Ta target at the l-TNR. The solid line was
calculated using the Monte Carlo code NMTC. Statistical errors of the data below 100 MeV
are represented by the dot size. Typical error bars for data above 100 MeV are shown.
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stringent requirements on solid angle and energy reso-
lution binning and using the latest ENDF-B cross

sect ions.
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ANALYSIS OF NEUTRON YIELD PRODUCED BY HIGH ENERGY PROTON

H. Takahashi and Y. Nakahara
Brookhaven National Laboratory

Upton, New York 11973, USA

Vasil'kov et al.'s experiments for neutron yield and neutron capture distribution
produced by 400 and 660 MeV protons were analyzed by using ENDF/B-IV data and the BNL
codes NMTC and TWOTRAN. The calculated total neutron radiative capture by 238u -js 77 ancj

60% of the measured values for protons of 660 and 400 MeV, respectively. The calculated
distribution has the higher peak in the central part of the target system, and steeper
gradient both in the r and z directions, compared to experimental. The leakage rate of
neutrons from the target assembly is calculated as more than 20%, which is much higher
than the 10% estimated from the experiment. The total neutron captures determined using
ENDF/B-IV are 3.8 and 3.0% higher than those determined using ENDF/B-III for protons of
660 and 400 MeV, respectively.

[Neutron yield analysis, High energy proton, 400-660 MeV, Spallation, Evaporation, Fission]

Introduction

Since reprocessing facilities indispensable for

the conventional Light Water Reactor to Fast Breeder
Reactor fuel cycle are now considered to increase the

risk of nuclear weapons proliferation, evaluations
have been initiated to find alternative nuclear energy
systems not only more proliferation resistant but
helpful to stretch uranium resources. A Linear Accel-
erator Reactor (LAR)l is one of these systems of great
promise in producing fissile material in conjunction
with proliferation resistant fuel cycles.

This reactor uses a high energy proton or deuteron
beam from a linear accelerator incident on a Pb-Bi

target as an intense neutron source. The target is

surrounded by a lattice of Zr-clad rods of fertile-

fissile material which is called the blanket. At the

initial loading, uranium with 2% enrichment is used.

2

The burning scheme depends on the options described
below. Three options for design optimization are
present: (1) optimization of the time-integrated
production of thermal energy for conversion to power,

(2) optimization of the production rate of fissile
material, without reprocessing, (3) optimization of

the production rate of fissile material, in conjunc-
tion with reprocessing. These options correspond to

Linear Accelerator Driven Reactor, Linear Accelerator
Fuel Regenerator and Linear Accelerator Fuel Producer,
respectively.

From the nuclear design point of view for these
reactors, the neutron yield per primary proton (or de-

uteron) and the neutron flux distribution are the most
important physical parameters. There have been
published, however, few experimental data on these
quantities for realistic reactor systems.

Recently, a Russian group (Vasil'kov et al.)^ per-

formed experiments on 56x56x66 cm3 natural and de-

pleted uranium blocks surrounded by a lead wall for

primary proton energies of 300, 400, 500, and 660 MeV.

In this paper, the BNL computer code system for

the linear accelerator reactors has been applied to

the Russian experimental facilities in order to esti-
mate the accuracy and tendency of the code system.
Comparison is made of the neutron radiative capture
238u{ n,Y) reaction density distribution between the

measured value obtained by Vasil'kov et al . and our
computational results using the cross section data of

ENDF/B-III^ and -IV7.

The total neutron radiative capture by 238u cal-
culated with the ENDF/B-IV cross section data are 77

and 60% of the measured values for proton energies of

660 and 400 MeV, respectively. These values are 3.9

and 3.0% higher than those calculated by using ENDF/B-
III.

Vasil'kov Experiment

In the experiments by Vasil'kov et al.^, use was
made of a target assembled from rectangular blocks of
natural (2x4x8 cm3) and depleted (8x8x16 cm3) uranium.
Total linear dimension of the target was 56x56x64 cm3
covered with a lead layer of thickness 10 or 20 cm, as
shown in Fig. 1.

Pb

core: 56x56x64cm^
BEAM HOLE: 8 x 8 xl6 cm'

WIDTH OF Pb wall: lOcm OR 20cm
PROTON BEAM DIAMETER : 4~ 5 cm

Fig. 1 TARGET IN RUSSIAN EXPERIMENTS

The proton beam was injected into the central part
of the target through a beam hole of cross section 8x8
cm 2 and a depth of 16 cm from the front surface of the
uranium block. The diameter of the proton beam at the
entrance into the target was 4'\6 cm.

Experiments were carried out with an extracted
beam of 660 MeV protons. For the experiments at pro-
ton energies 300, 400 and 500 MeV, the initial 660 MeV
protons were slowed down in a polyethylene attenuator.

In the diagonal plane of the target, passing
through the axis of the proton beam, a system of chan-
nels was made for the arrangement of detectors. Chan-
nels were arranged in parallel with the proton beam
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and located from 6 to 45 cm from the axis approxi-

mately each 3 cm. The dimensions of a channel were 60

cm in length and 2x0.3 cm2 in cross section.

When the proton beam is absorbed in a uranium
target, fast neutrons are generated with an energy of

I'vioo MeV (superposition of cascade-evaporation and
fission). On being scattered by uranium nuclei, these
neutrons slow down to the energy range where radiative
capture occurs.

238u (n,Y)_239u g-
,

239Np 239p^^

During the slowing down, neutrons are multiplied fur-

ther in consequence of the fission of uranium nuclei.

The density distribution of {ri,Y) capture was mea-

sured by 239mpj distinguished radio-chemically from
uranium samples irradiated at various points in the
target. Measuring the density distribution A(z,r,'}>)

of the (n,Y) capture in the volume of target and inte-
grating this distribution, Vasil'kov et al . , obtained
the total number of captures {239pu yields) per one
energetic proton^:

Y = P
/ V A(z,r,<^)dV (1)

where z is the direction of proton beam, r,(}) are cy-

lindrical coordinates and pis the density of metallic
uranium.

Computational Method

The BNL computer code system used in this analysis
consists of six main programs: NMTCS, HIST3D, EPR7,
(DLC-2D,) TAPEMAKER, ANISN9, TWOTRAN-lUO; and auxil-
iary programs: FIND, SURF, MULTSUM. Overall inter-
relations of these programs is indicated in Fig. 2.

EPR (DLC-2) lOOG X SECTION

LIBRARY

raPEMflKER

SOURCE

TWOTRAN - H

TOTAL NEUTRON YIELD

FLUX OlSTR.
(GRAPHIC)

FORMAT
CONVERSION

COLLAPSING

NEUTRON
TRANSPORT

REACTION RATE
DISTR.

Fig. 2 NEUTRONICS PART OF BNL CODE SYSTEM FOR LAR's

The NMTC is used to calculate the spallation and
evaporation processes above 15 MeV by the Monte Carlo
method. Collision events of neutrons slowed down
below 15 MeV are filed by NMTC. The collision events

file is analyzed with HIST3D to obtain neutron dis-
tributions which are used as neutron sources in the
transport calculations for neutrons in the energy
range below 15 MeV. The EPR7 neutron reaction cross
sections are based on ENDF/B-IV. The program EPR is

used to make a file containing cross section data only
for nuclides selected specifically. TAPEMAKER is used
to convert the format of EPR data to that of ANISN,
i.e., FIDO format as it is usually called. The EPR
100 group sets are collapsed to fewer energy group
sets by the one-dimensional neutron transport code
ANISN based on the discrete ordinate Sn method. The
final neutron transport calculations are performed
with TWOTRAN-II, which is a two-dimensional Sn method
program and can take into consideration anisotropies
in neutron source and scattering cross sections.
MULTSUM has been programmed to calculate reaction rate
distributions. The ENDF/B-III cross section data are
taken from the DLC-2 100 group set.

In our calculations, the rectangular target of
Vasil'kov et al . was replaced by a volume equivalent
cylinder of metallic natural uranium with a radius of
31.595 cm and axial length of 64 cm, as shown in Fig.
3. The radius of the beam guide hole is 4.5135 cm.

The proton beam radius was taken to be 2.5 cm. Atomic
number densities of 235Uj 238u and Pb are in units of
1024/cm3, 0.00035148, 0.0478546 and 0.033000, respec-
tively.

2.5cm (PROTON BEAM)

Fig. 3 VOLUME EQUIVALENT CYLINDRICAL TARGET IN

BNL CALCULATION

The procedure of our calculations is as follows.

In the NMTC calculation, the average was taken over 10

batches of 75 protons each. Since the sampling number

is large enough, the statistical error is somewhat

large.

The P3 neutron source distribution was prepared

for the TWOTRAN-II calculation using HIST3D. As for

the anisotropy of neutron scattering, the P3 approxi-

mation was employed and 30 group cross section sets
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were prepared using ANISN. In the TWOTRAN-II calcu-
lations the Sq approximation was used. Since the

Ss - P3 - P3 - 30 group calculations by TWOTRAN are

very expensive, sufficiency of the degree of Sp

approximation has not been examined.

Since the entire calculation is very expensive,
the calculations have been performed only for proton
energies of 660 and 400 MeV. Values of neutron cap-
ture by 238u are summarized in Table I and are com-
pared in Fig. 4 with experimental values of Vasil'kov
et al.5, and the cal cul ational results of Baraschenkov
et al.4 As is clear from Fig. 4, our model gives
conservative results in comparison with experiments,
i.e., underestimates of about 23 39% in average
values depending on proton energies.

Vasil'kov et al . performed experiments also on de-

pleted uranium targets. For the sake of comparison,
calculations were performed for the pure 238u target,

results for which are also shown in Table I. Although
the degree of depletedness is not written in the paper
of Vasil'kov et al . , if we estimate it as 0.33% (num-

ber density percentage of 235u) from the data of 235u

fission events summarized in Table II, the value of

the total neutron capture by 238u for this depleted
uranium can be estimated to be 33.78 ± 3.63, which
should be compared with the experimental value 38±4.

In this calculation, the spallation and evaporation
calculation using NMTC is taken from the results for

the natural uranium case, because the difference be-

tween them should be small in the case of neglecting

high energy fission.

Table I. Analysis of Russian experiments by the BNL Code System for LAR.

Target (IV) ^Nc (III) N (Vasil'kov Exp)

Nat. U 660 35.23 t 3.79 33.92 ± 3.64 24 38 ± 2.62 46. ± 4

U-238 660 32.52 ± 3.49 31.47 ; 3.38

Dept. U 660 33.78 ± 3.53 32.61 i 3.50 38. ± 4

Nat. U 400 13.44 i 0.81 12.97 ± 0.79 9 95 ± 0.60 22.1 ± 2.4

Pb-Nat. U 660 26.68 ± 2.40 25.92 t 2.33 21 10 ± 1.9 27.60

Pb-U-238 660 24.56 ± 2.21 24.13 ± 2.17

Table II. Number of fission events in Hat. U target (fissions/proton).

proton beam energy (HeV)

average number of neutrons per one primary proton
produced by spallation evaporation reactions in

energy range above 15 MeV.

"c

(IV)

(HI)

Vasil ' kov Exp

Pb-Nat. U

238,
U per onenumber of neutrons captured by

primary proton.

ENDF/B-IV

ENDF/B-III

Reference (5)

Pb target surrounded by natural uranium.

BNL CALC
ENDF/B -12

ENDF/8 -m

1. r = 6 cm.

2. r = 12cm.

3. r = 18 cm.

4. r = 24cm.

BNL Calculation

ENDF/B-IV ENDF/B-III Russian Exp

Total

''235

^235

10.37 ± 1.11 8.98 ± 0.96

2.11 t 0.23 1.99 - 0.21

3.26 : 0.88 6.99 = 0.75

13.5 = 1.7 (13.7 : 1.2)

3.9 - 0.4 ( 1.5 r 0.1)

14.5 = 1.3 '12.2 r I.l)

Proton energy = 660 MeV

Values in ( ) are for depleted uranium

For a proton energy of 660 MeV, Vasil'kov et al

.

also measured the decrease in the value of neutron

captured by 238u y^^en replacing the uranium in the

central part of the target with a lead block of di-

mensions (8x8x48 cm3)5. The measured ratio of neu-

tron yields for lead-uranium and uranium target was

0.48 ± 0.2, that is, the value of neutron captured by

238u is calculated as 27.6 ± 11.5 for Pb-U. Which is

close to our calculated value of 26.68 ± 2,40.

In Fig. 5, distributions of radiative capture den-

sity for "8u are compared between our calculations
and the experiments of Vasil'kov et al5. The unit of

distribution is the number of 239Np nuclei per gram of

uranium and per incident proton. In the central re-

gion of the target system the calculated distribution

has the higher peak and steeper gradient both in the r

and z directions. The agreement between calculated
and measured values is good for the curve 3. Fig. 5

is, however, somewhat embarrassing. The calculated
distribution is larger than the measured one, while

the neutron capture yield obtained by integrating the

distribution is smaller in the calculation.

Figure 4 ^^^U(n,7') REACTION DISTRIBUTION
N = NUMBER OF.^^Sfjp nuclEI
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Figure 5 COMPARISON OF TOTAL NEUTRONS CAPTURED BY "^U
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In Table III, the numbers of absorbed, fissioned
and leaked neutrons from the assembly normalized to
one neutron, which is produced by spallation and
evaporation reactions in the energy range above 15

MeV, are shown for several targets and proton ener-
gies. The neutron leakage ratio, which is defined by
L/(L+A), is from 16,7 to 20.4%. This is higher than
the estimation of Vasil'kov et al

.

Table III. The fractions of neutron absorption, fission and leakage from
assemblies in the energy range less than 15 MeV.

Target
Absorption

A

Fission
F

Leakage
L A+L

Leakage Rate

L

1+L

Nat. U 660 1.741 1.063 0.373 2.114 0.176

(1.539) (0.921) (0.329) (1.968) (0.167)

U-238 660 1.503 0.770 0.319 1.821 0.175
(1.423) (0.659) (0.283) (1.706) (0.166)

Nat. U 400 1.605 0.978 0.413 2.018 0.205
(1.512) (0.843) (0.369) (1.881) (0.196)

Pb-Nat. U 660 1.545 0.852 0.360 1.905 0.189
(1.470) (0.739) (0.322) (1.792) (0.179)

The neutron yield in the calculation of
Baraschenkov et al . which is cited in the paper of
Vasil'kov et al . is defined as

= n5 +
c

n8 + Nesc. (2)

where Nc and Nc give the internal escape defined as
the number of radiative neutron captures by ^^^l) and
238u and Nesc is the number of neutrons which escape
from the block through the side and faces. This yield
corresponds to the value of (A+L)'N in our calcula-
tion. Although the comparison between two calcula-
tions of Baraschenkov and ours is not meaningful,
because of the different geometries, the values of
Baraschenkov and our results of (A+L)'N are shown in

Fig. 6. Our values are substantially smaller than
those of Baraschenkov.

60

50

40

30

20

10

/

- BARASHENKOV / /

_ et. ol. (calc.) / /

0 = 0.05 MeV"' ORIGINAL cJ /
/{/'be- 0 = A/10 MeV"' MODIFIED

—

fy
J

//

HI

/
m
BNL (calc.)

JL
660

200 400 600

PROTON ENERGY (MeV)

Figure 6 COMPARISON OF NEUTRON YIELDS OBTAINED BY BNL
AND BARASHENKOVS CALCULATIONS FOR EFFECTIVELY
INFINITE NATURAL URANIUM TARGET. (HI S 12 FOR
ENDF/B - in a EZ)

The values in parenthesis ( ) are calculated by ENDF/B-III and those
without parenthesis are calculated by ENDF/B-IV.

A = Absorption fraction normalized to one source neutron which is
produced by spallation and evaporation reaction in energy range
above 15 MeV.

£ = Fission fraction normalized to one source neutron which is pro-
duced by spallation and evaporation reaction in energy range
above 15 MeV.

I, = Net leakage fraction from the system normalized to one source
neutron which is produced by spallation and evaporation reaction
in energy range above 15 MeV.

What causes disagreement between theory and ex-

periment depends on many assumptions and approxima-
tions used both in the theory and experiment. The

theory is based on assumptions of nuclear structure,

nuclear reactions and their measured data. Computa-

tion brings in further approximations. When we use

the code system available currently, what can be done

to improve the calculations is to use higher order

approximations in Sp and treatments.
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One specific reason for this discrepancy seems to

be neglect of the fission process in the energy range

higher than 15 MeV in the NMTC code. The fission by

high energy protons was calculated as about 80% of the
reaction in 238U by Dostrovski et al.H, but it has
been considered that inclusion of fission in the high
energy reaction does not change the total number of
neutrons produced appreciably. The study by Hahn and
Bertinil2 on the competition of spallation-f ission in

the reaction of protons with heavy elements showed
that the total number of neutrons calculated by spal-
lation and evaporation without fission is larger than
the number calculated by including the fission reac-
tion because of neglecting the neutrons from fission
product nuclei. He used the empirical energy depen-
dent relation for rn/rf, where rn, Tf = neutron and
fission widths, respectively.

Our preliminary calculation of the fission reac-
tion by the statistical model indicates that the total

neutron yield in the reaction at energy higher than 15

MeV is increased about 48% over that without fission.
Thus, in order to explain the discrepancy between the
experimental results and calculations, it is important
to take the fission reaction into consideration.

As shown in Table II, the difference in fission
events between experiment and calculation is large,
the number of fission events is almost the same as
that for energy lower than 15 MeV.

All data calculated by ENDF/B-III are smaller than
those calculated by ENDF/B-IV data. The slightly
larger value of fission cross section of 238u and 235u
from ENDF/B-IV might cause the increase of the fis-
sion, leakage and absorption in that case.
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CALCULATED PARTICLE PRODUCTION SPECTRA AND MULTIPLICITIES FROM

NUCLEON-FISSILE ELEMENT COLLISIONS AT MEDIUM ENERGIES

F. S. Alsmiller, R. G. Alsmiller, Jr., T. A. Gabriel, R. A. Lillie, J. Barish
Oak Ridge National Laboratory

Oak Ridge, Tennessee 37830, USA

A fission channel has been added to the intranuclear-cascade-evaporation model of nuclear
reactions so that this model may be used to obtain the differential particle production data
that are needed to study the transport of medium-energy nucleons and pions through matter.
The earlier work of Hahn and Bertini on the incorporation of fission-evaporation competition
into the intranuclear-cascade-evaporation model has been retained and the statistical model

of fission has been utilized to predict particle production from the fission process. Ap-

proximate empirically derived kinetic energies and deformation energies are used in the sta-

tistical model. The calculated residual nuclei distributions are in reasonable agreement
with expejj^i mental data, but the neutron multiplicities at the higher incident nucleon
energies > 500 MeV are sensitive to the level density parameter used.

[High Energy Cross Sections, Actinide Fission, Statistical Model, Intranuclear Cascade]

Introduction

For several applications, e.g., studies of the
feasibility of converting fertile to fissile material
using medium-energy proton beams', and in designing
facilities to produce an intense source of low-energy
neutrons by using medium-energy protons^, it is neces-
sary to carry out calculations of the transport of
medium- and low-energy nucleons and pions through fis-
sionable material. To carry out such transport calcu-
lations it is necessary to have available differential
particle production data from the collision of nucleons
and pions with fissionable nuclei. In this paper a

fission channel, that has been added to the intranuc-
lear-cascade-evaporation model of H. W. Bertini3,4 so

that this model can be used to provide this needed
differential particle production data, is described
and comparisons between calculational results and ex-

perimental data are presented.

In a previous paper, H. L. Hahn and H. W. Bertini^

have shown how the probability of fission may be incor-

porated into the intranuclear-cascade-evaporation
model, but they did not extend their calculations to

include particle production following fission. In the

present paper, this particle production following
fission is included by using a version of the statisti-
cal model of fission developed by P. Fong.^ To a large
extent the physical data that occur in the statistical
model have been derived from the experimental measure-
ments of D. H. Epperson. 7 Calculations similar to

those presented here have previously been given by

V. S. Barashenkov and V. D. Toneyev.° In the model

used here, however, much more reliance is placed on

empirically derived constants than in Ref. 8.

Intranuclear-Cascade- Evaporation Model

The intranuclear-cascade-evaporation model of
medium-energy nuclear reactions as implemented by

Bertini has been described in detail previously-^^^^
so only a very simple discussion of those parts of the
model that have not been modified will be given here.
Basically, the model assumes that nucleon- and pion-
nucleus nonelastic collisions may be considered to be

a two-step process. In the first step the cascade
nucleons and pions are emitted leaving an exicted
residual nucleus. In the second step this excited
nucleus loses its excitation energy by "evaporating"
particles. If the excited residual nucleus has a suf-
ficiently large atomic weight and number, fission will
compete with the evaporation process. Hahn and
Bertini^ have considered this competition and have
found that reasonably reliable results can be obtained
by using an excitation-energy-independent empirically
derived formula for the ratio of the neutron width to

the fission width in conjunction with the assumption
that no fission occurs for elements with atomic number
less than 91. After a fission has occurred, two ex-
cited residual nuclei remain and further particle
emission by evaporation occurs. The work reported
here is primarily concerned with estimating the mass,
atomic number, and kinetic energy distributions of the
nuclei produced from fission and with estimating the
kind, number and energy of the pai^ticles that are
evaporated following fission.

Statistical Model

Let the set (A^.Zf, mof, E^) be the nucleon
number, proton number, rest mass energy, and excitation
energy of the fissioning nucleus. Similarly, let the
set (A-j, z-j, mQ^-, E- ) be the corresponding values for
the fission fragments where i takes values 1 and 2

corresponding to the light and heavy fragment and r

takes values S meaning evaluation at scission time, t^,
and E meaning evaluation at evaporation time, t^. If

'"d= %f - %1 - %2 ' Q = Ef ^
-"d

'

conservation of energy gives^'^

^lE ' ^2E ^iS 'hs'^

(1)

(2)

where D is the total "deformation" energy at tg and Kr

is the relative kinetic energy at t^. Also

= K3 + C3 ; C3 = k , (3)

where is the relative kinetic energy at tg, Cg is

the Coulomb potential energy of the deformed fragments
at t^, and is the Coulomb potential energy of two
spherical nuclei in contact.

Conservation of momentum can be carried out rela-
tivistically at tp in the cm. system. Then

Vp2+m 2 +Vp2+m ^ = ei +'el e2 "ef

%i=%i^EiE ^=^'2

'"ef
= ^f ^ Ef = 4 ^

"^ei
^ \2 '

(4)

(5)

(6)

and P, the magnitude of the momentum of each fragment,

is approximaLclj. given by

p2 =2K
"'ei'"e2

E m
'ef

(7)

422



The kinetic energies of each fragment are obtained

using the value of P from Eq. (7) and isotropy in the

cm. system. The density of kinetic energy states will

be needed in the statistical model. The relativistic

value for this is proportional to u(K^) where

A1A2

a)(K^) P2
dP_

dKr-
"ef

Ai+A, (8)

The primary postulate of the statistical theory

of Fong" is that the yield of fission fragments,

N(A2,Ef),is taken to be proportional to the total

density of quantum states at scission time, integrated

over all variables. The density of excitation states

at t5 is written

p.^ = P... exp [2/a7E7: ] i = 1 ,2 (9)
Pri t2/?7E- ]

Eic=Eis-^ =EiE Di (10)

= excitation energy above the
"characteristic" ground-state
level",

= pairing energy,

Pf,-j
= preexponential factor, including

an integral over all angular
momentum states,

a^ = "level density parameter."

For given deformation energies, D^. , the product

^iS^2S '^^'^E^'
^^^^^ (^(K^) has been given previously,

is proportional to the total density of states. De-
fining

= Q - A1-A2 , (11 )

P(D,k) = probability of a given D and k,

one can write quite generally, using limits determined
by the conservation of energy conditions.

R -k . V (R -D)/V R -D
m mm s ^ m ' s m

R -D-K^
m E

N(A2,E

•//• / f
z, D . k,TD)>k . kV
L mm — mm s

X p2s(E2c)Pis(Rm -D-KE-E2c)'^(KE)P(D,k) • (12)

The limits z, , z,,, k . > 0, and D . (zo) > 0,
L' H' mm ' mm^ 2' '

are assumed tentatively to be given.

The probability function, P(D,k), and the lower

limit, kL(D), must be found from a theory of deforma-

tion energies. For simplicity, we use the two-para-

meter theory of Fong^O,

(13)

(14)

(15)

D = Di+D2=D2(1+D

1,2

^= C^ir '^r 32

(ri+r2

where r = radius of spherical nucleus, aj, and a2 are

parameters (or functions of 1^2=^2) to be determined,

and the C's are Mottelson's "stiffness coefficients",
furnished by Fong^O,ll_

One can
value of k

an solve for 3i^(D,k). The minimum possible

, if 3^|„ is to be real, is given by

C2[(l+r^)/a2]

k^{D) = [1+/D7D^ ;
= 2S

D
2 /"i^s\ :1s /MA, V/3

'rp Ci

Conversely, the minimum possible value of D(k) is

, 2

(16)

(17)

\{k) = D^(l/k-l)

Integrations in Eq. (12) are interchanged systema-

tically so as to bring them into the order:

K^,Z2,E2Qr D and k. The upper limit of the E^c inte-

gration IS E,^ where

(18)

, (19)

^m
= ^m - ^E

low^ E' 2
Dl(Ke/Vs1 if V;<^^°min)

= D . (z J, if TT > k, (D
mm^ V. - L Imm'

= k.

The and Z2 integration limits can be worked
out to' satisfy Eq. (18). Gaussian-type integrations,
carried out in Fong's^ manner give

N(A ,Ef) exp [2>|(ai+a2)E_^] Oi/ OOr- P ,P
Z E 2c

,1.rr r2 nn

(20)

E(A2,E, E = R
m m

D ; D °1ow(Ke'^2; (21)

(22)= E^ + AE^ (A2,E^

The overbars indicate evaluation at a "most
probable" value of z^ = Z2 and at ^r, the average
value of K^. Both I^e and o^^, the variance of the

distribution, are taj<en from experiment, for p on 11^35

(see next section); is the variance of_the Z2 dis-
tribution for fixed Kr, evaluated at l^r; a,- is the

average of the variance given by the integral, (ap-
proximately integrated by Fong"),

'E

-2C

exp[-2/(ai+a2)E|^ ]

1/2

exp[-2/a^lE^-E2,)]

X p p
(23)

la^a^.

5/^

3/4

- (a^+a^)

The value of Z2 is found approximately from the
condition

using the Fonq-Wing^^ empirical mass formula. Rest

mass and pairing energies, taken from Wapstra'3 and

Cameron^^ are interpolated to obtain R^, = Rm(A2,Z2)^

For the level density parameters, a^. , we used

the formula ^

^

A.
(25)
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that the calculated results agree with the experimental
data, but it is clear that above about 100 MeV the

calculated and experimental fission cross sections are
in approximate agreement. The decrease in the fission
cross section above approximately 500 MeV where the
nonelastic cross section is increasing slightly may be
due to the fact that pion production is becoming signi-
ficant. As the incident proton energy decreases below
100 MeV the calculated fission cross section increases
slightly while the very few experimental points do not
show the slight increase. This may indicate, as one
might expect, that the model becomes inaccurate at the
lower energies but more information is needed before
this can be said with any certainty.

ORNL-DWG 79-19H6

I

—

\ \ \ \ \ \ r

Fig. 2. "Evaporation" neutron multiplicity vs inci-
dent proton energy for protons on U^^s. The experi-
mental data are taken from ARef. 23, t Ref . 24,

D Ref . 25, and o Ref . 26.
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Fin. 3. Residual nuclei distribution from 30 MeV
protons on 1)^35, jhe experimental data for A > 118 is
from Ref. 7 and for A < 118 was obtained assuming sym-
metry as described in the text.
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In Fig. 2 the calculated "evaporation" neutron
multiplicity is shown as a function of incident energy
for protons incident on U^^s. jhe designation "evapora-
tion" neutron multiplicity means all neutrons that are
obtained from excited "compound" nuclei, and explicitly
excludes all neutrons that are emitted during the
"cascade" that takes place before a "compound" nucleus
is formed. The evaporation neutron multiplicity in-
cludes those evaporation neutrons that are emitted
before fission takes place, and those evaporation neu-
trons from the excited nuclei produced by the fission
process. The evaporation neutrons have a spectrum
that extends into the 25 MeV range, but the large
majority are below energies of the order of 10 to 15
MeV.

Also shown in Fig. 2 are a variety of experimental
"evaporation" neutron multiplicities for protons on

taken from Refs. 23-26. These experimentally
measured "evaporation" neutron multiplicities are de-
fined only very approximately in the various references
and the measured points in Fig. 2 correspond only ap-
proximately to the calculated quantities.

Fig. 4. Residual nuclei distribution from 300 MeV

protons on U^^s. xhe experimental data are from
Ref. 16.

Calculated results are shown in Fig. 2 for three

values of the parameter Bg that occur in the level

density formula (see Eq. (25)). As the figure indi-

cates, at the lower energies the calculated evaporatio
neutron multiplicity is not sensitive to the value of

Bq used, but at an incident energy of 1 GeV the dif-
ference in the multiplicity values for the various Bq

values is appreciable. Considering the large spread
in data, it is difficult to decide on "best" value of

Bq, but from Fig. 2 it seems that Bq = 11 MeV is a

reasonable value. It should be noted, however, that

Bq enters into the present calculations in a variety o

complex ways, and therefore it should not be concluded
that this value is necessarily appropriate in any othe
context.

In Fig. 3 the calculated distribution of residual
nuclei is shown for the case of 30 MeV protons inciden
on 1)235 and in Fig. 4 the calculated distribution is

shown for the case of 300 MeV protons incident on U^^s
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where B and Y are constants.
0 0

In this paper, the factors a, p^,p „I were
taken to be approximately those used by
Fong°

.

The function in Eq. (16) was evaluated using

(26)

The Monte Carlo procedures to select the needed para-
meters for a random mass splitting are to sample
from Eq. (20) by rejection techniques; sample and
Z2 from truncated Gaussians; sample Eg from the inte-
grand of Eq. (23) by rejection. Then

hi he ' V h'h- ^^oJh'^2)/i^^\p) (27)

Empirical Determination of Deformation Energy,
Mean Kinetic Energy, and Variance

responding intervals in Ef,each with average value
one has

Y.(A ,E,.)
3^ 2' Ij' E

k=l

Pf(E,,)AEfk\(^;k'^fk) j=l ,6

v(E

^fj

(28)

fk^

scaling procedure is assumed. Thus, if primes are
used to indicate values corresponding to Nn^se^

E(A2,E.
(ai+ag)

236

(ai+aDX"
E'(A',E.)

2 f

(29)

(30)

The functions K^{l\2,Ef) and a|^(A2,E^) are arbitrarily

scaled in the same manner as E(A ,Ef). These assump-
tions modify the distributions just enough to give the
correct reflection in Ag (since the statistical model
predicts symmetrically reflected distributions) and to
maintain general shapes.

of the Kinetic Energy

Correlated experimental postevaporation distribu-
tions versus A2 for the residual nuclei yields,
Y(A2,Ej), average total kinetic energy of the fragment
pair, and the variance of the kinetic energy for protons
of kinetic energy, Ej, {< 30 MeV) incident on U^^s are
available from Epperson. In principle, each of these
distributions is an integral over E^ of a preevaporatioi^i
distribution weighted by the probability of fission at

Ef , neglecting any dependence on the prefission values

of AjT and Zf. The prefission distributions may be

obtained approximately from the postevaporation distri-
bution by usin^g an average emitted evaporation neutron
multiplicity v. Thus, taking six values of the inci-
dent proton energy, i.e., Ejj for j = 1 to 6, and cor-

2.4

2.0

ORNL-DWG 79-19115
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/CALCULATED NONELASTIC
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XALCULATED FISSION
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(Bo=ll MeV)
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10' 10*= lO"" 10
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Fig. 1. Nonelastic and fission cross section vs inci-
dent proton kinetic energy for protons on U^^^. The
experimental data are taken from 0 Ref. 16, Ref. 17,

X Ref. 18, •<> Ref . 19, ARef. 20, Ref . 21, and
Ref. 22.

which may easily be solved for Nj^(A2k5Ef|^) . ine tjj"'k^"2k'^fk^ • The Ej

values used were 7, 10, 15, 20, 25, and 30 MeV and
the fission probabilities and neutron multiplicities
were computed by using the intranuclear-cascade-evap-
oration model including the fission channel described
in this paper. The N-j's were obtained from Eq. (28)
for Ef j< Efg. The same p(X)cedure was followed

to obtain the functions "K^ (A2,Efj) and aj^(A2,Efj).

The next step in the procedure was to fit the
yields Ni(A2,Efj) by use of Eq. (20) from the statisti-
£al model. In this fitting procedure the quantity
E(A2 ,Ef ; ) was_determined, and then the quantities
AEc(A24fj), KE(A2,Efj) and oy^^{A^,^^) for Np236

form a permanent data set for use in the statistical
model code. Interpolation between the values of Efj
was used to obtain data at all values less than Ef^.
When the excitation energy exceeds that corresnondinn
to an incident proton energy of 30 MeV the values of
these functions (and the derived average deformation
energy) are simply assumed to have the value calcula-
ted at E^g.

When the fissioning nucleus is not N^^^^ a simple

Results and Discussion

In Fig. 1. The calculated nonelastic cross sec-
tion and the calculated fission cross section for pro-
tons on 1)238 are shown as a function of incident pro-
ton kinetic energy. The points on the calculated
curves indicate the energies at which calculations have
actually been carried out. The dashed and solid curves
are drawn through the calculated points to aid in

interpreting the figure. The error bars on the calcu-
lated points are statistical only and represent one
standard deviation. The fission cross section values
shown in the figure were calculated with Bg = 11 MeV
(see Eq. 25), but these results are quite insensitive
to the yalue used. The calculated results shown in

Fig. 1 are not appreciably different from the results
obtained earlier by Hahn and Bertini.

Also shown in Fig. 1 are a large variety of ex-
perimentally measured values of the fission cross
section for protons of various energies on U^^^ . In

the figure only representative results are shown from
some of the references because of the large number of
points available.

Because of' the spread in the experimental fission
cross section data it is difficult to say precisely
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In both figures the calculated results are normalized

to unity for A < 160.

The experimental data in Fig. 3 for A > 118 is

taken from Ref. 7. Error bars on the measurements

were not given in Ref. 7 and therefore are not shown.

In Ref. 7 measured values were not given for A values

less than 118 so the data points in Fig. 3 were ob-

tained by assuming symmetry about a midpoint defined
by 1/2 [236 - average neutron multiplicity]. The ex-
perimental data in Fig. 4 was taken from Ref. 13 and

again experimental error bars are not shown because
they were not given in Ref. 9. The normalization on

the experimental data is the same as that used (see

above) for the calculated data.

The calculated results in Fig. 3 are in very good
agreement with the experimental data over the complete
range of A values considered. To some extent, this is

to be expected because the experimental data was used
in obtaining the functions used in the statistical
model, but nevertheless, the good agreement shown in

Fig. 3 is very satisfying. The calculated results in

Fig. 4 are in good agreement wi;^h the experimental
data at the larger A values (A > 118) but overestimate
the experimental data somewhat for the lower A values.
In both Fig. 3 and 4 the residual nuclei for the larger
A values (A > 200) correspond to incident particle
collisions in which no fission occurred. No experi-
mental comparisons between calculated results and ex-
perimental data for these higher A residual nuclei are
considered here but such comparisons are given in

Ref. 5.
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PHOTONEUTRON LEAKAGE FROM THE W(Y,n) REACTION AT RADIATION THERAPY CENTERS

R. J. Holt, H. E. Jackson and J. R. Specht
Argonne National Laboratory

Argonne, Illinois 60439, USA

The energy spectrum of photoneutrons from W(Y,n) was observed for an electron energy
of 10 MeV by using the ANL high-current electron linac and a neutron time-of -flight spec-
trometer.

[W(Y,n), photoneutron energy spectrum for E = 10 MeV, E = 0.3 - 3.6 MeV]

Introduction

There are a number of radiation therapy facil-
ities which rely upon 10-MeV electron linacs or beta-
trons. The heads of these accelerators typically con-
tain tungsten bremsstrahlung converters, beam hardeners
and photon collimators. Of course, heavy elements such
as W or Pb have large photoneutron production cross
sections and at energies of ^ 10 MeV a sizeable neutron
background can be generated from these elements. Un-
fortunately, it is extremely difficult to determine the
dose equivalent of the leakage neutrons. The primary
difficulty is that most neutron detection schemes at

these facilities measure only the neutron fluence and
not the energy spectrum of the neutrons. Then, it is

common practice to assume that the neutron spectrum has
the same shape as a fission spectrum, typically that of

252cf. McCall et al.l have demonstrated that this is

a poor assumption. This is especially true since the

primary neutron spectrum is distorted in its energy
dependence by the accelerator head shielding which is

usually in the form of W, Fe or Pb. In principle, this
spectrum can be calculated using a Monte Carlo tech-
nique, 2 provided that the primary neutron spectrum is

known. However, the problem is compounded by the fact
that there is not a complete set of photoneutron spec-
tra even for the case of W. For example, there were
no W(Y,n) data for an electron energy of 10 MeV. For
these reasons we have observed the photoneutron energy
spectrum for W(Y,n) at angles of 90° and 135° through-
out the neutron energy range 0.3 to 3.8 MeV for an
electron energy of 10.0 MeV.

Experiment

Since we are only concerned with the spectral
shape of the W(Y,n) cross section, the experimental
method is relatively simple. An energy-analyzed, 10.0
MeV beam of electrons with a pulse width of 4 ns and
a rate of 800 Hz was focused onto an Al electron beam
stop and bremsstrahlung converter as shown in Fig. 1.

The bremsstrahlung photons irradiated a sample of W
povder 0-0.93 g/cm^) which was encased in a thin-walled
Al can. Photoneutrons from the W then traveled through
two 15-m flight paths which were at angles of 90° and
135° with respect to the photon beam axis. The neu-
trons were detected in plastic scintillators (2.5-cm
thick x 20 cm X 5.1 cm) located at the end of each
flight path. The neutron energies were measured with
a time-of-flight method. The shapes of the forward-
-produced thick target bremsstrahlung for Al and W are
nearly identical, so that no significant shape error
was introduced by using an Al converter. The target
thickness in the photon beam direction was 0.18 g/cm^
and 0.036 g/cm^ in the neutron direction at 90°. The
neutron detector efficiency and effects of Bi Y-flash
filter were unfolded from the measured spectra. The
final results are shown in Fig. 2 for a reaction angle
of 90°.

Results

The spectrum shown in Fig. 2 was averaged and
plotted in 30-keV increments. The spectrum can be

15.0 m wi
I

I

Fig. 1. Schematic diagram of experimental
arrangement.

NEUTRON ENERGY (MeV)

Fig. 2. Relative yield of photoneutrons from
the W(Y,n) reaction at 90° for a 10-MeV electron
beam.

relatively well-represented by a Maxwellian with a

temperature of 0.45 MeV as shown in Fig. 2. The curve
in the figure was calculated with the expression

N=.N El/2e-E/0.45
o

where Nq = 0.0196. The constant term Nq, of course,
has no significance since we have determined only the

spectral shape for the W(Y,n) reaction.

There are currently two methods for determin-
ing the dose equivalent from this primary spectra. In

both methods one must detemine the neutron fluence
and the contribution from thermal neutrons. The first

method, "brute-force," would be to determine with a

Monte Carlo technique the spectral shape after trans-
mission through the head shielding. The second method,
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"cookbook," was developed by McCall et al.-'- He ob-

served that to a very good approximation one only

needs to know the behavior of neutrons with the aver-

age energy of the neutron spectrum in order to deter-
mine the dose equivalent. We have found the average
energy from the Maxwellian shape of the present spec-
trum to be E = 0.67 MeV. Once this is known a simple

procedure is described in Ref. 1 to obtain the dose
equivalent

.

It is expected that the present work will
lead to more accurate determinations of neutron dose
equivalent of leakage neutrons from 10-MeV electron
accelerators.
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NELMA PROJECT

I. Objectives of the Methodical Aspects

G. C. Madueme
Department of Physics, University of Ife, Ile-Ife, Nigeria

The significance of the NELMA Project is presented. The main aim is to inject new and useful
frontiers into the medical care facilities in Nigeria and to provide broader scopes for applying
excited nuclear probes to research in bio-agricultural economics as well as in nuclear and solid
state physics.

[Nuclear Methods in Medicine, Nuclear Methods in Agriculture, Oil well Logging]

Inrroduction

Applications of nuclear science to the
material needs of h\aman existence today
are readily found within a multifold
subject areas such as medicine, chemistry,
biology, geology, archeology, food and
agriculture, material science as well as a
wide range of industrial and technological
fields. Some of these areas need proper
investigation in Nigeria today as they touch
on issues which have decisive importance
for the life of the individual; in particu-
lar disease, hunger and malnutrition. This
project therefore focuses on the areas of
life sciences, mainly medicine, biology,
food and agriculture. The need for more
adequate and improved facilities for health
care as well as more adequate and improved
agricultural products in the country is such
that program-related applied research with
such a focus can, for example, make a major
contribution to food availability, thereby
control the rising cost of food. In
response to such needs , a study of the
possibility of utilizing in Nigeria an
accelerating machine for medical use as well
as for bio-agricultural and physical pro-
grammes was initiated by the author while
at the cyclotron laboratory of the Institute
for Nuclear Study, University of Tokyo
(1975-1977). The ideas, however, grew
earlier out of studies at the Tandem Accele-
rator laboratory, Uppsala (1970-1975).

The NELMA (Nuclear Energy Laboratory
of Medical and Agricultural Sciences) pro-
ject was conceived to meet the demand made
by many observers in the country today that
research ought to be beneficial. Hence, in
further recognition of the need to maintain
a strong relationship between applied
science and basic research, the NELMA
project is expected to at least

(i) contribute solutions to specific
problems in the life sciences and
bio-medical physics

(ii) exploit experimental techniques
and fundamental concepts to gain
a better understanding of ideas
related to human biology, food
and agricultural science

(iii) maintain a strong basic research
which may provide the nourishment
that could be valuable in meeting
fut\ire identified needs.

To achieve these objectives the accelerator
laboratory is designed to be provided with
3 beam courses for medical irradiation.

isotope production and bio-agricultural
science respectively; and another 3 lines
for nuclear, solid-state and material
physics. Light and heai/y ions will be
available and beam time will be shared
between the pair of 3 beam lines in the
ratio 2:1. It is hoped that the scientific
community in Nigeria will be better
equipped with the aid of this new facility,
to meet the challenges of certain health
and food-related problems in the society,
as well as contribute actively to the
acquisition of new knowledge which will
further yield benefits to enhance the
quality of life of human beings as well as
a better understanding of our universe.

In the subsequent sections some of
the main objectives of the NELMA project
will be outlined. They drive from the
use of

a) emitted signals from radionuclides

b) the interaction between radiation
and matter

c) the mutual interaction between
nuclei, and

d) the interaction between nuclei and
their surroundings.

The principal tools in the practical
application are the tracer technique and
radioactivation analysis.

Medicine and Health Care

Radioisotope production for Medical Use

Production of nuclides of desired
purity and radiation properties demands
the knowledge of properties such as isotopic
ab\indance of target material and its
economy, reaction energy and reaction
probabilities. In addition, for the
produced radionuclides to be usable,
knowledge of the nuclear spectroscopic
nature is required e.g. the types of decay,
lifetimes and the form of decay schemes.
The isotope production unit will be of
particular advantage in the case of short-
lived isotopes important for biochemistry

15 11 13
and physiology e.g. 0, C and "^N.

Other examples of medical-use radioisotopes
for production and their application
potential are shown in the following table:
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Table I. Medical-use radionuclides and
application potential

Radioisotope Use
TechniquQ^
Properties

55pe, ^%e

Au, P

123-

99Tc

252
Cf

Treatment and
prevention of
blood (haemo-
globin)
deficiency in
the body.
Iron transport
studies.

Isotopic dia-
gnostics and
therapy for
kidney, brain,
heeirt

,
Ixings

and thyroid
glands

Liver
,
lung

scans; blood
vol. measure-
ments, thyroid
studies

Brain scans

Neutron radio-
graphy for
treatment of
tiimors

Addition
in food;
tracer
method

Short T^.

Has only a
low energy Y

Selective
irradiation

Nuclear methods in medicine

The methodical aspects will include
studies aimed at establishing the connection
between certain diseases and the essential
salts of the body; for instance, the
implication of change in limestone content
of urine for kidney stone and that of
sodium accumulation in the body for heart
ailments as well as for high blood pressure.
Thus, measurement of absorption coefficient
for low energy Y-ray or the attenuation
when monoenergetic beam is passed through
a given part of the body could be used to
evaluate the calcium concentration in bone
tissue. Evidence of lung infection may be
established through trace elements such as
Ta, Co and W; while leade poisoning (common
among industrial workers) may be detected
through X-ray fluorescence method in cases
where conventional tracer technique is
unsuitable. Emitted signals from radio-
nuclides after activation will be useful
in the analysis of materials left at the
scene of a crime as well as for detection
of forgeries. Also, nuclear reactions of

the types ''%(p, ^y) ""^O and ''^N(p, ay) ""^C

will be important for understanding the
role of fluorine in the process of tooth
care. It is also well known that body

measurements of ^^K, ''^'^Cs and ''^^I in
thyroid glands yield valuable information

on ecological implications of nuclear
radiations. In addition, meas\irement of
potassium content in the body will give
useful information on the distribution of
muscles and fat production in the body as
well as on heart diseases and conditions
of first year infancy.

Radiation therapy and tumor treatment

Conventional X-ray machines for
radiation treatment are increasingly being
replaced by accelerating machines. One
beam course will be devoted to medical
irradiation e.g. for cancer and brain
tumor patients.

Livestock, Food and

Bio-agricultural Science

The NELKA project aims at contributing
in advancing food production in the
country. Radiation sources and radio-
isotope tracers in agriculture ajid animal
science will therefore received the
attention they deserve. Research efforts
with nuclear techniques will be directed
on specific areas such as plant and animal
breeding, management of tropical soils,
pest control and ruminant livestock.
Nuclear methods have the advantages of
high sensitivity and more direct approach.
In some cases the desired information are
obtained via nuclear methods only. It is
common knowledge, for example, that the

radionuclides ^°Co, '^P, ""^C and ^^Zn are
important in pest control, gamma radiation
being very useful in eradication certain
species of soil parasites.

Soil management, plant and
animal science

The investigations will include
efficiency studies of solar energy fixation
by plants through isotope techniques,
reseaj:*ch on fertilizer dressings, develop-
ment of root systems, ion and water intake
mechanisms in plants, the influence of
ionizing radiation on vegetative processes
in plaJits, protein content and oil content
determination as well as the use of
ionising irradiation on food and livestock.
Some examples of the type of problems to
be examined within this group are surm-
marised in table II.

Table II. Nuclear methods in agriculture

Nuclides
Nuclear Aim Technique
reactions

Nitrogen,
phosphorus
and Potassium

Fertilizer
efficiency
studies;
nutrient
status of
soils

Isotopic
dilution
analysis

,

activation
analysis
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and ®Sb

Na, 3, Zn,
Cs and Se

and ^''Na

57Co

^Vp,d),

^^N(d,a),

""^^I radia-
tion on
eggs

Irradiation
of peri-
shable food
products
e.g. meat,
fish,
fruits

,

vegetables

,

yams,
onions

,

grains

.

Irradiation
of pigs,
duck eggs
and fish
sperm

Root activity
tests for
fertilization
technique

Root Propaga-
tion Studies

Fast processes
taking place
in plant
organisms

Structure of
haemoglobin

Nitrogen
content and
its depth
distribution
in single
seeds, e.g.
maize and
beans

.

Protein loss
in various
treatment of
seeds e.g.
rice polishing

Oil content
in seeds

Studies on
how to produce
eggs with
more uniform
thickness

;

conservation

Preservation
and increased
shelf life.
Prevention of
food toxins
and parasites
c.f. heating
and freezing

Ketabolism of
minerals in
domestic
animals

;

breeding and
reproduction
effects (e.g.
fertilization
rate)

Injection
into soil
and analy-
sis of leaf
sample

Selective
injection
into soil
or fertili-
zer

Mossbauer
technique

Evaluation
of energy
loss per
unit length
penetration

Measurement
of dielec-
tricity
constant at
different
frequencies

Deduction of
shell thick-
ness from
intensity
measurements

Proper
choice of
radiation
dose

( P Y)
reactions on
liquid
food, e.g.
orange
juice

Isotopic
diagnostics
in animal
husbandry
and verti-
nary medi-
cine

Analysis of
fluids for
elemental
composition
of contami-
tants

Thyroid
glands

,

liver,
kidney and
brain
disorders

•Proton-
induced X-ray
fluorescence
technique on
sample spread
on suitable
foil

Gamma Cameras

• Suitable for the analysis of environ-
mental pollution in air.

Nuclear Physics, Solid State

aind Materials

Based on the knowledge of nuclear and
material properties, nuclear radiations
and nuclear spectra the NELI'IA. project will
make some impact directly or indirectly
on a wide range of industrial and techno-
logical activities in Nigeria such as oil
and minerals, steel, glass, paper and
textiles. (E.g. Logging of oil wells by
means of nuclear techniques; use of
deuteron induced reactions to obtain a
depth profile in material composition
analysis and for the control of machine
wear)

.

The extensive applications of basic
knowledge point to the need of generating
continuously, fundamental results and data
for new areas of application. A large
number of atomic nuclei can be used at
present for various purposes and as probes
because we possess a fairly good knowledge
of their elementary properties. Estimates
show that about 6000 nuclei exist with
lifetimes long enough to permit studies on
their nature and properties. Only about a
quarter of these have been studied of
which the knowledge of mainy nuclei is very
rudimentairy. One of the greatest
challenges to basic research is to extend
our knowledge to the unexplored nuclear
regions. Many new phenomena would
certainly unfold in our quest for the clue
to understanding nuclear structure. In
addition, significant innovations on
instrumentation and experimental techniques
are expected as a result of the different
needs of the selected areas of accelerator
utilization in life sciences and physics.

Conclusions

The applications which have been
outlined should constitute some of the
most valuable contributions offered to the
life sciences by nuclear technology so
that the NELMA project would indeed be
well justified. On the other hand, the
basic physics research will provide not
only the noiirishment for the applied work
but also the knowledge which is essential

431



for understanding the evolution of the
universe; through nuclear reactions by
which elements are formed and which also
control the processes in the stars.
Nuclear resesirch, in particular, which is
revealing the many properties of matter and
its evolutionary trends through various
concepts and laws, perhaps, holds the
ultimate answer to the age old question on
the structure of matter and its various
forms of existence. Hence future disco-
veries will further affect the life of the
individual in many respects.
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THE I27i(n^2n)^26i REACTION AS A FAST NEUTRON FLUX MONITOR

D. C. Santry

Solid State Science Branch, Atomic Energy of Canada Limited,

Chalk River Nuclear Laboratories, Chalk River, Ontario, Canada KOJ IJO

The activation method was used to measure the production of 12.88 day ^^^I as a function of neutron energy.

Monoenergetic neutrons were produced with a tandem Van de Graaff using the reaction D(d,n)^He and T(d,n)'*He.

Cross sections were measured from a threshold energy of 9.2 MeV up to 20 MeV relative to the known cross sections

for the 22s(n,p)32p reaction. The study has shown that the ^^'^l{n,2r]) reaction has a flat response around 14 MeV

and this factor combined with the suitable decay characteristics of ^^^I provides a reaction suitable as a

standard for determining integrated fast-neutron fluxes of neutron generators and thermonuclear fusion machines.

[^27i(n^2n)^26j^ measured cross section, E^ = 9.2 to 20 MeV, deduced effective a for ^^'^lin,2n) and

32s(n,p) for 235u fission neutron spectrum]

Introduction Experimental

The use of threshold detectors to provide informa-
tion on flux densities, fluences and spectra of fast
neutrons has several advantages over instrumental
methods. For example, they are inexpensive, simple to

use and because of their small size can be placed in

any chosen irradiation position and will have a

negligible perturbation on the measured flux. They are

not sensitive to temperature or to gamma rays, in

contrast to other methods such as proton recoil or

nuclear emulsions. They work well with pulsed sources,

such as cyclotrons, and effects due to coincidences or

pile-up do not apply.

Although threshold detectors are used for measur-
ing integral neutron spectra and fast fluxes, there is

no widely accepted standard reaction. Perhaps the

closest to a standard is the 32s(p^p)32p reaction
which is also used in personal radiation dosimetry.
Many of the factors involved in using the 32S(n,p)

reaction have been described previously^. The validity
of its cross section values has been confirmed, since
other fast-neutron cross sections measured by Santry
and Butler relative to the ^2S(n,p) values are in

excellent agreement with measurements by Paulsen and

Liskien using a proton-recoil telescope^.

The present paper discusses the possible uses of

the reaction ^2^I(n,2n) ^^^I as a supplemental standard
for measuring neutrons with energies above 9.2 MeV (see

Table 1). The cross section for the production of ^^^I

as a function of neutron energy was measured from a

threshold energy of 9.2 MeV up to 20 MeV.

Table 1

Nuclear Parameters for Fast-Neutron Flux Monitoring^

Reaction

I27i(n,2n)i26i

Threshol

d

(MeV)

9.14

32s(n,p)32p 'x.1.5

Half-life
of product

( days

)

13.0

14.28

Detection

6-counting

Y-counti ng

(666 keV

photon)

B-counting

Calibration standards

i"Cs 30.1 year (662 keV photons)

32p 14.28 day

Neutron Irradiation

Monoenergetic neutrons were obtained from the
D(d,n)^He and T(d,n)'^He reactions using a Tandem Van de
Graaff Accelerator or a Texas Nuclear Neutron
Generator. The irradiation conditions are shown
schematically in Figure 1. A col lima ted deuteron beam
strikes a target of either tritium or deuterium and
samples to be activated are placed at known angles
relative to the incident deuteron beam, i.e., 0 to 150°

for tritium and at 0° for deuterium. Samples irradiat-
ed subtended half angles of 9° for the tritium target
and 6.5° for the deuterium gas cell.

3 2 mm DltU UUt

I

DEUTERONS

TtNDEy V«N DE CRAtFF

TEX«S miCLE«R NEUTRON GENERATOR

A \— IRRADIATED

Il -T TARGET ' " SAKPLES

(0.9 m'/m') X X (4 8 ran DIAa.)

T(d,n) *He

II
3-2 I

TANOEU VAN OE GRAAFF

II
DIAN BEAN

Ta 1 1 NODI

(II mg/cm')

7'
I— IRRADIATED SANPLES

(4.e ran DIAN.

)

DEUTERIUN

GAS CELL

(255 Torr)

0((i,n) 'He

Fig. 1. Fast Neutron Irradiation Cells

Iodine samples were prepared from hexaiodo-
benzene (Cglg), a brown powder, which was pressed into
pellets 5 mm in diameter and 1 mm in thickness. This
material has the advantage of high iodine content
(91.4%) and unlike many other compounds is nonhygro-
scopic^. Powdered sulfur was pressed into pellets of
the same dimensions as the C^Ig.

Neutron Flux Monitoring

In measuring the neutron cross section for iodine,
samples of Cgle were sandwiched between pellets of

sulfur of the same diameter. Neutron fluxes were
therefore calibrated through the known cross
sections^''* of ^2s(n^p) reaction. The flux gradient
which occurs over the geometrical arrangement of

samples was determined by irradiating stacked pellets
of known thicknesses and measuring the specific
activity of each pellet. Neutron attenuation in the
samples was small, calculated to be < 0.2% for 1 mm
thick pellets. In practice, the front and rear sulfur
samples were counted separately and when corrected for

geometry gave the same activity value.
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Additional irradiations were performed with

tritium and deuterium replaced by hydrogen and thus

provided a measure of activation by background neutron
production, it was found that there was no contribu-

tion to the ^^^I activity by background neutrons, but

there were corrections for the 3^S(n,p) reaction^.

For neutrons produced with the (D + D) reaction,

there were associated with the monoenerqetic group a

continuum of neutrons produced by the D{d,np)D or

breakup reaction. The energies of the breakup neutrons
are low enough that they do not activate the iodine

samples to form ^^^l, but do activate sulfur to form
32p. Corrections for the breakup neutrons were
computed from cross section values and the known energy
distribution of neutrons from the breakup process^

.

Activity Measurements

The irradiated sulfur samples were ignited to

produce weightless sources of 14.22 day ^^p which were
beta counted with an overall efficiency of

42.2 ± 0.8%i.

The irradiated Cgl^ pellets were measured with
gamma ray spectrometers, either Nal or Ge(Li) detectors.

The radioactivity of all samples was followed to

confirm the identity of activities. Immediately after
an irradiation some ^^sj (^j^ 20 min), formed by the

(n,Y) reaction, was observed but decayed away within
3 hours. Figure 2 shows a gamma ray spectrum of Cglg

measured one day after an irradiation. There are no

interfering activities. Although there are two

abundant gamma rays at 388 and 666 keV, measurement of

the latter is recommended since detectors are easily
calibrated at 662 keV with commercially available
^^^Cs standardized sources.

>2i IODINE

lU I I I I I I I I I I I

0 200 too 600 800 1000

CHANNEL NUMBED

Fig. 2. Gamma-ray spectrum of Cgle irradiated with
14.5 MeV neutrons (decay time 20 hours). All the
observed gamma rays are from the decay of ^^^I.

The radioactive decay of i^ej ^g^^ followed for
58 days and a least squares fit to the decay data gave
a half life value of 12.88 ± 0.03 days which is to be
compared with 13.0 days as listed by Lederer and
Shirley^. The absolute values of gammas per disinte-
gration used in this work were 0.32 ± 0.06 for
388.5 keV and 0.30 ± 0.06 for the 666.2 keV transi-
tions^'^.

Resul

t

s

From a measure of the ^^P and ^^ej activities and
a knowledge of the irradiation histories, cross
sections were calculated for the ^^'^l{n,2n) reaction.
The excitation curve is shown in Figure 3 and the
results are listed in Table 2.

1000 -

100

:

10
8 10 12 14 16 18 20

NEUTRON ENERGY (MeV)

Fig. 3. Excitation curve for the ^2^I(n,2n)^^^I
reaction

.

Table 2

^^^i (n ,2n) 1261 Cross Section Measured Relative

to the ^2s(n,p)32p Reaction

Neutron Energy Cross Section (mb)

(MeV) 32S(n,p) 127i( n ,2n)

9 25 + 0 11 366 11.6 + 2

9 80 + 0 11 383 155 + 1

10. 25 + 0 11 397 422 + 35

in 75 + 0 11 398 754 + 60

12 5 + 0 4 333 1569 + 94

13 58 + 0 10* 277 1690 + 101

13 89 + 0 06* 263 1720 + 103

14 24 + 0 08* 235 1780 + 107

14 50 + 0 15* 226 1782 + 107

14 76 + 0 20* 216 1766 + 106

16 2 + 0 6 154 1731 + 104

17 8 + 0 5 106 1681 + 100

19 6 + 0 3 80 1424 + 85

Texas Nuclear Neutron Generator
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At each energy the cross section value is the average

of at least three separate measurements. Errors in

the measured cross sections are 6% except near the

reaction threshold energy. The values were determined
relative to the ^^S(n,p) cross sections and possible
errors of 6% in the latter have not been included, nor

has the 20% uncertainty in the gamma ray abundance of

the 666 keV transition in the decay of ^^^l. A more
accurate gamma branching ratio for the decay of ^^ej

is desirable, but at present using the value quoted
here together with the derived cross section value will
give the correct neutron flux. The observed threshold
occurs at 9.2 MeV, in agreement with the calculated Q
for the reaction, consequently the reaction is

sensitive only to the higher energy component of fast
neutrons.

Discussion

Previously published values for the ^^'^I(n,2r\)

cross section were made at energies around 14 MeV, but

were in poor agreement with each other. The most
recent measurements at 14.5 MeV when corrected for the

gamma branching ratio now accepted'^ are 1764 + 140 mb

by Barrall, et al.^ and 1752 + 80 mb by Lu, et al.^"
These values are in good agreement with 1782 + 107 mb

as measured in this work.

The i27j(|^^2n) reaction has a flat response around
14 MeV which is the energy region produced by neutron
generators or thermonuclear fusion machines. For
monitoring (D + T) neutrons, the reaction is not

influenced by the presence of extraneous 2.9 MeV

(D + D) neutrons produced by deuterium buildup in

tritium targets.

Changes in neutron energy as well as flux can be

monitored using the i27j(p^2n) reaction in conjunction
with a low threshold detector, i .e., 32s(p^p) _ por this
pair of reactions the resulting products have similar
half lives and would be monitoring the same irradiation
time period. In the example given in the previous
paragraph, a measure of ^^p i26i activities would
determine the (D + D) neutrons as well as the (D + T)

contribution. Another example would be in monitoring
the neutron spectrum of a nuclear reactor. Calcula-
tions^ of an effective cross section for a fission
neutron spectrum based on the differential cross
section values are given in Table 3. By measuring the
ratio of ^^P to ^^^I activities, it is possible to

measure deviations from a pure fission spectrum.

Table 3

Effective Cross Section for a Fission-Neutron Spectrum

a = N(E)a dE
0

For a 2^^U spectrum -

1/2
N(E) = k exp (-1 .036) sinh(2.29E)

5 i27j(n^2n)i26i = ] .03 mb

The present study shows that the high cross
section for i27i(n^2n) reaction combined with the

suitable decay characteristics of ^^^I make the

reaction suitable for measuring the high energy
neutron component in experiments at accelerators or

in nuclear reactors.
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RESONANCE NEUTRON RADIOGRAPHY FOR NONDESTRUCTIVE EVALUATION AND ASSAY APPLICATIONS

J. W. Behrens, R. A. Schrack, A. D. Carlson, and C. D. Bowman
National Bureau of Standards
Washington, D. C. 20234, USA

Resonance neutron radiography is being developed at the NBS for both nondestructive
evaluation (NDE) and nondestructive assay (NDA) applications. To illustrate the method
we determined the distribution of solder between two silver-brazed metal rings and measured
the thickness of the braze. Our technique was also used to nondestructively assay ^ U,

235u, and ^-^^U in a fresh UO2 nuclear fuel pellet. The National Bureau of Standards linear
accelerator provided a pulsed source of neutrons over the energy range from 0.3 eV to 20 eV.

A linear position-sensitive proportional counter (PSPC) was designed and built having a

spatial resolution of 1.2 mm. The PSPC had a sensitive length of 50 mm and contained 3 atm
•^He, 7.5 atm Xe, and 0.5 atm CO2. Transmission values over the resonances were used to
identify and assay the materials.

[Epithermal neutron energy, neutron radiography, nondestructive assay, nondestructive
evaluation, position-sensitive proportional counter.]

Introduction

Rapid growth in the development of neutron radio-
graphy began in the early 1960s. By the mid 1960s
thermal neutron radiography was being used by industry.
A summary of the early development of neutron radio-
graphy has been published by Berger.^ In 1970 Forman
et al^.^ used epithermal neutrons to produce neutron
radiographs. A pulsed reactor and a ^Li-based neutron
detector were used. Neutron energy was determined by
time-of-fl ight. In 1972 Kaplan et al_.-^ reported work
on thermal neutron radiography using a multiwire pro-

portional counter instead of photographic film and

in 1975 Priesmeyer and Harz^ determined the isotopic
assay of irradiated nuclear fuel using neutron trans-
mission measurements in the energy range below 20 eV.

To date neutron radiography has primarily been
considered as a nondestructive evaluation (NDE) tech-
nique. At the National Bureau of Standards (NBS) we
are developing a method called resonance neutron radio-
graphy. 5 By comparison, this method utilizes epi-
thermal neutrons and a position-sensitive proportional
counter (PSPC) and has applicability as both an NDE
and NDA (nondestructive assay) technique. To demon-
strate and test the method a broad energy spectrum of
epithermal neutrons and a linear (i.e., a one-
dimensional) PSPC were used with the time-of-fl ight
technique to determine (1) the distribution of solder
between two silver-brazed metal rings and to measure
the thickness of the braze, and (2) the amount of
234u, 235u^ gnH 238u in a fresh UO2 nuclear fuel

pel 1 et.

Experimental Setup

A test facility for resonance neutron radio-
graphy has been established and experiments completed
confirm the scientific validity of the method. The
apparatus is illustrated in Fig. 1. The NBS 100 MeV
electron linear accelerator was used to produce a

pul sed-neutron source. The electron beam struck a

water-cooled tungsten target. The resulting brem-
sstrahlung radiation produced neutrons by the (y.n)
reaction in the tungsten. High energy neutrons were
moderated using a water moderator. The linac para-
meters which were used to take the two radiographs
are 'given in Table I

.

Fig. 1. Illustration of experimental setup
for resonance neutron radiography experiments.

The neutron beam was collimated by a narrow slit
and passed through the object to be radiographed. The
transmitted intensity was detected in the linear PSPC.
For the silver solder radiograph a commercially avail-
able PSPC^ containing 4 atm ^He and 6 atm argon was
used. Position sensing was accomplished by charge
division from the resistive electrode.^ The sensitive
length was 300 mm and the spatial resolution, measured
at the NBS reactor,^ was 5 mm. This spatial resolu-
tion was satisfactory for the 76 mm diameter silver
solder braze; however, it was not good enough for

radiography of 10 mm diameter fresh nuclear fuel

pellets. For the cyl indrical ly shaped nuclear fuel

a spatial resolution of 1 mm was desired; however,
linear PSPCs with 1 mm spatial resolution were not
available commercially. To solve this problem the

NBS and ORNL^ started a collaboration to develop a

linear PSPC with 50 mm sensitive length and a 1 mm
spatial resolution. Our PSPC contained 3 atm ^He,

7.5 atm Xe, and 0.5 atm CO2. Position sensing was
accomplished by RC-encoding.^0 The spatial resolution,
measured at the ORNL HFIR reactor, ^1 was 1.2 mm. This
PSPC was used at the NBS for the fresh nuclear fuel

radiograph.
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Table I. Linac parameters during radiography measurements

.

Radiograph Linac Parameters

Electron Average power
Repetition rate Maximum electron energy pulse width on target

(Hz) (MeV) (usee) (kW)

Silver solder braze 600 92 1/2 3.2

Fresh nuclear fuel 720 110 1 4.0

The object under study was moved by a precision-
driven tray. The information on position of the tray
(x-direction) and position of neutron detection (y-

direction) were fed into our data acquisition system
along with time-of-fl ight information. Each position
of the tray had assigned to it 262K words of memory
from our data storage disk. For a given tray position
2048 time-of-fl ight channels with 128 pulse height
channels per TOF channel were used. The time per

channel on the TOF data was 1/4 y sec. We processed
the multi-parameter data to form pictures for particu-
lar neutron energies of interest.

Resul ts

Silver Solder Radiograph

For the silver solder radiograph a 5-inch outer
diameter, 1-inch inner diameter, 1/2-inch thick brass
ring was machined to contain a 3-inch outer diameter,
1-inch inner diameter, 1/4-inch thick steel ring.

The steel ring was silver soldered into the center of
the brass ring. Solder was purposely omitted from
about a 20 degree portion of the full circle. The
objective of the experiment was to determine the
distribution of the silver solder and to measure its

thickness.

For this experiment the PSPC was located at a

flight path distance of 8.5 meters from the neutron
producing target. The neutron beam was collimated to

a slit 6 inches long and 3 mm wide. A total of 26

tray positions were required (25 sample in runs and
1 sample out run) to take the radiograph and each
position represented approximately 45 minutes of data
collection.

The results of the measurement are shown in

Fig. 2. Silver was identified using the time-of-
fl ight information for the neutron energy range
centered on the 5-eV resonance of the isotope ^^"Ag.

Position information for "on resonance" (3 to 7 eV)

and "off resonance" (10 to 20 eV) conditions gave us

transmission values from which the image in Fig. 2

could be constructed. In looking at Fig. 2 it is

clear that the distribution of the silver was not
uniform and the 20-degree slot is clearly visible.
From the transmission values the thickness of the
silver was determined. This was done using area
analysis on the isolated 5 eV l09Ag resonance. In

the more uniform regions the silver thickness
averaged about 0.001 inch. This is to be compared to
the 0.5 inch total thickness of the sample.

ttttttxtt **»
tttnttttt ttt

*»«»»»
»»«*»*

*tt *t%...ttt ttt
t*t . .««* «*«

ttt. . .ttt. . .ttt ttt. . .»«**»»
.ttt .ttt .. .ttt , .... .ttt ... ttt ttt
'.ttt','. .ttttttmmm. . . . !iiDti!»»» ttt
ttt.. .ttttttmmm.

.

. t»*»*«ti)iio««». . .tainiin:** ttt
lglIIII)l|g««<IllDI(IlIil(931lll(l]IIIII]t(lD!Illiaia(gill«>:<lll01IIl(II«««

DiDiiiiiii«>«(i]iiiniaiiitiiaiitimtiiiiiii]iD(i)[ii(i]iiBtt>iiiii]D(ii):t»

tl^ttXtOlinillBIIIHIiaiBBtlinillKlltliaailllllllllllBIIIIIIDtllDlIDIDIlIt]:):. . .xtx. . .

tttttttDIOtgillllllllSIBOlimtlltlllDIBIBIIIiaillllllllllltlllllOIDIIllttt. . .ttt..

.

IDIDiOBBBBBBBBBBaBBilBaSlJlIllIlBBBaBaaBBBIBailBBiBBBiBBtg
(gisioaaBaaaaBBBiBBBBsaBaDiDiBBBBMaiaKBaBaBBiaBBBBBBBni

itttgittiiaaaBBBiBBBaaBBBtt*:. . .iiiioniaaBtttRiitiratiiBaaaaaaaBaaaaantttiiioiio. .

.

. . , t«tiiig(nBaBaeaBBaaaaRBi««* . . .toDngaaBtttaiimciinBaaBBBBBaaaBBBBsttisaii). .

.

DDnnBaaaaBBflBaaaaaB *t ( ttttttttttiKciiiaaBBBaBaBaaaaaaBBBBBBtiKgtii . .

.

(giiiaiBBBBaBaaaaaeBBBti* «t:«::t4:«4:«<tiit[i(iiaaaaaBBBBaaBaaBaeBBBi(iiti!ii]. .

.

t»»BBaPBBBBaBaBiBBBBBDBB tttltttttOKIIIlligigillBaBeBtBlflaBBZlaBBBBGraDim

. . , . .tttaeiiBBBaaBBBBBaBBEaBaB ttttttt^tDlIIKDIIlSlDiaaBaBBBBBBBBBBSaBBItffintt*

. . J . .aBaaaaBaaaaBBBBttxaeattt tttttt. . .«*tiiiitiiaBBBBBaBBBaBaBBBBBBBiir;tt

aiBBBaaaaaaaBat«tasa«<» tttttt. . .»«:t:ii)iii(iiaaaBe8BBBBat:9BDBBaBitB«t>

. .»):4:iia»>:«Bi:aaaiaaBaBa4:t* tniiKiBBBaiBBBaaBKBBiiBaaaEgit^

.

.

tttantttwmuuttttt DUDuaaaaaBBisBaeBBBBBaBaeatn
. .:t«:«iii(oiii[iiiii(i)aiaaaaa8att«««» .aaaaaflBBBBBBSDaaBaaaBDiiiigi

. .tt^DlDIIIKlillllllBaBBBeaaat**):*): .BBBBBBBBaaBBaaBaatlBBBDIIIlK

. .tttaaaoinKiiBBagBiaaBDiDiiii >tt . ...aaBBaaaaBBBiiesaaaBanaoiiiiii)

. .txKBBBiiiDKiiaaaaBaaaaiiiiiiii ttt. . .BaaBaaaaBBBaBfiaaaiBBi'Diiii

DiaaaBBaaaaaiDiirittt ttuKnmBBBBaaiBiBaaBaaaBBBBS
DiaBBBBaBBBitigiit** tttmoiDiafleaBBaaBBBBBaaeieiaB

. . . .mtHDHaaBiBBBBBBBtlltDO! ttttttaaBBaBBaBBaliaaBIBROltDII] . .

.

. . . .iiiniioaBBaaaBaaBBBicniig «:i>:*ttaB«iaaasBBi9aBBBaet3!niii. ,

.

tttaaBiaaaafl :t::i:«iiiiginffitntiiaaBB8saBBBsaaeBBBiBaa*ii. .

.

. 1 . .*««:BBaaaBasB tjiidgiiiiiiiiimmaaaaflBEBBaBsaBBBBaBaBitt. .

.

ODiiiiaaaBaBiiiDiiii t^t^^niioiiiBaBBaaiiiiiiiiBBaBaaaaBiiaaaBiiaioiciii. .

.

. , nDigiaRBBiaiiiiroi :t>:t[diii(i]aaaBaaii][iitiiaBBBflaa4iiBBBtBiiiaB[i:ii)[ii. .

.

tttttttaattt «);«:iii[i)(]iBBaBeani[DiiitiiDitiiaBaBBBaaai«t*<<

ttttttmttt tttmmiaiMmmmatmnaBitttit
Biaiii**» tiiniiiaaaaBaBaiiafflitBBaDitiiostoBfflCBiEfflnB

BHHDittt DiiDDiBBaagaBaBniiiiiiaBBni

ttt Biiiiniijttitooj'jaiiitn. ..»**...»*».
ttt MIlItllttttBMffltlirailltl!. ..ttt...ttt.

. .ttt

..ttt

Fig. 2. Image of silver distribution in

brazed metal rings.

Fresh Nuclear Fuel Radiograph

For the fresh nuclear fuel radiograph fresh UO2

nuclear fuel pellets^^ 10 mm in diameter and 10 mm

in thickness with 235u enrichments ranging from 1.88

to 3.95 at.% were used. The UO2 pellets had a mass

of 9.1 grams. The objective of the experiment was to

assay the 234u, 235u, and ^38^ the pellets.

For this experiment the specially built NBS/ORNL

PSPC was located at a flight path distance of 4.6

meters from the neutron producing target. The neutron

beam was collimated to a slit 2 inches long and 3.2

mm wide. Figure 3 shows typical position information
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from an 8-hour linac run where two fuel pellets were
being radiographed simultaneously. The ratio of

pulse height distributions for sample in and sample

out over all time-of-fl ight channels is plotted as a

function of pulse height channel.
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Fig. 3. Typical position information showing
two nuclear fuel pellets.

235
The DO? pellet has three major components; U,

238u, and IdO. Over the neutron energy range from
1 to 20 eV the 1^0 total cross section is almost
constant; however, the ^^^U and 238u total cross
sections have considerable structure, as shown in

Fig. 4(a). Figure 4(b) shows transmission values
plotted as a function of TOF channel number. These
measured transmission values were determined for a

range of positions which were well inside the nuclear
fuel pellet. Determination of the isotopic abundance
of ^^^U was accomplished by fitting the nuclear data
for 235u and ^^^U to match these measured trans-
mission values (smooth curve in Fig. 4(b). Starting
values for n,, n^, and n^ (^^^U, ^^^U, and atoms/
barn, respectively) were determined in the following
way. Values for n.| and n^ were determined by a linear
least squares fit of the Tog of the transmission
values using the ^-^^U and 238(j total cross section
values as basis functions. The value for n3 was
determined by assuming the pellet to be pure UO^.

These n.| and values were then used in a more
complex nonlinear fitting code where the system
response function was included. This system response
function was due to the electron and neutron source
distributions and the detector electronics response.
Values of n-| and n2 determined in this manner were
within 1.5% of the values determined by gamma spectro-
metry. The amount of ^-^^U in the pellet was deter-
mined using area analysis on the 5.19 eV resonance
(see Fig. 4(b)). The n value was within 6% of the
value determined by mass spectrometry; however, the
statistical uncertainty in our measurement is about
6%.
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Fig. 4(b). Transmission values for a range of
positions well inside a 3.95 at.% 235u nuclear
fuel pellet.

'

.

Discussion

Our work has demonstrated the use of resonance
neutron radiography as an NDE and NDA technique. A
number of refinements to our experimental setup and
procedures are currently being pursued. The NBS and
ORNL are continuing their collaboration to develop
high spatial resolution PSPCs. We are currently
building an "area" PSPC which has a sensitive area
50 X 50 mm^ and a spatial resolution of 1 x 1 mm^.

Using this area PSPC would greatly reduce the linac

running time necessary to do a radiograph. Improve-

ments in our data acquisition system are being made
to accommodate the increased counting rates which will

accompany the area PSPC. Further refinements in our

data analysis methods are also being made.
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Our first radiograiph centered on determining the
presence of silver v/ithin an object. Clearly, other

elements and isotopes can be similarly identified
through their characteristic neutron resonances.
Table II gives an indication of elemental sensitivity
using resonance neutron radiography where, for
example, the element is mixed in an iron specimen
1-inch thick.

Table II. Sensitivity of resonance neutron
radiography.

Sensitivity Element
(atom ppm)*

< 5 Gd

5-10 Sm

10-30 In, Dy, Tm, Ta, W, Au

30-50 Pd, Ag, I, Cs, Pr, Eu, Hf, Re

50-100 Co, As, Rh, Cd, La, Ho, Ir

100-300 Mn, Br, Kr, Mo, Tc, Sn, Sb,

Xe, Nd, Er, Lu, Pf, Ti, Bi,

Th, U

300-500 Yb, Os, Hg

500-1000 Li, B, Te

1000-1500 Na, Se, Ru, Ba

*
Mixed in iron 1" thick.

The use of resonance neutron radiography as an

NOA technique for determining the 235u content in

fresh nuclear fuel might be valuable in the areas of
nuclear material accountability and safeguards.
Sections of fresh nuclear fuel rods could be nonde-
structively assayed at the NBS. These sections would
then become reference standards which would be circu-
lated worldwide to calibrate 235u assaying instru-
ments at nuclear fuel fabrication facilities.
Resonance neutron radiography might also be a valuable
technique at nuclear reprocessing plants as a non-
destructive method for nuclear accountability and
safeguards. Spent nuclear fuel contains a number of
uranium and plutonium isotopes. We will be using
resonance neutron radiography to assay a central and
an end section from a spent fuel rod. The object of
this experiment will be to demonstrate feasibility
of the technique with highly radioactive spent fuel,
to assay the ^^^y and 239pLi, and to measure radial
and longitudinal gradients in the ^-^^U and 239py

concentrations.

The feasibility of resonance neutron radiography
as an industrial NDE and/or NDA technique rests
greatly on the expense and complexity of the pulsed
neutron source. To conduct our measurements we
utilized the nine section NBS 100 MeV electron
linear accelerator. The expense and complexity of

the NBS linac are not necessary to produce a sufficient
neutron flux over the neutron energy range of interest,
i.e., from 0.3 eV to 20 eV . Sufficient neutron in-
tensity might be possible using a one section 10 MeV
linac in the manner described by Bowman. ^3 some
advantages of neutron production at lower electron
energy are (1) reduced capital for the accelerator,
(2) reduced physical space requirements, (3) more
reliable accelerator operation, (4) lower maintenance,
(5) simplicity of operation, and (6) greatly reduced
activation of accelerator and neutron target.
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FAST NEUTRON RADIOTHERAPY: FUNDAMENTAL ASPECTS AND CLINICAL RESULTS

J.J. Broerse
Radiobiological Institute TNO

Rijswijk, the Netherlands
^

Renewed applications of fast neutrons for clinical radiotherapy, were initiated by fundamental ra-
diobiological findings. Studies of the responses of normal tissues and tumour systems after irradiation
with fast neutrons had shown two essential differences with the effect after X-irradiation, notably a

reduced oxygen effect and a reduced repair of sublethal damage. Furthermore wide variations in relative

biological effectiveness had been observed for different tumours and normal tissues. The results of the

clinical applications of fast neutrons are promising for specific tumours. However, the studies have in-
dicated the need for coordinated clinical trials on a national and international scale. To allow a direct
evaluation of clinical results obtained at the different neutron radiotherapy centers it will be essen-
tial to optimize the delivery of the dose to the target volume and to determine the energy dissipation
with a sufficient degree of precision and accuracy. The need for better dose distributions and further
knowledge of nuclear data, including cross sections, will be exemplified.

[^neutron radiotherapy, radiobiology, neutron depth dose, uncertainties, cross sectionsj

Introduction Present-day radiobiological knowledge

Only a few years after the discovery of the neutron,
the first patients were treated with these indirectly
ionizing particles produced throug^ the d(8)+Be reaction
by a 37 inch cyclotron at Berkeley . Historical surveys
of the radiobiological and radiotherapeut^c^experience
with fast neutrons can be found elsewhere '

. The radio-
biological knowledge available in 1938 was very limited,
contradictory in some instances, and did not provide a

clear rationale as to why neutrons should give a better
result in the cure of cancer than conventional X-rays.
The clinical results of these first applications of fast
neutrons showed large variations; this was to be expect-
ed, since, in general, the patients treated were in an
advanced stage of the disease. Another conclusion of

the first clinical applications was that late effects
in different normal tissues were more serious than anti-
cipated. In later analyses of the data, a number of com-
plications could be attributed to differences in effects
of fractionation of neutrons as compared to photons. How-
ever, the mechanism of repair of sublethal damage for
different types of radiation was not yet investigated.
The clinical results were considered to be so unsatis-
factory that the neutron irradiations of patients were
terminated in 1942.

Only at the end of the fifties did new radiobiolo-
gical data become available, initially connected with
the so-called oxygen effect. Studies on cell systems in
vitro showed that a cell population is much more radio-
sensitive in the presence of oxygen than in its absence.
This effect can be described by the oxygen enhancement
ratio (OER) , which is defined as the ratio of the doses
needed for a certain survival level for cells under
anoxic and oxygenated conditions. For X- and gamma ra-
diation, this OER has a value between 2.5 and 3.0.
Employing the new tissue culture techniques, it was
also possible to study the effects of different types
of radiations with varying linear energy transfer (LET)

.

From cell survival studies after irradiation with deute-
rons and alpha-particles, it appeared that the shape of
the survival curve for high LET radiation differed from
that obtained after irradiation with low LET radiation,
such as X- or gamma rays. Furthermore, the OER was lower
for radiations with high LET than for low LET .

In this paper the actual radiobiological data will
be summarized, recent results of the clinical applica-
tions of fast neutron beams will be discussed and the
characteristics of fast neutron beams will be described.
In order to understand interactions of neutrons with bio-
logical material and to interpret dosimeter readings,
our knowledge on basic physical data (including neutron
cross sections) has to be extended especially in the
neutron energy range from 15 to 80 MeV.

When a biological system is irradiated with neu-
trons, the energy is dissipated by fast protons, alpha
particles and heavy recoils which are produced in the
tissue through interactions of the neutrons with the
tissue constituents. The secondary particles produced
by the neutrons have a higher ionization density than
electrons produced by X- or gamma radiation; consequent-
ly, neutrons can be described as high LET radiation. As
pointed out in the introduction, the OER is considerably
reduced for high LET radiation and, on the basis of the
research performed with alpha-particles and deuterons,
it was expected that the oxygen effect for neutrons
would also be lower than for photons. By using an es-
tablished line of cultured cells derived from human
kidney, the oxygen effect was initially studied after
irradiation with 15 MeV neutrons produced by the d+T
reaction. The survival curves observed have a much
steeper slope than those obtained after X-irradiation,

indicating that neutrons are more effective per unit
dose than X-rays which are used in radiobiology as a

standard radiation. Furthermore, it was concluded that

the OER for the 15 MeV neutrons was considerably lower

than that for X-rays, namely, 1.6 in comparisongWith
the OER of 2.6 for X-rays . Subsequent studies have

shown that the OER is independent of neutron energy and

remains constant up to high neutron energies produced
by the p(100)+Be reaction (see figure 1).

BROOKHAVEN
' Scatter -tre«

AMSTERDAM
Collimaled

ENERGY OF DEUTERON OR PROTON (meV)

INCIDENT ON BERYLIUM TARGET

Fig. 1. Values of the oxygen enhancement ratio

(OER) for various neutron beams produced by the^

p+Be, d+Be and d+T reactions (Hall and Kellerer )
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Since it has been shown that a number of animal tumoxirs

contain a certain fraction of anoxic cells, it appeared
that the use of neutrons could offer advantages in the
treatment of these types of tumours. To evaluate the

clinical usefulness of neutrons, however, it is neces-
sary that information be also obtained on the biologi-
cal effects on tumours and normal tissues in experi-
mental animals and man.

In radiotherapy applications, the required dose
is often limited by the risks of late damage to nor-
mal tissues such as fibrosis and necrosis. Since it is

difficult to study these late effects in a quantitative
way, the assessment of normal tissue damage is often
based on the scoring of effects occurring relatively
early after irradiation. Acute effects on normal tis-
sues can be expressed in a number of radiation syn-
dromes such as the bone marrow and intestinal syndromes
which reflect the overall response of the total .organism.

By the introduction of new techniques, it has also been
possible to study the effects on these normal tissues at
the cellular level. The survival of bone marrow stem
cells can be studied in a qi^antitative way by the use of
the spleen colony technique and the survival of cells
in the intestinal crypts by the counting of ghe regene-
rating colonies in the intestinal epitheliiam . The |ur-
vival curves for effects on normal cell populations
show that there is a great variation in the intrinsic
cellular radiosensitivity (see figure 2)

.

15 MtV neutroi

realized that it depends on a great number of circum-
stances, including the physiological conditions of the
irradiated cell population, the nature of the biological
effect and the dose applied. Furthermore, different RBE
values can be obtained for the same dose depending on
whether the radiation had been administered as a single
dose, fractionated or protracted irradiation.

Parallel with the investigations on the radiation
sensitivity of normal tissues, the sensitivity of a

number of experimental animal tumour systems has been
investigated. Information is presently available on the

in vitro survival characteristics of a number of animal
tumours. Studies on cell cultures derived from an osteo-
sarcoma, a lymphosarcoma and a ureter carcinoma have
shown that these^tumours have distinctly different ra-
diosensitivities . The RBE for the various tumour systems
is also considerably different; e.g., at a dose of about
100 rad, it varies between 1.8 and 3.0.

The final assessment of the possible advantages of
the use of fast neutrons for radiotherapy has to be
based on a comparison of the RBE values for effects on
tumours with those for effects on normal tissues. For
neutron beams of different energies, extensive informa-
tion is currently available on the RBE as a function of
the neutron dose for both normal tissues and experimen-
tal tumours. From studies performed with both in vitro
and in vivo irradiations of a rhabdomyosarcoma in the
rat and an osteosarcoma in the mouse , it could be con-
cluded that, for these types of tiomour, the RBE values
are generally higher than those for effects on normal
tissues (see figure 3) . The fundamental radiobiological
findings have initiated the renewed application of fast
neutrons for clinical radiotherapy.

nouse hemopoietic stem cells {single doses)

nouse hemopoietic stem cells (5 doily fractions;

:ultured cells of humon kidney origin

nouse intestinal crypt cells

at skin

capillary endotheli

spinol cord

Fig. 2. Survival curves of clonogenic cells in
Broerse etdifferent types of normal tissue

al.^).

The exponential part of the survival curves
cribed mathematically as

-D/D^
S = N . e

:an be des-

0

where S is the fraction surviving cells, N is the extra-
polation number, D is the dose and D is the reciprocal
of the slope of the survival curve at higher doses. The
intrinsic radiosensitivity can be described by the ini-
tial slope , the shoulder of the survival curve and the
final slope at high doses. On the basis of the survival
curves, it is possible to calculate the relative biolo-
gical effectiveness (RBE) of neutrons. A surviving frac-
tion of 10 for the intestinal crypt stem cells can be
obtained after irradiation with 15 MeV neutrons with a
dose of approximately 1080 rad (10.8 Gy) and after X-
irradiation with a dose of 1500 rad (15 Gy) . The ratio
of these two doses, 1500/1080 = 1.4, is the RBE for this
effect at this level of survival. The RBE is a quantity
which is commonly used in radiobiology but it should be

dose per froctlon ( Gy

Fig. 3. Relation between the RBE of 15 MeV
neutrons and the neutron dos^ or daily dose
per fraction (Broerse et al. )

.

Clinical results of fast neutron radiotherapy

In the pre-clinical studies special attention was
devoted to occurrence of late tissue reactions. It was
largely because this was shown not to be true^^n pig
skin for observation periods up to five years , that
sufficient confidence was gained to try fast neutrons
again in the treatment of cancer. In 1969 new radio-
therapeutical irradiations with fast neutrons were
started at the Hammersmith Hospital in London. In the
years following, neutron machines were installed in a
number of countries, including the USA, the UK and the
Netherlands . Additional centres in Germany and Belgium
have recently started clinical irradiations or have
plans for neutron radiotherapy at a later stage. The
neutron therapy centres are listed in Table I. The final
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evaluation of the usefulness of neutrons should come

from a careful comparison of the clinical trials per-

fomed in the different institutes. The comparability

of the clinical results is severely hampered by the

fact that the centres have used different fractionation

schedules imposed upon them because of the limited avai-

lability of the neutron producing cyclotrons. In addi-

tion, the various clinics have applied different dose

levels due to the fact that the neutron beams employed

have different energies. From the experimental radio-

biological investigations, it is known that the RBE for

neutrons generally decreases with increasing neutron
energy.

neutron series

reaction t/pe of deuferon
energy (MeV)

deuteron
beam (mA)

start of

clinical

patients

treoted until

end 1978

d+T Amsterdom s. tube* 0 . 25 18 1975

Glasgow s. lube- 0.25 30 1978 7

Homburg r. forget** 0.5 8 1976 260

Heidelberg s. tube*** 0.25 500 1978 50

Monchester s. lube* 0.25 30 1978 50

d+Be Ctiibo-shl cyclotron 30 0.03 1975 400

Chiba-lt.i v .d. Grooff 2.8 1967

Dresden cyclotron 13.5 0.04 1972 450

Edinburgh 15 0.1 1977 210

Essen 14 0.1 1978 70

Houslon 50 0.007 1972 440

London 16 0.1 1969 800

Louvoin 50 0.02 1978

Seattle 21.5 0.04 1973 240

Totyo 15 0. 1 1976 120

Wash ington 35 0.01 1973 250

p+Be Botovio cyclotron 66 0.008 1976 105

* output ; 10 s ; o
1 2

fpof : 1-2.10
-1

outpu :5.I0'V'

Patients in trial

Total admitted to trial

Excluded for various reasons

Included in analysis

82

12

70

Local control of tumour

Complete regression clinically:

Which persisted

Later recurrence

No or incomplete regression

53(76'

U r

16(23

Al ive at I /ear

Alive at 2 years

Survival (actuarial percentages)

I

28

photon series

79

16

63

12(19%)

15(24%)

36(57%)

42

15

Severe complications in patients with cured tumours

Eyes

Spinal cord

Larynx and pharynx

Total 10

Table II. Clinical results obtained at London for

neutron- and phot^^-treated patients.
(Catterall et al. )

.

Local

Control

Control without

Complications

Table I. Fast neutron installations in use for
clinical applications.

It must be realized that the renewed application
of fast neutrons for the treatment of cancer has been
in effect for only a relatively short period of time
and that the follow-up of patients has not been long
enough to allow us to make definite conclusions. The
number of treated patients having the different types
of cancers is also too limited for a reliable statis-
tical analysis. Thus at the present time the evaluation
of the tumour response can only be provisional. Never-
theless there have been a number of remarkable clinical
results. During a recent meeting on Fundamental and
Practical Aspects of the Application of Fast Neutrons
and other high LET Particles in Radiotherapy, clinical
data obtained at 10 centers were reviewed

Among the tumours with a poor response to conven-
tional radiotherapy, the brain tumours received parti-
cular interest at several institutes. It has to be con-
cluded, however, that the results obtained so far at
almost all centers are disappointing with pure neutrons
as well as mixed schedules.

The therapeutic benefit with respect to conventional
low LET radiation is doubtful for the adenocarcinoma of
the breast and for carcinoma of the gastro-intestinal
tract.

Encouraging clinical results appear to be obtained
for carcinomas of the upper respiratory and digestive
tract. The results obtained at London and Houston are
summarized in tables II and J^I, respectively. The data
obtained by Catterall et al. show a considerably higher
percentage of control for neutrons (76%) than for photons
(19%), although for the neutron irradiations more compli-
cation^^have been observed (10/70) . The data by Peters
et al. indicate a higher percentage of control without
complications for the mixed neutron-photon beam than for
the photons used for the control group. Among the head
and neck tumours the results on salivary gland tumours
should be mentioned separately with persisting controls
up to 80% obtained by a number of neutron centers.

44:

23 46.9 10 20.4 14 28.6

Neutron group:

Neutrons only, twice/

week (W = 49) ...

Neutrons only, four

times/week (N =

19)

Neutron boost (/V = 29)

Mixed beam (N = 19)
.

Total(W = 116) 55 47.4 16 13.8 41

Control group (W = 49)

7 36.8

14 48.3

11 57.9

5.3

17.2

0

7 36.8

9 31.0

11 57.9

35.3

28 57.1 12 24.5 23 46.9

Table III. Clinical results obtained at^^ouston

for head and neck cancer (Peters et^ al. )

.

The clinical results obtained in the treatiment of

soft tissue sarcoma, bladder carcinoma and gynecologi-

cal cancers seem also promising. For the treatment of

advanced carcinoma of the cervix (see table IV) higher

percentages of local control were observed for either

a mixed neutron-photon beam or for photons alone

.

HOUSTON 96 patients analyzed

Local control Complications

Mixed beam
Boost
[Photons]

61 %

60 %

48 %

7

20
7

NIRS 69 patients

Results for 20 grade Ill-IVa patients

Local control Complications

Neutrons
[Photons]

80 %

66 %

25 %

25 %

Table IV. Clinical results obtained in tjp|at-

ment of the cervix (Dutreix and Tubiana, )

.



On the basis of clinical experience, it is also

possible to make Jgme conclusions concerning the effects

on normal tissues . In this analysis, it is important

to realize that, for neutron beams, the penumbra is

generally larger than for photon irradiations and the

damage to normal tissues could probably be attributed

to the poorer dose distribution for neutrons in compari-

son to that for conventional photon irradiations. The

results indicate that, except for the effects on brain

and spinal cord, the different types of damage (inclu-

ding necrosis) are not essentially more serious than

those observed after photon irradiations (including

effects on intestinal tract, bone, cartilage, connective

tissue and skin)

.

The clinical experience collected up to now indi-

cates that neutrons could be useful in the treatment
of a certain number of tumour types and sites. It should

be realized that most neutron 'radiother^jiy studies have

been handicapped by a number of factors such as:

1 . suboptimal dose distribution due to the low neutron
energy or the large penumbra;

2. suboptimal fractionation resulting from lack of cyclo-

tron availability;
3. suboptimal setting-up of patients caused by fixed

horizontal beams and too low dose rates.

In spite of these difficulties a number of interesting
clinical data have become available and it has to be

stressed that due to these handicaps the possible ad-

vantages of fast neutron therapy are probably underesti-
mated for many tumour sites. It has to be concluded
that improvement of the dose distributions will be in-

dispensable to make the best use of high LET radiation
therapy

.

through the d+Be and p+Be Y^ay|ions.
Extensive information ' is presently available

about the penetration characteristics of different neu-

tron beams (e.g. see figure 4). For d+Be neutrons the

depth dose increases with increasing deuteron energy

with thegg(30)+Be depth dose distribution similar to

that of Co gamma-rays.

3: Co gamma rays _ 80 cm SSO

4:cl(S0 )*B« - Louvaln .157 cm SSD

Depth in «vat«f phantom (cm)

Physical characteristics of fast neutron beams

It should be mentioned that the majority of neutron
radiotherapy treatments have been performed with cyclo-
trons constructed for other purposes, essentially un-
suitable for clinical work or with neutron generators
which technically fall far short of modern megavoltage
X-ray machines. In consequence dissatisfying clinical
results could reflect more the inadequacy of the deli-
very of the neutrons to the tiimour than^^ghe effects of
neutrons themselves. Recently Catterall suggested a

number of factors to be considered in the production of
a neutron machine suitable for treating patients in a

comparable way with photons from megavoltage machines
now in routine use throughout the world (see table V)

.

1 . The beom must always be available to meet clinical requirements.

2. The output must give treatment times not exceeding four minutes.

3. Depth dose and isodose shape must be ot least as good as those of

60,Co gamma-rays.

4. The neutron generotor must be within a hospital.

5. The set-up of neutron treatments must not be compromised.

6. The beam should not be fixed in one position.

Table V. Minimum operational requirements of
clinical neutron generators (Catterall )

.

In order to meet the dose rate requirements, d+T
neutron generators should have outputs in excess of 10
s . Such a d+T system is not yet operational for neu-
tron radiotherapy. A high intensity d+T neutron source
is under construction at Lawrence Livermore Laboratory ,

but little interest has been shown in developing this
system into a clinical neutron therapy source. Present
day experience has shown that dose rates in excess of
20 rad.min can readily be achieved with cyclotrons

Fig. 4. Central axis depth d^se cur^gs (field

sizes approximately 10x10 cm ) for Co gamma-
rays and three differ^gt neutron beams.

(Mijnheer and Broerse )

.

The limited penetration characteristics of d+T neutron
beams made it necessary to multiple fields for the

treatment of bladder cancer . The treatment plans for

bilateral irradiation and irradiation with six fields
(see fig. 5a and 5b) show the considerably improvement
obtained with regard to the dose delivery to the target
volume

.

It was only after the introduction of the six field
technique that a local cure rate of 80% was achieved
at Amsterdam (without sevgge skin and intestine compli-
cations (versus 30% with Co gamma-rays)

.

The transverse dose distribution is predominantly
determined by the scatter from the primary beam. With
the exception of small fields the scatter dose generally
exceeds several percent of the central axis dose when
the shield transmission for such a shield is about 1%

of the central axis dose (see fig. 6)

.

The transverse absorbed dose distributions for cyclotrons

show that the penumbral width decreases with increasing
deuteron energy. This may be explained by the more for-

ward peaking of the neutrons by the higher energetic
deuteron reactions and the decreasing scattering cross
section of hydrogen at higher neutron energies . The
data for the d+T neutron generators show a much larger
penumbra than for the cyclotrons. This is due to the

larger target sizes needed to obtain adequate dose rates,

the thinner shield and more isotropic emission of the
neutrons produced in the d+T reaction. However, the dif-
ference in penumbral width becomes smaller if only the
neutron dose is considered.
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W*I9M : OA

I

Might : as

Fig. 5. Treatment plans for effective dose

(D + 1/3 D ) for bilateral irradiation
(part A) an3 irradiation with six fields

(part B) of bladder carcinoma at Amsterdam ,

for d(0.25)+T neutrons, fi-^l<^ size 11 x 9 cm'

(Mijnheer and Battermann, )

.

It should also be realized, that RBE changes out-
side the beam may occur. The RBE will decrease due to
the increase in the relative gamma ray contribution with
increasing distance from the central axis. On the other
hand, the RBE may increase due to the smaller absorbed
dose per fraction and the lower neutron energy outside
the beam as compa^gd to the centre of the beam. Recently,
it has been shown that, when allowance is made for
changes in the RBE of the neutron component, even with
perfect shielding the biologically effective dose out-
side the usggul beam is much higher for d(16)+Be neutrons
than for a Co machine. The same statement is probably
valid for other fast neutron therapy beams, indicating
that, in neutron therapy, one has to accept a greater
hazard to the patient from stray radiation than with me-
gavoltage X-rays

.

Accuracies required for dosimetry in mixed n-7 fields

To obtain an equivocal answer as to which types of
cancer will benefit most from neutron treatments, more
clinical results have to be collected. Larger nimbers
of patient data will result from coordination o^j^clini-

cal trials in progress at the different clinics . To
allow an evaluation of the responses of tumours and
normal tissues it is important to perform the neutron
dosimetry with a sufficient degree of precision and
accuracy

.

Experimental studies on late radiation damage

in the spinal cord of rats have shown that a dose in-

crease of 5 to 10 percent in excess of the tolerance

level can produce a considerable percentage of paralyzed

animals (see figure 7).

There is also evidence from radiotherapy applications

that the probability of tumour control is a steep func-

tion of dose: deviations of 7 t^^l^^percent in absorbed
dose can be detected clinically ' . In consequence,

an overall uncertainty of 5 percent in dose to the

tumour is generally considered to be necessary which re-

quires accuracy of physical dosimetry to be about 3 per-
cent. With regard to the reproducibility of the delivery

of the neutron beam at the biological object, present
day technology makes it possible to perform the monito-
ring with a precision of better than +_ 2 percent.
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SINGLE DOSE

X - rays

0.065 Gy /min

O O
I 1 1

—

10 15 20 25 30 35 40

5 FRACTIONS

10 15 20 25 30 35 40

dose ( G y )

• 15 MeV neutrons 0.03 - 0.2 Gy /min
300 kV X-rays 3 Gy / mm

O ,, 0.065 Gy /min

Fig. 7. Dose response curves for induction of
paralysis in the rat after single and fractio-
nated irradiations of the spinal cord wit^2
X-rays and 15 MeV neutrons (van der Kogel )

.

The instriiment most commonly used for the determi-
nation of the total absorbed^^ose is the tissue-equiva-
lent (TE) ionization chamber . The dose can be derived
from ionization charge produced in the cavity by apply-
ing a number of conversion factors and corrections (see
table VI) . As can be seen from the table there are con-
siderable uncertainties in the muscle/TE plastic kerma
ratio, especially for the higher neutron energies be-
cause of the lack of cross section data in this energy
range

.

Ionization chamber response

Charge saturation correction

T and P correction

Stem correction

Neutron kerma factor rotio

'TP

0.2

0.2

0.1

0.1

3 to 10

Photon mass energy absorption (p /p) / ( p /p) 0 2
coefficient ratio en t en m

Displacement correction In phonton

Mass stopping power rotIo for

A-150 TE gas chamber

Average energy per ion pair ratio

for A-150 TE gas chamber

(s ) /(s ).. 2 to 3
m, g c m, g N

overall uncertainty
(quadrature sum) 5 to 1

1

Table VI. Uncertainties (in percent) in deter-
mination of total absorbed dose in a mixed n-7
field.

Recent neutron dosimetry intercomparisons^^ ' have
shovm that for in-phantom conditions the standard devia-
tion of the results from the average value for total ab-
sorbed dose is in the order of 6 to 7 percent. Only for
a few specific situations were maximum differences up to
20 percent observed. The participants in the dosimetry
intercomparisons employed different physical parameters
characterizing the detector response . To exclude the in-
fluence of the introduction of differing values for the
basic parameters, the relative responses of the TE ioni-
zation chambers have also been compared. This analysis

showed that the standard deviations for instrument res-
ponse are of the same magnitude as those calculated for
dose and kerma values. This implies that, in addition to
the inconsistencies in basic physical parameters, there
are also large systematic differences in measurement
procedures connected with for example the calibration
with photons, gas flow rate, collecting potential, pola-
rity, correction for wall thickness and choice of effec-
tive point of measurement in a phantom. The results of
the intercomparisons emphasize the need for uniform
procedures and techniques for measuring chamber response
and for applying the appropriate corrections

.

It can further be concluded that more neutron data
are necessary to guide and interpret the results of cli-
nical applications and supporting biological studies. A
number of neutron radiotherapy installations are under
construction and nuclear data will be needed for two
purposes . First data are required on the neutron
source reactions in order to select the bombarding
particle and energy for new accelerators to be designed
specifically for radiotherapy. Data will be required to
resolve existing spectral differences and to evaluate
the usefulness of the p+Be and P+D2O reactions. Second,
new neutron cross section data are essential for neutron
energies between 14 and 80 MeV to understand the inter-
actions of high energy neutrons in the body and to in-
terpret dosimeter measurements. The most important nu-
clear data needed are the energy spectra of charged par-
ticles from oxygen and carbon. Also required are reac-
tion cross sections and total cross sections for these
elements for the neutron energy range between 14 and
80 MeV.
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NEUTRON DOSIMETRY
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The basis for measuring absorbed dose with ionization chambers is presented and the major parameters
involved are discussed. These included the energy required to produce an ion pair (W/e) and stopping power
ratio's, kerma and tissue equivalence. The necessity for determining the photon absorbed dose along with the
neutron dose is discussed, along with measurements of neutron spectrum.

(Neutron dosimetry, ionization chambers, stopping power ratios, kerma, tissue equivalence.)

Introduction

This paper will deal with neutron dosimetry as it

applies to the biomedical sciences. In particular
the dosimetric requirements for neutron therapy will
be considered in some detail, but what is presented
will also apply and be of importance for radiobiolo-
gical experiments carried out with fast neutrons.
Since neutrons are always accompanied by photons. It

is necessary to select dosimetric systems which make
it possible to quantitatively separate the two
radiation components. The paper will not deal

specifically with the measurement of radiation quality
but it should be pointed out that determination of
absorbed dose only is of limited value without
information on beam quality.

Types of Dosimeters

The type of dosimeter selected will depend upon
the type of measurement required. If the absorbed
dose output of a neutron source Is required then a

calorimeter could be used since this gives a

fundamental determination of absorbed dose. Several
calorimeters have been built and used but they tend
to be too insensitive and cumbersome for routine use
and are generally used only as a standard for the
calibration of secondary instruments, or the
determination of the physical parameters used with
other dosimeters. Activation detectors can be used,
but the determination of kerma from the fluence
measurements obtained from the activation detectors
requires the knowledge of the neutron spectrum, cross
sections and kerma factors. Activation detectors can
also be used for relative dose measurements. Other
detectors that may be used include silicon diode
detectors, thermol umeni scent dosimeters, Geiger-
Muller counters. By for the widest use, however,
is made of gas detectors. Ionization chambers are
used extensively for absorbed dose determination and
proportional counter for quality (LET) determination.

Ionization Chambers

Tissue equivalent (TE) ionization chambers are
used as the practical method for measuring neutron
beam tissue kerma in air and the absorbed dose in a

TE phantom. This is based on the fact that TE
chambers have been used as the principal dose
measuring instrument by the neutron therapy projects
in the U.S., Europe, and Japan which are regularly
treating patients. The dosimetry system of all the
U.S. groups is based on the use of two sizes of

commercial Ion chambers manufactured with A-150 TE

plastic as the chamber wall and collector material.

Typically, a 1.0-cm^ spherical chamber is used as the

principal dose-rate calibration instrument, for

measurements of neutron beam tissue kerma in air and

total absorbed dose in a TE-liquid phantom, and 0.1-cm^

thimble chamber is used for spatial dose distribution
measurements in a TE phantom.

In order to make the total system as homogeneous

as possible the chambers are often used with TE gas as

well as being used in a TE phantom. The composition

of the plastic, phantom material and gas are discussed

later on.

The selection of "tissue equivalent" ionization

chambers implies an acceptance of the applicability

of the Bragg-Gray relationship and in the following

sections the concerns associated with the utilization

of this theory will be reviewed.

The general dosimetric methods followed have been

reviewed in several papers (^' ^) and will only

be summarized here for completeness. The Bragg-Gray

relation can be stated as

Q = Q(w/e)Srd j

M

where

D = dose; gray

Q = collected charge; Coulombs

w/e = average energy required to form an ion

pair; Joules/Coulomb

Sr = gas to wall dose conversion factor and is

the ratio of the mass stopping powers of the

wall and gas.

M = mass of gas in sensitive volume of chamber;

kg

d = chamber gas volume correction factor

As can be seen a knowledge of M, the mass of the

gas, is one of the required parameters. As the

sensitive volume of a chamber is generally difficult

to physically calculate (with the desired accuracy)

from shop drawings, an alternate method of determining

M by exposing the chamber in a calibrated gamma field

is generally used. The mass, as computed by this

method, is given by
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QY(w/e)Y Sr,Y TPCy

R(f) (yg^)(wan)yg^(muscle)(Aw)

TPC = temperature - pressure correction to standard
condition _i

R = exposure, Ckg"

f = tissue dose to exposure conversion factor for
^°Co gamma rays_i

f = .3709 X 10^ GyC kg

]jg^(wal 1 )/yg^(muscle = conversion chamber wall dose

P P
to muscle dose; 1.0036 for ^"Co

Aw = attenuation of primary beam by material required
to establish charged particle equilibrium

= 0.985 for '°Co

other parameters as previously defined, when
the calibrated gamma field is from cobalt-60.

The parameters involved in equation 2 can be

calculated or measured with accuracies such that the
computed value of M has less uncertainty than one
based on chamber shop drawings and electric field
strength calculations.

Substituting this value of the mass into the
Bragg-Gray relation for muscle dose in a neutron
field yields equation 3 for the total dose

a b c

Dn(Gy)

(w/e)n

(w/e)Y

>r,n Kerma (muscle)

Kerma (wall)Sr,Y

d

Qn TPCn (Cy)nbS f yen(wall )Aw.d

where (Cy)nBS

yen (muscle)

P

ionization chamber ^°Co

Qy TPCY

calibration factor traceable to NBS in kg"

Bracket d is composed of terms whose magnitures are
considered to be measureable or calculable to the
accuracy required. The uncertainty is larger,
however, for the quantities in brackets a, b, and c.

W

A wide variety of particles contribute to the
ionization producted by neutron irradiation: these
range from electrons with energies of several MeV
to heavy recoil ions with very low energies.

The variation of w with energy has been consider-
ed by many authors and variation with energy has been
reported for both electrons and heavy ions, (s-ie)
The most extensive study of a particular gas has been
tHat for methane by McDonald and Sidenius. (19)
Using this data to bench mark theoretical and
empirical relations, Dennis has evolved a series of
relations for w vs energy and ion mass for hydro-
carbon gases including tissue equivalent gas mixtures,
equations 4 and 5. (20,21)

For E - 1 MeV/amu

w(E) = We [T.035+A(Z) (E/M)'"^^"^ 4

For E 2 1 MeV/amu

w(E) - We - constanti] 5

w(E) = w value for ion of energy E; Joules/Coulomb
We = w value for fast electrons; Joules/Coulomb
A(Z) = constant which is ion dependent, see Table 1

E = ion energy; KeV
M = ion mass, amu
n(Z) = constant which is ion dependent, see Table 1

The constant in eqn 5 is determined by equating
eqn 4 and eqn 5 at 1 MeV.

The formulation was extended to include nitrogen
and carbon-dioxide by modification of the constant
A(Z). If the A(Z) as tabulated in Table 1 is

multiplied by 0.626, equations 4 and 5 are valid for
CO2 and N.

Table 1

Coefficients Used to Obtain Mean w Values for
Heavy Ions in Organic Gases

Ion A(Z) N(Z)

Proton 0.1301 0.04902

Hel i urn 1.810 0.5360

Lithi urn 3.219 0.7630

Beryl 1 i urn 2.240 0.8208

Boron 1.903 0.7226

Carbon 1.909 0.6337

Nitrogen 1.907 0.5828

Oxygen 2.020 0.5999

For the charged particle fields created by the

high energy neutron beams, the relative abundance of

the low energy heavy ions and consequently their
overall effect on wn is still clouded by a lack of
good experimental data and/or cross section values for

theoretical analysis. As a consequence, the values
of wn in use at present are based on measured dose
distributions between alphas, protons, and electrons
only. Assuming the additivity of ionization produced
within the chamber, Wn is calculated using equation 6,

100

% D_

Wp We

% D

Wa

where D = absorbed dose deposited by the various
charged particles.

22

Bichsel and Rubach (1978) fitted single
functions to the data for p, a, C+, N+, and 0+ ions
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and used them to calculate effective values of Wn for

spherical ionization chambers with walls of Shonka
plastic (A- 150) filled with methane-based TE gas

(ICRU, 1977 Appendix B)" and irradiated with
monoenergetic neutrons of energy En.

Similar calculations were made by Goodman
(1978)2'* J updated by Coyne and Goodman (1978)"
with slightly different assumptions. Results for
both calculations using point energies, En, are given
in Table 2. For comparison, the values calculated
by Dennis (1973)^° are also included.

Table 2

Effective W-values, Wn for tissue-
Equivalent Ion Chambers Irradiated by neutrons

of energy En

En/MeV
Bichsel and

Rubach(1978)"

Wn/eV

Coyne and
Goodman (1978)2'*

Dennis
(1973)2°

0.1 32.38 34.4
0.5 31.87 34.1

1 32.31 34.0
2 31.14 31.26 32.4
5 30.92 31.02 30.5

9 31.02 31.12 30.5
14 31.25 31.10 30.3

Bichsel and Rubach (1978)" estimated the

uncertainty of their calculation to about ± 2 percent
(one standard deviation). They also calculated a

change of Wn with the volume of the chamber of no

more than 0.2 percent. For the values given by

Bichsel and Rubach and by Coyne and Goodman, an

overall uncertainty of ± 1.5 e V is suggested.

The value which has been widely used in neutron

dosimetry is Wn = 30.5 e V for equation 6 (Smith et
al., 1975)2^ A better value based on the above
information would be 31 ± 1.5 e V for neutron energies
between 0 and 14 MeV. The most satisfying method
would consist in evaluating a W value for each neutron
spectrum and account could be taken of the fact that,

as the depth in phantom at which the measurement is

made increases, the dose distribution between

protons, alphas, and electrons changes and thus Wr,

may also change.

Stopping Power Ratio. Sr

The second bracketed term, stopping power ratio,

is compromised in its accuracy for the non-homogenous

chamber systems due to two basic problems; a lack of

knowledge of the equilibrium charged particle

spectrum created by the incident neutron fields and

the limited range of the low energy, heavy recoils.

The latter results in particles existing in the ion

chamber cavity with designations, starters, stoppers,
and crossers, Figure 1. (27,29) Table 3 illustrates
the ion energy equivalent to a range of multiples of

the mean distance required to cross the chamber gas

volume. If the particle is to lose but a small

fraction of its total energy in crossing the gas

volume, i.e. relatively constant dE/dx, then energies

equivalent to a range of 10 x or larger are
required.

Figure 1. - Gas Volume Ion Interaction Categories

Table 3

Comparison of Heavy Ion Range with Energy

O.lcc l.Occ

TE Chamber TE Chamber
X = .155cm X 435

Alpha

X = range 0 057 MeV 0. 26 MeV

(2)(x) = range 0 160 MeV 0 8 MeV

(10)(x) = range 1. 9 MeV 4 7 MeV

C+ ion

X = range 0 22 MeV 0 86

(2)(x) = range 0 54 MeV 2 7 MeV

(10)(x) = range 7 4 MeV 21 MeV

Reference 30. x is the average distance required to

cross the gas volume.

For the TE plastic ion chambers the heavy ion

recoil dose contribution has been shown to increase

with neutron energy, consequently the accuracy with

which the ratio is known tends to diminish with

increasing neutron energy. (31) The problem is

particularly acute at all energies for the non-

hydrogenous chambers as only heavy ions exist in this

situation, alpha or heavier.

The U.S. neutron therapy groups are using

stopping power ratios for TE chambers presently

which are calculated on the basis of the equilibrium
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proton spectrum only with the heavy ion contribution

not included. The rational for this is that at

present the error in including the heavy particle

effect is probably greater than that incurred in

neglecting it. Table 4.

Bichsel and Rubach (1978)" have calculated the

dose conversion factor for a TE plastic-TE gas

ionization chamber which approximates a Bragg-Gray

(BG) cavity and for chambers of finite volume, taking

into account the ionization due to primary charged

particles (protons, helium nuclei, and C, N, and 0

nuclei) originating in the gas (i.e., starters and

insiders), relative to the total ionization; they also
accounted for the possible differences in the

stopping powers for solids and gases (Williamson and

Watt, 1972; whillock and Edwards, 1978)". The

results for the 1 cm^-volume TE plastic-TE gas chamber
used currently as the principal dose calibration
instruments by the U.S. neutron therapy groups

indicate a value of S^^n = 0-98 - 0.99 for the neutron

beams being presently used. The factor is about 1%

smaller for the smaller (0.1-cm') chambers. The
uncertainty is about 4 - 5%. The value is about
1 - 2% lower than the values used previously (Table 4).

Table 4

Dose Conversion Factor, Sy*

used by different groups

Constant Chamber/Gas Group 1^ Group 2*^ Group 3*^

c (d)
TE plastic/air 1.142 1.140 1.133

TE plastic/TE gas 1.001 0.995 0.994

Carbon/C02 1.009

Mg/Ar 1.14

Sr,n TE plastic/air 1.157 1.177 1.188

TE plastic/TE gas 1.020 0.995 1.013

a) Sr,n = 0.77 Sr,p + 0.18 Sr,a + 0.05 Sr,e
(for 50 MeV deuterons on Be)

b) Sr,n = Sr,p

c) Sr,n = Sr,p

d) Sr,Y = Sr,e

*Smith, et al . (1975)^^

Intercomparisons of the ionization chamber
technique with calorimetry indicate good agreement
between the two dosimetric methods (McDonald, 1979)

when either the previous values or the newly indicated
values of the physical constants Wn and Sr,n a*"e used,

since it is the product of Wn and Sr,n which appears
in the expression for neutron dose (eqn. 3). It is

therefore recommended that the more recent value of
Sr,n = 0.98 for TE gas be used in conjunction with
the more recently indicated value of Wn. The
magnitude of the dose is thus maintained invariant
from that indicated previously.

The newly indicated value for 1 cm^-volume TE
plastic-air chambers is Sr,n = 1.18 (± 5%), which is

also not much different from that used previously
(Bichsel and Rubach, 1978)".

TE Materials and Kerma

Before considering the kerma ratio correction to
tissue dose, it is necessary to consider what is

tissue equivalence for neutrons. (3s-ito) The
formulation of several proposed TE liquid phantom
solutions and ICRU muscle are given in Table 5. A

quick comparison indicates that several of the
solutions are indeed quite close in matching the
elemental weight percentages of muscle. Neglecting
any secondary effects such as chemical binding, one
can indeed assume the liquids to be muscle equivalent.

Table 5

Tissue-Equivalent Liquids for Muscle Tissue

Percent by Weight
Compositions
Elements Frigerio( 1) Goodman (2) Muscle(3)

C 12.3 12.0 12.3

H 10.2 10.2 10.2

0 72.9 74.2 72.9
N 3.5 3.6 3.5

Ca 0.01 0.007
P 0.20 0.2

S 0.32 0.5
K 0.39 0.3

Na 0.07 0.08
CI 0.08
Mg 0.02 0.02

Formulations of Standard 1.07 g/cm^ Density TE-Liquid

Compound

Water
Calcium Phosphate, Monobasic
Magnesium Nitrate
Phosphoric Acid (85%)
Potassium Bi sulfate
Sodium Chloride
Sodium Phosphate, Monobasic
Urea
Glycerol
Ethylene Glycol

Formula

H20
Ca(H2P04)2:6H20
Mg(N03)2:6H20
H3P04:H20
KHSO4
NaCl

NaH2P04:H20
NH2C0NH2
CH2OHCHOHCH2OH
HOCH2CH2OH

Percent by Weight of
Compounds listed above

Frigerio

62.16
0.06
0.21
0.60
1.36

0.13
0.11
7.46
2.60

25.30

(1) Goodman
(2)

65.6

7.60
26.8

(1) Frigerio et al., 1972.^^

(2) Goodman, 1969.

(3) NBS HB85,(33)."
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Regrettably, the same assumption cannot be made
for the electrically conductive TE plastic. Table 6.

The composition of A-150 TE plastic is not the formu-
lation originally reported by Shonka.'^ The

composition was changed shortly after the original

paper was published and the new formulation labeled
A-150. The data given in Table 6 is based on

experimental and computational analysis of the element
composition of the A-150 plastic.

'*°

It is recommended that the kerma ratio factors
be calculated on the basis of kerma per unit neutron
fluence values published in ICRU Report 26 (ICRU,
1977).^' These calculations will obviously be

dependent on the neutron energy spectrum and attempts
should be made to obtain information concerning the
energy spectrum for different irradiation
configurations and depths in a phantom.

A desirable feature of any TE plastic used in

ion chamber construction is that it be electrically
conductive. Shonka found that substitution of
carbon for oxygen in the theoretical muscle formul-

ation achieved the desired electrical conductivity
and maintained the same photon energy absorption
coefficient as muscle above 0.1 MeV.

The same cannot be said about the equivalence for

neutrons, Figure 2. The differences in the oxygen
and carbon neutron cross sections clearly will result
in a TE plastic (A-150)/ muscle kerma ratio which
deviates from one. The ratio will obviously be

spectrical dependent and is in the range 1.05 i .006

for the neutron therapy beams presently used for

treating patients. Again, the uncertainty associated
with the ratio increases with neutron energy because
of a lack of cross sectional information in the energy
range 20 to 50 MeV. Even within the energy range
for which cross sectional information exists, 0 to

20 MeV, differences of from 5 to 20 percent in

the calculated Kerma for muscle exist due to

differences in the cross section sets utilized and in

the assumptions made in the computational
approach.

Table 6

Percent Elemental Composition by Weight of A-150
Muscle-Equivalent Plastic Compared

to ICRU Muscle Tissue

Element ICRU Muscle^ A-150 Plastic^

H 10.2 10.2 ± 0.1

C 12.3 76.8 ± .5

0 72.9 5.9 ± .2

N 3.5 3.6 ± .2

Ca 0.007 1.8 ± .1

F not listed 1.7 ± .1

total 98.9 100.0 ± .5

a) ICRU (1964)"

b) Smathers et al . (1977)"*^
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Tissue-equivalent gas is recommended for use in

homogeneous TE ionization chambers for measuring the'

total absorbed dose. The recommended formulation and

composition of the TE Gas is given in Table 7. The

composition of the gas should be verified by analysis

since impurities in the gas may have a significant

effect on the chamber response.

Table 7

Tissue-Equivalent Gas

Percent Partial Pressure Percent Elemental Weight

64.4 CH4 10.2 H

32.4 CO2 45.6 C

3.2 N2 3.5 N

40.7 0

(a) Rossi, H.H. and Failla, G. (1956)'^

neutron and gamma, dose components may be solved for
by use of simultaneous equations.

The first four methods listed in Table 8 are
in order of increasing magnitude of the neutron/gamma
dose response ratio i.e. GM lowest and TLD highest.
The GM tube is a miniature version of the standard
type and through calibration the dose is related to

the counts. The neutron sensitivity is determined in

separate experiments in which the detector is exposed
to monoenergetic "pure" neutron beams.

The film dosimetry methods are very similar to

those used with pure photon or electron sources; only
when used in neutron fields, the film must be removed
from any protective packaging and shielded with
sufficient lead to eliminate the maximum energy
external protons generated. It is impossible,
however, to eliminate the protons created within the
emulsion and this is one source of the neutron
sensitivity for the system. Conventional film density

vs calibration dose is used for gamma dose determina-

tion. Neutron sensitivity is determined by methods
similar to those used for GM counters.

Displacement correction.

d

For absorbed dose specification as a function
of depth and/or position in a large tissue-
equivalent phantom, the analyses of dosimetric
measurements using ionization chambers must account
for the displacement of the phantom material brought
about by the introduction of the dosimeter. A

displacement correction factor should be applied to

the measured ionization charge (dose) to compensate
for the decreased attenuation and alteration of
scattering caused by the displacement of the phantom
material by the ion chamber. This results in a dose
which would have been measured by a hypothetical ion

chamber of zero volume centered at the same location,

for which the displacement correction factor would
be unity.

It is recommended that the multiplicative
displacement correction factors of 0.970 (1-cm^-
volume) and 0.989 (0.1-cm^ volume) suggested by

measurements of Shapiro et al , (1976)'»7 with air-

filled spherical ion chambers be used. This

multiplicative displacement correction factor has

been found to have no significant dependence on depth
in phantom or on neutron beam size.

Ni- Y Dose Determination

Because of the biological effect differences
between equal absorbed doses of neutrons and gammas,
the first breakdown of total dose generally made is

into photon and neutron dose components. Several of
the more frequently used methods (detectors) are
given in Table 8. Each of the detectors has some
degree of neutron sensitivity and this neutron dose
response must be taken into account before an

accurate gamma dose fraction may be determined.

As the neutron energy increases, the neutron
sensitivity of all the photon detectors increases,
thus the detectors have a strong neutron spectral
dependence. Also the greater the neutron sensitivity,
the larger the uncertainty in the gamma dose thus
determined.

''^

The general method separating the two
contributions is to measure total dose with a TE
chamber and the gamma dose with the photon detector.
Knowing the neutron sensitivity factor, the two.

One of the standard methods is the use of paired

chambers, i.e. graphite-TE plastic or Magnesium-TE
plastic. The neutron sensitivity of the chambers can

be determined by a series of lead attenuation
measurements (.,9,50) and it has been found to vary

significantly with neutron spectrum and with the

system used. Of the two mentioned above, the

magnesium-TE plastic pair has the lower neutron

sensi ti vi ty.

Thermoluminescent dosimeters are troubled by

fading, contaminants having high neutron cross

sections (^Li), and a neutron sensitivity which seems

to vary with the annealing procedure. However, their

small size and ease of use, many times outweighs the

above disadvantages.

The use of proportional counters or scintillation

detectors allows the simulataneous separation and

quantification of the neutron and photon dose

components. Wiith the proportional counters the Linear

Energy Transfer, LET, region in which both photon

and neutron induced pulses occur increases with neutron

energy and the uncertainty of the dose distribution

between the sources likewise increases.

The scintillation system suffers similarly as the

low energy neutron induced events tend to merge

with the photon induced events in the pulse shape

discrimination analysis. For a system upper energy

range of 35 to 55 MeV, this merging tends to give the

system a lowerenergy cutoff of 2 to 6 MeV.

Because of their significantly different biolog-

ical effectiveness, the separate neutron and ganma-ray

dose components of fast neutron beams should be

determined as accurately as possible at all positions

of relevance to their clinical application, and this

should be done for different field sizes and

irradiation conditions.

However, because of the uncertainties in the

determination of the relatively small photon dose

component leading to resultant overall uncertainties

in the separate neutron absorbed dose which can be

greater than those of the total absorbed dose, it is

recommended that the specification of absorbed dose be

in terms of the total dose. That is, the total dose

(neutron plus gamma) should be specified at all points,

along with the relative contribution of the photon

dose component, expressed as a percentage of the total
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dose, DjCpercent Dg). Table 10

Dose measurements should be stated in 1.07g/cm^
density TE liquid, without conversion to unit density
medium.

Table 8

Detector-Methods Used in Dose Component
Measurements

1) Mi nature GM Counters

2) Lead shielded film

3) Paired chambers
7

4) Thermoluminescent Dosimeters (CaF2, LiF, LiF)

5) Proportional counters

6) Scintillation detectors

Uncertainty (%)

Ionization charge 0.2
Charge saturation correction 0.2
T and P correction 0.1
Neutron kerma factor ratio 2

Displacement correction in phantom 1

Dose-conversion factor
TE-TE gas chamber 4
TE-Air chamber 4

Average energy per ion pair
TE-gas chamber 5

TE-Air chamber 6

C-CO2 chamber 6
Determination of M( Gamma-ray

Calibration) 2.5

RMS (TE-TE gas) 7

(TE-Air) 8

Neutron Spectral Measurements

Neutron spectral measurements have been
accomplished by many methods, several of which are
listed in Table 9. The techniques have been developed
over a period of years for use in reactor and neutron
physics research. Of thos listed, both proton recoil
counters and time-or-flight methods have been used to
characterize the neutron beams presently used in

treatment. Foil activation is a simpler system but
tends to give results having less energy definition
than the others mentioned. Again, for neutrons above
20 MeV, deficiencies in the cross section information
tend to increase the uncertainty in the data with
increasing energy.

The information is of paramount importance
since knowing the neutron spectra, one then has the
necessary source input for theoretical computation
of average wn, stopping power ratio, and Kerma ratios.

Table 9

Neutron Spectrum Measurement Methods

1) Proton recoil counters

2) Time-of-flight

3) Foil activation

4) Proton telescopes

Discussion

Neutron dosimetry has benefited by groups
participating in dosimetry intercomparisons. This
has taken place in the USA and Europe (Broerse and
Mijnheer 1976^^, Broerse et al , 1977", Broerse et al

,

1978)" and internationally (ICRU 1978) = '* and between
the USA and Japan (Almond 1977)^^. These extensive
intercomparison projects have yielded the same
conclusions, namely, that to reduce systematic
dosimetry differences, it will be necessary to
standardize the basic physical parameters and the
experimental instruments and techniques employed.
The uncertainties in neutron-beam calibration are
listed in Table 10.

The publication, "Neutron Dosimetry for Biology
and Medicine," Report No. 26, by the International"
Commission of Radiation Units and Measurements
(ICRU, 1977)^^ has provided extensive information
on methodology and physical data. It should be
emphasized that efforts are being continued to

improve the data base of neutron dosimetry. Some of
the tables in this paper will therefore contain
values which differ from the ones quoted in ICRU
Report 26 and may be subject to changes in the
future.

At the present a U.S. protocol (AAPM, 1979)^^

is being developed in parallel and in a cooperative
effort with the European neutron dosimetry protocol
(Broerse and Mijnheer, 1976^', and Broerse and
Mijnheer, 1979)^^ and the main items of the two
drafts were recently summarized by Broerse et al .

,

(1979)".
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THE CLINICAL APPLICATION OF IN VIVO NEUTRON ACTIVATION ANALYSIS
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Medical Research Center

BROOKHAVEN NATIONAL LABORATORY
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J. F. Aloia
NASSAU HOSPITAL

Mineola, New York 11501, USA

(neutron activation, body composition, clinical application, elemental analysis , in vivo measurement)

The development of the in vivo neutron activa-
tion technique has opened an era of research into the
elemental composition of human beings. Until recent-
ly, few data had been recorded on the exact amounts
of the elements of which the human body is composed.

It is clear that if total body neutron activa-
tion analysis is eventually to become a part of the
armamentarium of the medical profession, the most
likely direction of development will be in the appli-
cation of "portable" a,n neutron sources.

Neutron activation is an analytical tool based
on nuclear rather than chemical reactions. The
essential physical parameters involved include
isotopic abundance, cross-section, half-lives of the
product isotopes, and energy emission of the product.

Total body neutron activation (TBNAA) designed
for in vivo studies requires a beam of fast neutrons
to be delivered to the subject. Capture of a

neutron by an atom of a target element creates an
excited nucleus. This isotope reverts to a stable
condition by the emission of one or more gamma rays

-12
either immediately (within "^10 s), (prompt gamma
activation), or after a decay period characteristic
of the activation product (delayed gamma activation).
The energy of the gamma ray is characteristic of the
target element and its intensity (count rate in a

suitable detector) is a measure of the amount of
that element. The induced radioactivity in the sub-
ject is measured by a suitable detector that has to

be shielded against background radiation. The data
thereby obtained are treated by standard gamma
spectrometric methods of analysis.

There are two essential requirements for the
measurement of the body elements by total body
neutron activation: a uniform thermal neutron dis-
tribution through the body, and uniform counting
sensitivity of the whole body counter. Of the two,
the first is the more difficult to attain. Clearly,
the achievement of the highest degree of uniformity
of thermal neutrons is an art, and there is consid-
erable space for the improvement of technique. The
uniformity of the neutron flux in the body is a

function of the incident neutron energy and the
thickness and position of the moderator.

Besides the reduced dose to the patient, there
are numerous advantages derived from the use of a,n
neutrons over neutrons produced by cyclotrons or
neutron generators. The irradiation geometry is
substantially improved, and significantly greater
stability in neutron output is achieved; thus, the
precision of the technique is enhanced. The opera-
tion of a,n neutron sources is relatively simple and
hence the service of a trained operator is not re-
quired, as it is for the operation of neutron genera-
tors and cyclotrons. Finally, the design of such a
facility for medical applications, permitting it to
be located in a hospital environment, is a signifi-
cant advantage to the patient, as well as to the
invest igator

.

The clinical usefulness of total body neutron
activation analysis (TBNAA) is best demonstrated by

the studies involving the measurement of total body
calcium. TBNAA studies provide data useful for the

diagnosis and management of metabolic bone disorders.
It should be emphasized, however, that while most of

the applications to date have used the calcium meas-
urements, the measurement of sodium, chlorine and
nitrogen also appear to be useful clinically.

Total body calcium measurements by means of

TBNAA have been used in studies of osteoporosis to

establish absolute and relative deficits of calcium
in patients with this disease in comparison to a

normal contrast population. Changes in total body
calcium (skeletal mass) have also been useful for

quantifying the efficacy of various therapies in

osteoporosis. Serial measurements over periods of

years provide long term balance data by direct meas-
urement with a higher precision (±3%) than is possible
with the use of any other technique.

In renal osteodystrophy observed in patients
with renal failure, disorders of both calcium and

phosphorus, as well as electrolyte disturbances,
have been studied to provide the necessary data to

design dialysis therapy.

Bone changes in endocrine dysfunction have been
studied with TBNAA, particularly in patients with
thyroid and parathyroid disorders. In parathyroi-
dectomized patients, the measurement of total body
calcium, post-operatively , can indicate the degree of

bone resorption. Skeletal metabolism and body compo-
sition in acromegaly. Gushing' s disease, and several

other disorders have also been investigated with the

use of TBNAA.

Levels of cadmium in liver and kidney have been
measured in vivo by prompt gamma neutron activation.

Marked differences in cadmium body burdens have been
found in cigarette smokers as compared with non-

smokers. No correlation has been established between
cadmium body burden and hypertension or emphysema as

has been hypothesized.

Total body nitrogen and potassium measurements
serve as indices of muscle mass and protein content,

and hence are useful in studies of the effects of

diet and nutrition on cancer patients. An essential

requirement for these studies is the in vivo measure-

ment of changes in body composition, primarily re-

vealed by nitrogen content. Currently, the optimal

method for measurement of total body nitrogen is

prompt gamma neutron activation.
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These are but some of the clinical applications
which have utilized in vivo neutron activation.
Clearly, these applications indicate the enormous
potential of this technique. There can be little
question that in vivo neutron activation is a highly
sophisticated and useful addition to the techniques
for medical research. It has provided new and pre-
viously unavailable information, and can be expected
to produce even greater amounts of data as the
current techniques are refined.

1
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ACCELERATORS FOR RADIONUCLIDE PRODUCTION

John C. Clark
Medical Research Council

Cyclotron Unit
Hamnersmith Hospital

London, W12 OHS
United Kingdom

Of 60 questionaires sent out to institutes known to be operating accelerators, replys were received relating
to 55 individual accelerators all of which had a program for radionuclide production. The majority of the non-
conmercially operated accelerators were seen to be concentrating their efforts on producing radionuclides vMch
were not generally available from the 9 commercially operated accelerators. Notable exceptions however were
^^^I and Tl. Some of the problems encountered in the use of these accelerators for large scale radionuclide
production will be discxjssed.

[Accelerator, radionuclide production]

Introduction

There are at least 55 accelerators engaged in
radionuclide production at the present time.^ Their
energies range from the 6 MeV deuterons of the Allis-
Chalmers classical cyclotrons in St. Loiiis and Boston
to the 800 MeV protons of the linear accelerator at

Los Alamos. However, the majority (19) of these accel-
erators are isochronous cyclotrons with a proton energy
between 20 and 30 MeV. Table 2 gives a more detailed
breakdown of the distribution. In order to get an up
to date picture of the extent of radionuclide production
programmes of these accelerators, two of my colleagues
recently sent out a questionaire to more than 60 insti-
tutes known to be operating accelerators. 48 replies
were received relating to the 55 accelerators mentioned
above. Unfortunately, no information was received from
E. Europe, S. Africa, or S. America. The results are
summarized in Table 1. Part A ccoprises the "non-
commercial" accelerators (40 cyclotrons and 2 Linacs
and lists for each of those radionuclides (a) which are
currently being produced at least once a week, (b) those
yiich are produced less frequently, and (c) those which
are expected to be in production by 1980. Part B of
the table lists the world's 9 ccmnercially operated
cyclotrons and their products.

In order to discuss some aspects of these accelera-
tor operations that may be of interest the present gath-
ering, it is loseful to divide them into roughly four
energy ranges namely 100-800 MeV, 50-100 MeV, 20-50 Mev,
(including the large group at 20-30 MeV) , and those up
to 20 MeV proton energies. I will avoid any reference
to cost effectiveness and dwell only on seme of the
practicalities of radionuclide production with each
group, where possible mentioning sctne ijnique aspects.

Accelerators With Proton Energies of 100-800 MeV

Five accelerators with a large scale radionuclide
production potential exist in the Western World. Two
are linear accelerators, the 200 MeV injector for the
alternating gradient synchrotron at Brookhaven^ and
the 800 MeV giant at the Los Alamos meson physics
facility. The remaining 3 are cyclotrons and include
the very large isochronous cyclotron at Vancouver^ at
500 MeV, and two separated sector cyclotrons at Bloom-
ington, Indiana^ (200MeV) and Villigen, Switzerland^,
(590 tfeV) . All these accelerators rely heavily on spal-
lation reactions for radionuclide production. This is
a fie]d which is probably much more familiar to some of
otjr participants than nyself so I hope ray interpretation
of the problons stand up to their criticism. The term
spallation seems to cover a conplex series of nuclear
events when incident nucleons with energies in excess of

100 MeV interact with a target, including knock-on cas-
cade, evaporation, fragmentation and for sufficiently
high Z materials, fission processes. In addition,
secondary nuclear reactions can occur between emitted
particles and other target nuclei. Thus one can expect
the formation, to a greater or lesser extent, of every
element from Z + 2 or 3 above the target to Z =1. At
800 MeV three distinct regions can be seen if the for-
mation cross sections are plotted against mass number.
In the case of a bismuth target a peak A = 180 to 200
can be identified due to spallation products near the
target mass, a fission product peak between A = 60 and
140, and a fragmentation continuum below A = 40.

To the radionuclide production chemist this can
only mean formidable radiochemical recovery and decon-
tamination problems. However, it must be fairly self-
evident that several radionuclides of that Z will be
present in the product. For example, ^^Sr (t%=25 day)

is of interest in the medical field as a source of
radiogenic '^Rb (t% 1.25 min) , a 6 emitter of potential
value in emission tomographic studies of heart and kid-
ney function. The most effective means of production
is via spallation of a molybdenum target using 800 MeV
protons at LAMPF. ® All sanples of ®^Sr however, contain
significant amounts of ^^Sr (t% = 65d) so that great

care must be exercised vhen. designing and operating a
radionuclide generator^ ° for the in vivo use of
®^Rb as a strontim leakage could result in unacceptable
^^Sr burdens in the bone. Fortunately, systems have
been perfected for this use so that high levels of ®^Rb

can be available due to this fortunate radiogenic rela-
tionship.

The production of high purity '^^I (t% = 13h) and
^°^T1 (t% = 73h) are further examples of radiogenic
purification and will be refered to below.

Accelerators With Proton Energies of 50-100 MeV

There are aromd 10 accelerators, all cyclotrons,

in this group and almost all originally dedicated to

nuclear physics work. However, they have now turned

some of their attentions to the production of medically
useful radionuclides and are recovering some of their

operating costs by doing so.

^^^I seems to be by far the most popular radio-

nuclide to produce, and several ingenious and highly
effective target systems have been devised and perfect-
ed to produce it via the ^^'^l(p ,5n)'^'Xe t%= 2.1h ^"l
reaction. The relevant nuclear data have recently been

reviewed by SIOOCLIN AND QAIM. The various chemical
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forms of iodine used include l2,^'^^ CHala,^'* mixtnjres

thereof, and Nal,^^ In addition the use of liquid

Cs and the ^ '^Cs(p,2p9n) ^^^Xe reaction has been pro-

posed v^en protons of variable energy are being dunped.

At the Crocker cyclotron, (UC Davis) an elegant target
system centred aromd a stainless steel vessel con-
taining molten Nal is maintained at 650°C by a combin-
ation of beam power and a controlled helium flow.

The ^^^Xe is removed from the target by the helium and
transported to a remote laboratory where it is recover-
ed and purified cryogenically prior to allowing its

decay to ^^^I. Several inportant factors such as tar-
get thickness and Nal density during irradiation had
to be carefully stxidied before the routine target was
perfected. In the use of methylene iodide, CH2I2, at

at the variable energy cyclotron at Harwell, U.K.

,

different problems arose .

^
^ Here the aim was to cir-

culate the organic liquid through a titanium target
cell and recover the Xe xjsing a gas/liquid scrubber.

Early e3q)erience showed that extensive radiolj^ic

polymerisation of the CH2I2 to a thick oil occured at

high beam currents making it impossible to pimp it

aromd the circuit. However, the application of a
classical radiation chemist's radical scavenger, mol-
ecular iodine I2, not only solved the polymerisation
problem but also increased the iodine content of the

target mixture. The target system has now been in
routine vise for about 3 years satisfying sane of the
demand for ^"l in the U.K.

Accelerators With Proton Energies of 20-50 MeV

This groip includes all the comiercially operated
cyclotrons and perhaps mention of some of the problems
encountered here would be of interest. The major log-
istic problem is that the accelerator produced pro-
duct must be available on a routine scheduled basis.
Thus a conmercial operator would expect his accelerator
to be dedicated to radionuclide prodiiction and be ready
for action at all times. He may even have more than
one accelerator! He will also be keen to make the very
best use of the beam available from his particular
accelerator.

When a charged particle beam interacts with a tar-
get the principle method of energy loss is by ionisa-
tion; only about one particle in a thousand produce
a nuclear reaction and the rest of the energy appears
as heat and here lies the major problem for the high
current target designer. The internal beam of the
cyclotron, vAiere the highest intensities are usually
available, has a radial distribution that is approx-
imately triangular with the high intensity towards the
centre of the machine. If a target plate is placed at
a tangent to the beam the resultant beam pattern will
be spread over a larger area. If the plate is then
either angled to the tangent or bent to a radius
slightly larger than the beam radius a still larger
spread can be obtained. The more the beam can be
spread out the lower the power density (Wcm~^). The
power density in the unspread beam of a typical pro-
duction cyclotron conpares well with those found in the
arc welding field, being typically 15-50KWcm"2. thermal
damage to targets is therefore an ever present hazard.
The beam dimensions of the flat field or classical
cyclotron, few of which remain in the radionuclide
production field, have internal beams of between ISnrn

X 5ma (Hanmersmith 45")^^ and 70nin X 6mm (ORNL 86").^°

A typical isochronous cyclotron might have a beam of
Anin X l.Snm. Thus beam power dinsities in excess
of 50 KWcm'^are easily achieved. The peak power den-
sity that can be handled by normal water cooling is
about 3KWcm~^ so that it can be seen that if the full
output potential of the more recently introduced
comnercial isochronous cyclotron is to be achieved,
beam spreading techniques are of prime importance.

One manxifacturer offers a beam interactive spreader
that uses RF driven deflector plates above and below
the circulating beam close to the final radius. In
other cases the users have found that rotating^

' '^"^ or
oscillating the target has helped provide the necessary
power density reduction. The use of thin targets in
this field is not xisually practicable. However, the
use of enriched isotopic targets can often give rise to
a higher intrinsic yield together with a reduced inter-
fering impurity. The production of ^"^Tl with protons
of up to 28 MeV being a typical exanple.^^ Of course
the use of highly enriched target materials is expen-
sive, so high efficiency recovery procedures have to be
devised. Often radionuclides of the target material
are also made making target recovery and refabrication
more difficult.

Target fabrication includes all the normal metal-
lurgical techniques. A typical target would consist of
copper or other high thermal conductivity backing of the
shape most suited to the beam spreading criteria out-
lined above, with a thin layer (typically 0.050 - O.lmn)
of the desired target material deposited and seciirely
fixed in a thermal sense onto its surface. Techinques
such as electrodeposition, flame spraying, chemical
vapour deposition, vacuum evaporation, soldering, braz-
ing, casting and spot welding finding application, dep-
ending on the properties of the specific target material.

Many of the non cornnercial accelerators in this
group do not have provision for internal targets and
rely on the extracted or external beam for radionuclide
production. Altho\:igh somewhat less efficient the ex-
ternal arrangement does allow much more scope for target
thichness selection and thus the opportmity to optimise
a particular nuclear reaction to minimize inpurity. The
direct production of ^^^I via the ^^'Te(p,2n) ^^^I re-
action is a good exanple. Several groups have applied
themselves to this problem and have found that by using
a thin highly enriched (927o) ^^''Te target and carefully
selected proton energy the ^^''I inpijrity due to
^^'*Te(p,n) ^^''I can be suppressed to below 1% at end
of bombardment (EOB)

. '^a However, as the half
lives of ^"I and ^^'^I are 13. 3h and 4.3d respectively
the ^""l level increases qtiite rapidly with time.

One further advantage of the external beam is that
gaseotis and liqioid targets can be irradiated. These are
usually considered inpracticable for internal beam ir-
radiation due to the severe space restrictions inposed
in the typical modem cyclotron's accelerating region.

The production of ^^Rb (t%= 4.5h) has achieved com-
mercial statxis using an external beam and is used in
the increasingly popular ^^Kr"^ (t%=13s) radio-
nuclide generator. Frypton-81m has found widespread use
in nuclear medicine organ flow studies .

^ ^ ' ^
" Once again

due to the radiogenic nature of the desired product,
Kr™, the presence of other Rb radionuclides in the

generator is in practice of no inportance. Thus the
most favourable route to large scale production of ^^Rb
is via the Kr (p , xn) ^ ^Rb reactions . ^

1
2 '

3 3 Protons
of 20 MeV upwards have been found to be loseful here,
however the use of enriched ^^I^ is essential for the
lower energies .

^
^ Several approaches have been described

for the recovery of the Rb from the target walls after
irradiation but the most popular seems to be the use
of a rotating target liner which can conveniently be
washed with water. The Rb is then simply bound to a
small colxjmn of cation exchanger. ^^Kr^may be re-
covered continously during clinical use in the gas phase,
for lung ventilation assessment, by passing humidified
air through the column or alternatively, in a solution
siaitable for infijsion for blood flow investigations, by
passing isotonic dextrose through the colunn.

"
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Accelerators With Proton Energies Up To 20 MeV

Here external beams and gas targets seem to be the

order of day and the most comnonly produced radionuclid-

es are ^ (t%= 10 min) , ^^C (t%=20 min) ,
^ =0 (t%= 2

min) and ^ ®F (t%= 110 min) . They are almost invariably
destined for incorporation into biomolecules or varying
conplexity for use in emission tomographic studies,
description of which is beyond the scope of this pres-
entation. However, there are several features of the
production of these radionuclides in a chemical form
directly applicable to these syntheses that may be of
interest. N may readily be produced as ^^NOs"- by the
^^0 (p,a)^^N reaction using a water target,^"* a simple
reduction reaction yielding high specific activity
^ ^NH 3 .

" In recent studies ^ prodiaced via the "^N

(p,a)^^C reactions has been incorporated into brain
receptor selective drugs. Here the major aim is to
exclude ^^C from the target system so that the synthesis
shoiiLd result in very high specific activity bicnoole-

cules typically O.S-^lCi/yM or better. This is quite a
challenging problem and has led workers into designing
gas targets to standards usually only found in the ultra
high vacuum field. The target gas has also received
careful attention to remove traces of CO 2 and hydro-
carbons. One grovp in the field has observed an in-

creasing reluctance of the "CDa to escape from the
target '

' possibly due to selective adsorption sites
trapping the desired product rather than being satur-
ated with the undesired ^^OOa. This is probably a gross
over-sinplification of events and much work still seems
to be necessary before an approach to the theoretical
specific activity of ^^C is achieved.

In the case of ^ ^0 specific activity has not yet
received much attention but the chemical form in which
^^0 may be recovered, after the ^'*N(d,n)^^0 reaction
in target gases of different compositions, has been
superficially studied. '^'^^ The ^^0 atom produced here
is a highly reactive species and has been seen to react
with a variety of substrates incliiding the target gas
N2. Radiation chemical effects can also be seen which
alter the initial product conposition as evidenced by
studies at different beam currents (beam distribution
remaining sensibly constant)

.

Turning to ^ ®F we find that both the reactivity of
the nucleogenic atom and specific activity are the
problems confronting the target chemist. If recovery
of ^ as a molecular F2 is desired for some synthetic
purpose, the addition of carrier F2 to the Ne target
gas (^°Ne (d,a)^®F) is essential as is careful attention
to target vessel construction materials and techniques 1*°

If recovery as H^^F is desired the addition of H2 to the
Ne target gas can mder favourable circumstances yield
a high recovery of ^ ^F as HF without the addition of
carrier"*^ which is of value as in the ^^C case for the
synthesis of receptors specific radiolabelled drugs.

Ihe Place Of Nuclear Data In This Field

It must be ob-/ious that for the generation of any
radionuclide adequate nuclear data for the prediction
of yields of both the desired product and any impurities
are essential. Most of the accelerator groups engaged
in this field have when necessary attempted an exten-
sion or inprovement of the existing cross section data
to suit their requirements. Often, however, it is not
the nuclear physics that is the limiting factor.
Problems of designing a target that will TOrk reliably
at the desired beam intensity and produce a recoverable
product often seem to make the fine detail sometimes
qijoted in nuclear data of little practical consequence.

Perhaps to put this into better perspective consider
a gas N2 target for the production of ^^C. A calcula-

ted yield from the excellent cross section data avail-
able is seen in practice only to hold if carrier ^^C

is present and irradiations are carried out at low beam
currents. As the current is increased the ^^C product-
ioa .versus beam current becomes grossly non-linear due
to a variety of effects which are as yet little under-
stood. " '"^

Factors involved may be sinply thermal or induced
plasma effects in the beam path both reducing the
number of target nuclei in the beam path and also per-
haps increasing the mean free path of the product
nucleus, enabling it to react with the target walls
(e.g.

^
^F and high specific activity^ ^C) . Further

study is going to be essential before problems such as
these are to be resolved.

However, the production of radionuclides with an
accelerator is a challenging interdisciplinary and
multidisciplinary field and the contributions of the
workers in the cross section field are gratefully
acknowledged.
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TAELE 2

Proton Energy MeV N° of Accelerators

vp to 10 4
10 - 20 6
20 - 30 19
30 - 40 3
40 - 50 6
50 - 60 4
60 - 70 3
70 - 80 3
80 - 100 0

100 - 200 2

200 - 800 3

TABLE IB

ACCELERATORS FOR RADIONUCLIDE PRODUCTION

B. OCMMERCIALLY OPERATED CYCLOTRONS

Firm
Location Machine Type
Person Supplying Information

Radionuclides Produced

JAPAN

Nihan Medi-Physics
Takarazuka, Ityogo
Dr. Masaaki Hazue

TCC CS-30

F-18, Ga-67, Rb-81, In-Ill, 1-123, Tl-201

NETHERLANDS

Mallinckrodt (formerly
Duphar)

Petten, N. Holland

No Information Given

UNITED KINGDOM

The Radiochemical Centre
Amersham
Dr. M. Finlan

Philips

(28 MeV protons)

Philips

(27 MeV protons)

Ga-67, In-Ill, CO-57, As-73, 74, Au-195, Be-7, Bi-206,
207, Co-56, Fe-55, 14i-52,54, Ti-44, V-48

UNITED STATES

Medi-Physics
Dr. A. Fleischer
(i) Arlington Heights, 111

Rb-81, 1-123, Tl-201

Scanditronix MC-40

(ii) Emeryville, Calif. TCC CS-22

Ga-67, Rb-81, In-Ill, 1-123, Tl-201

(iii) South Plainfield, N.J.TCC CS-22

Ga-67, Rb-81, 1-123

New England Nuclear
North Billerica, Mass.
Dr. J. Need

(i) TCC CS-22
(ii) TCC CS-30

(iii) TCC CS-30

(i) Co-57, Ga-67, Cd-109, In-111
(ii) Ge-68, Au-195, Tl-201
(iii) Ge-68, Au-195, Tl-201
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TABLE lA ACCELERATORS FOR RADIONUCLIDE PRDDUCTION :

DECEMBER 1978

A. NON-CCMMERCIAL ACCELERATORS

Location Machine Type
Institute Time Spent on Radio-
Person Sijppljdng Information nuclide Production

*Radionuclides Produced

BELGIUM

Ghent University CGR-Mev 520

Institute for Nuclear Studies
Dr. C. Vandecasteele 8 hr/wk

Rb/Kr-81, N-13
,

(C-11)

Liege University CGR-MeV 520
Cyclotron Research Centre
Dr. M.A. Guillaume 25 hr/wk

C-11, N-13, 0-15, F-18, K-43, Rb/Kr-81, Se-73
Ga-67, In-Ill

Louvain-la-Neuve University CGR-MeV 930
Nuclear Chemistry Laboratory
Dr. M. Cogneau 15 hr/wk

Fe-52, 1-123
,
Mg-28, At-211, (Tl-201)

CANADA

Vancouver, B. C.

TRIUMF
Dr. B.D. Pate

TCC CP-42
and

TRIUMF 500-l^V

1-123
, (C-11, N-13, 0-15, F-18, Fe-52, Se-77m,

Ga-67, Ge-68, Cd-109, In-Ill, Xe-127, Tl-201)

Winnipeg
University of Manitoba
Dr. M.I. Gusdal

1-123, Rb/Kr-81, Rb-84

FINLAND

Turku
Abo Academy
Dr. M. Brenner

(50 MeV protons)

Techsnabexport , USSR
(20 MeV protons)
16 hr/wk

C-11, F-18, Rb/Kr-81
, 0-15, K-43, Fe-52, Br-77,

Tl-197-202, Re- 181, Bi-206, (1-123)

FRANCE

Orsay
Service Hospitaller Fred. CGR-MeV 520
Joliot

Dr. D. Ccmar 30 hr/wk

C-11, N-13, 0-15, F-18, K-43 . Ru-97, Ge-68, Bi-206,
(Rb/Kr-81)

GERMAN FEDERAL REPUBLIC

Essen TCC CV-28
Ihiversity Clinic
Dr H.J. Machulla (50%)

C-11, F-18, 1-123
, (N-13, 0-15)

Heidelberg AEG-Ccnpact
Inst. F. Nukleannedizin,DKFZ
Dr. F. Helus

N-13, F-18, Rb/Kr-81, 1-121, 1-123
. Hg-197m, 0-15,

Fe-52, Cu-61, Zn-62, Ru-97, Tl-201, (C-11)

Julich (1) TCC CV-28
Inst. f. Chemie 1, KFA
Dr. G. Stocklin 24 hr/v*;

C-11, F-18, P-30, Cr-48, Br-77, 1-123
, Cl-34m,

Tl-201, Pb-203, (more F-18, and Cr-48)

(2) "Julie"

(45 IfeV protons)
12 hr/wk

Mg-28* 1-123, -every two weeks, Br-76,77

Karlsruhe Isochronous
Kemforschungszentrum (26 MeV protons) 1

Dr. H. Schweickert 5 hr/wk

1-123 (50QmCi/wk)
, (double 1-123, Rb/Kr-81)

INDIA

V.E.C.
(60 MeV protons)

Calcutta

Dr. R.S. Mani (Bhabha
Atomic Res. Centre, Trcoibay)

(K-43, Fe-52, Ga-67, In-Ill, 1-123, Tl-201)

A.V.F.
(45 MeV protons)
10-15 hr/wk

ITALY

Milan University
Cyclotron Laboratory
Dr. C. Birattari

Rb/Kr-81, 1-123, Tl-201, V-48, As-71-74, Cd-107-
109, Hg-197, Pb-203, Bi-205-206

JAPAN

Chiba CGR-MeV 930
Natl. Inst, of Radiological

Sciences
Dr. T. Hiramoto 12 hr/wk

C-11, N-13, 0-15, F-18, Ti-45, Fe-52, Br-77, 1-123

Saitama

Inst. Phys. Chem. Research (18 MeV protons)
Sciences

Dr. T. Nozaki 5 hr/wk

F-18, Mg-28, K-43, Fe-52, Br-77

Sendai
Tohoku University
Dr. S. Morita

(F-18, Br-77)

Tokyo University
Inst, of Medical Science
Dr. Akira Ito

F-18, Ti-44, Co-56, 1-123

NETHERLANDS

Eindhoven
University of Technology
Dr. R.L.P. van den Bosch

CGR-MeV 680

30-40 hr/wk(planned)

TCC CS-30 J

2 hr/wk

AVF
(30 MieV protons)

8 hr/wk

Br-77, 1-123
, Fe-55, Sr-87m, Cd-109, (Fe-52,

Rb/Kr-81
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NETHERLANDS Cont.

AVF
(65 MeV protons)
7 hr/wk

Groningen University
Inst, of Nuclear Physics
Dr. W. Vaalbiarg

C-11, N-13, Co-55 , 0-15, Fe-52, Rb/Kr-81, 1-123,
Hg-197

SWirZERLAND

Villigen VEC (72 MeV protons)
Natl. Inst, for Nuclear Research and
Dr. I. Huszar Ring Accelerator

(590 MeV protons)
3-4 hr/v^

In-111, 1-123, (Xe-127)

UNITED KINGDCM

Birmingham University
Dept. of Physics
Prof. J. H. Fremlin

Fixed-frequency
(10 MeV protons)
20 hr/Oc

Rb/Kr-81, 1-123
, Na-22, Po-208, (daily Rb/Kr-81)

Edinbiargh TCC CS-30
M.R.C. Western General

Hospital
Mr. T. Saxton

VEC
(58 MeV protons)
12 hr/vik

(0-15, N-13, C-11, Rb/Kr-81)

Harwell
Chem. Division AERE
Mr. J. G. Cuninghame

1-123
,
S-38, Nb-92m, Rh-99m. Pu-236, Pu-237,

(Tl-201)

London Classical 45"

M.R.C. Hanniersmith Hospital (8 MeV protons)
Mr. I. A. Watson 37 hr/wk

C-11, N-13, 0-15. F-18. K-43. Rb/Kr-81. Fe-52 .

1-123
, Cu-61, Zn-62, Br-77, Ru-97, Cs-129, Pb-203,

(K-38)

UNITED gTATES OF AMERICA

Bloomington
Indiana liiiv. Cyclotron

Facility
Dr. D. L. Friesel

1-123

Boston
Mass. General Hospital
Dr. G. L. Brownell

C-11, N-13, F-18, 0-15

Brookhaven National Lab.

Upton Long Island, N.Y.
Dr. A. P. Wolf

Separated sector VEC
(200 MeV protons)
(under 1%)

Allis -Chalmers
(6 MeV deuterons)
40 hr/wk

Isochronous 60"

(36 MeV protons)
40-50 hr/wk

C-11, N-13, 0-15, F-18, K-38, Fh-51, ^-52
,

Rb/Kr-81, 1-123, At-211
, Ne-19, Cl-34m, Fe-55,

Br-76, Br-77, Se-97m, Tc-92, Os-191, Au-195m,
Pb-203

Brookhaven National Lab.
Upton Long Island, N.Y.
Et. Louis Stang

BLIP (Lin. Acc.)
(200 MeV protons)
145 hr/week

I-fe-28, Fe/^h-52, Ga-67, Rb/Kr-81, Ru-97, 1-123
,

Ge-68, Cd-109, Sn-113, Te-118. Xe/I-122, Xe-127,
W-178

Chicago University TCC CS-15
Franklin McLean Mem. Res

.

Institute 10 hr/wk
Dr. P.V. Harper

C-11, N-13 , 0-15, F-18, Mn-51

Cleveland, Ohio VEC
NASA (45 MeV protons)
Dr. J.W. Bliie 8 hr/wk

C-11, Tl-201

Davis, California VEC
Crocker Nuclear Lab. (66 MeV protons)
Dr. M.C. Lagunas -Solar 20-35 hr/wk

1-123, Tl-201, N-13, Co-55, Rh-lOlm

Los Alamos, New Mexico
CP. Anderson lyfeson Phys.

Facility
Dr. H. A. O'Brien

LAMPF (Lin. Acc.)
(800 MeV protons)
168 hr/wk

Fe/Mi-52, Br/Se-77, Sr/Rb-82, Hf/Lu-172
, (Cu-67,

Ge-68, Se-72, 1-123, Xe-127)

Los Angeles, California TCC CS-22
U.C.L.A. School of Medicine
Dr. N.S. MacDonald 50 hr/wk

C-11, N-13, F-18, Zn/Cu-62, Cu-64, Rb/Kr-81 ,
0-15,

Cd-107, In-Ill, 1-123

Miami Beach, Florida TCC CS-30
MDunt Sinai Medical Center (27 MeV protons)
Mr. J.E. Beaver 100 hr/wk

Rb/Kr-81, Ga-67, In-Ill, Tl-201, C-11, 0-15
,

(N-13)

Michigan
State University Cyclotron VEC
Laboratory (50 MeV protons)

Dr. P.S. Miller av. 6 hr/Oc

C-11, N-13

New York, N.Y. TCC CS-15
Sloan Ketteming Institute
Dr. R.S. Tilbury 20 hr/wk

C-11, N-13, 0-15, F-18, K-38, Fe-52, Se-73

Oak Ridge, Tennessee
b.R.N.L.
Dr. S. W. MDsko

No Data Given

St. Louis, Missouri
Washington University
Dr. M.J. Welch

C-11, N-13, 0-15, F-18

do

Br-77, Kr-77, Rb/Kr-81

do

(C-11, N-13, F-18)

Washington, D.C.

Naval Research Laboratory
Dr. R. 0. Bondelid

C-11, F-18, 1-123

Isochronous Cyclotron

(55 MeV protons)

27o

(1) Allis -Chalmers

(6 MeV deuterons)

(2) 52" Cyclotron
(30 MeV ^e)
12 hr/wk

(3) TCC CS-15

Sector-Focusing Cycl.

(65 MeV protons)

* Radionuclides produced Routinely at least once a
week; underlined.
Irregularly or in future; in parenthesis.
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EVALUATION OF THE FISSION AND CAPTURE CROSS SECTIONS OF ^"""Pu AND ^^^Pu FOR ENDF/B-V

L. W. Weston and R. Q. Wright
Oak Ridge National Laboratory

Oak Ridge, Tennessee 37830, USA

Since there were appreciable new data which were not available for ENDF/B-IV, new eval-
uations for ^'*"Pu and ^^'Pu were carried out for ENDF/B-V. The evaluation of the fission and
capture cross sections will be reviewed and problem areas discussed. The neutron energy
range of concern was from 10"^ eV to 20 MeV. Significant changes were made over the entire
neutron energy region because of the new experimental data available. The problems in the
evaluations due to discrepancies in the nuclear data will be emphasized, particularly the
1-eV resonance in ^'*''Pu and the 0.3-eV resonance in ^'*^Pu. The evaluation of the fission
and capture cross sections for ENDF/B-V represents an improvement over the previous evalua-
tion; however, there continues to be a need for accurate experimental data.

(neutron nuclear data evaluations, fission, capture, 2'to.24ip^jj

Introduction

An evaluation of the neutron capture and fission
cross sections for ^'^"Pu and ^"^^Pu for ENDF/B-V was

necessary because significant new data on these iso-

topes have become available. Some of these pew data
were discrepant with previous evaluations, ^''^'^ for
example, resonance region of ^"^^Pu and the capture
cross section of ^'*'^Pu in the keV neutron energy region.
In the case of the high energy fission cross sections

the new data were superior to those previously avail-

able. Also, parts of the ENDF/B-IV evaluation were car-
ried over from earlier versions of ENDF and therefore
required updating.

Thermal Energy Range

P1utonium-24Q

A severe uncertainty in the evaluation of ^'^"Pu

was the thermal neutron energy region which is dominated
by the 1-eV resonance. About 99% of the thermal capture
cross section is due to the influence of the 1-eV reso-

nance. Because of the small quoted uncertainty, a sin-

gle measurement** of the thermal cross section dominates
the accepted 2200 m/s cross section as well as the

determination of the product of the neutron width and

radiation width, r r , for the 1-eV resonance. This
' n y'

measurement is that of Lounsbury et al who report a

2200 m/s capture cross section of 289.5 ± 1.4 barns.

Plutonium-241

There have been two measurements^'^ of the fission
cross section and one measurement^ of the capture cross
section since the previous ENDF evaluation. The fission
cross section was raised 2% at the 0.25-eV resonance
based predominately on the experiments of Wagemans and

Deruytter,^ and Weston and Todd.^

The measurements of Weston and Todd^ indicated a

significantly higher capture cross section (14%) over
the 0.25-eV resonance than the previous ENDF evaluation.
The ENDF/B-IV evaluation was based on the total and fis-
sion cross section measurements of Simpson and Schuman^
and Watanabe and Simpson.^ The ENDF/B-V capture in the
thermal neutron energy region is based on the measure-
ments of Weston and Todd^ for the following reasons;
1) the smaller uncertainty of the more direct measure-
ment of the capture cross section, 2) the ENDF/B-IV cap-
ture in the resonance region was also detennined to be
low and 3) integral experiments suggest a higher cap-
ture cross section in the thermal neutron energy range.
Figure 1 illustrates ENDF/B-V fission compared to
Wagemans and Deruytter, ^ and the capture cross section
of Weston and Todd^ compared to ENDF/B-IV and V.
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Fig. 1. The fission and capture cross sections
of 2'*^Pu from 0.01 to 0.8 eV.

Resonance Region

Plutonium-240

The most severe uncertainty in the evaluation as

far as thermal reactors are concerned is in the reso-

nance parameters of the 1-eV resonance. The product of

the neutron and radiation widths, r^r^, is detennined

with an uncertainty of about 1% by the thermal cross

section measurement of Lounsbury et al .'^ The individual

resonance parameters, r and r , have been measured in
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a number of experiments with discrepant results; these
are described by Caner and Yiftah^° and in a review
paper by Weigmann et al.^^ In essence, there are two
groups of experiments which predict radiation widths
which are about 10% apart. This evaluation favors a

high value of r . The ENDF/B-V values of r and r
y n Y

were taken to be 2.28 and 33.3 meV, respectively, as

evaluated by Caner and Yiftah.i'^

Integral experiments yield little information on
these resonance widths because they are usually carried
out with low '^'*0Pu content as compared to 239pu they
are most sensitive to the product, r^r^* Thompson and

Leonard^^ are using least squares fitting techniques to
more accurately determine the widths, r and r , from
the available data. ^

There is a need for careful, accurate experimental
measurements to determine the resonance parameters of
the 1-eV resonance of 2'*opu. Without such additional
experimental measurements, the large uncertainty in the
cross section of 2'+opu below a neutron energy of a few
eV will continue to be a problem.

The resonance parameters from 20 to 665 eV for
ENDF/B-V are the weighted average of the parameters of
Weigman et al.,ii Asghar et al.i^ and Hockenbury et
al.!"* Above 665 eV, the neutron widths of Kolar and
Bockhoffi^ were used as was the case for ENDF/B-IV. The

>

fission widths for the subthreshold fission resonances
were evaluated from the data of Auchampaugh and Weston,!^
Migneco and Theobald,'^ and Weigman et al.ii

Plutonium-241

Because of appreciable level-level interference in
the fission cross section, this evaluation is in the
form of the Adler-Adler^^ multilevel formalism. The
data of Weston and Todd^^ had been fit in the Adler-
Adler formalism. Fits to the data of Blons,^^ Simpson
and Shuman,'' James, and Moore et al .22 which were in

the Reich-Moore formalism were converted to the Adler-
Adler formalism using the computer code, POLLA, and
techniques developed by de Saussure and Perez. This
evaluation was carried out using these sets of param-
eters. The resulting capture cross section, and thus
the average radiation width, is higher (~40%) than the
ENDF/B-IV evaluation. Indications that the capture
cross section was low in the previous evaluation had
been noted previously. i°'20 Figure 2 illustrates the
ENDF/B-V fission cross section compared to the measure-
ments of Blons,20 and Migneco et al.2't Figure 3 com-
pares the ENDF/B-V fission and capture cross sections
with the measurements of Weston and Todd.^

Unresolved Resonance Region

Plutonium-240

The capture cross section of 2'*opu -jp ^^e unre-
solved resonance region is illustrated in Fig. 4. The
average resonance parameters^! as derived from the reso-
nance region were in good agreement with the average
capture cross section measurements of Weston and Todd25
so these parameters were used for the evaluation. This

10*

10'

6000

> 4000

2000

+ + WESTON AND TODD
ENDF/B-Y

FISSION

_I I 1_

CAPTURE

UwvJL

5 7 10

NEUTRON ENERGY (eV)

20 7 10

NEUTRON ENERGY (eV)

20

Fig. 2. The fission cross section of ^"^^Pu from
3 to 20 eV.

Fig. 3. The fission and capture cross section of
Pu for ENDF/B-V compared to Weston and Todd from

3 to 20 eV.
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Fig. 5. The fission cross section of ^^^?u in the
neutron energy range from 0.1 to 50 keV.

evaluation is lower^than the measurements of Hockenbury
et al.:^"* however, these experimenters^^ indicated their
results may have been high because the canning of the

sample was not properly taken into account. The mea-
surements of Wisshak and Kappeler were available only
in very preliminary form at the time of the evaluation
and were not considered. The points of Wisshak and

Kappeler^'' in Fig. 4 were converted by the author from
ratio measurements with respect to Au using the ENDF/B-V

Au cross section. These points are only part of the
data and are only intended to be representative of the
data. The Wisshak and Kappeler and the Weston and

Todd^^ measurements are not very discrepant on a point-
by-point basis, but the difference in shape is dis-
turbi ng.

The fission cross section of ^'*'^P[i is small and

relatively insignificant from thermal through the unre-
solved resonance region. The evaluation of this cross
section in the unresolved resonance region was based on

the data of Behrens et al.^^

Plutonium-241

The fission cross section of ^"^^Pu in the unre-
solved resonance region is illustrated in Fig. 5. Most
of the experimental measurements^'^'^'^'^'^^'^^'^^ shown
In Fig. 5 indicate an unexpected rise between 100 and
200 eV and a dip in the cross section at about 800 eV.

These measurements show disturbing discrepancies (-10%)

when their quoted uncertainties are considered (~3%).
The ENDF/B-V evaluation reproduces the major structure
which is common to the experimental results.

The data on the capture cross section of ^'*^Pu by
Weston and Todd^ in the energy region shown in Fig. 5

indicate the same structure (rise between 100 and 200 eV
and dip at about 800 eV) which appears in the fission
cross section. This is somewhat surprising because if

the structure were due to the usual effect of the well-
known double fission barrier the fission widths would be
modulated. Since the structure appears in the capture
cross section as well as in the fission cross section it

must be due to one or both components of the strength
function, <r^/D>. The evaluation of the capture cross

section was based on the data of Weston and Todd^ since
no other differential data are available.

High Energy Region

Plutonium-240

The evaluation of the fission cross section of

^'*°Pu was based upon the ratio to ^^^U measurements of

Behrens et al.^^ These data appeared superior to other
available data at the time of the evaluation. Since the
evaluation, additional data by Kari and Cierjacks,^^ and

Budtz-Jorgensen and Knitter^^ have become available
which are in reasonable agreement with the measurements
of Behrens. The data of Behrens^** converted to the fis-

sion cross section with the use of the ENDF/B-V fission
cross section for ^^^U are compared in Fig. 6 with the

ENDF/B-V evaluation for 2'+0pu and the ENDF/B-IV evalua-
tion for ^-^Opu.
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Fig. 6. The fission cross section of ^'*°Pu at
high-neutron energies.

466



The capture cross section of ^'opu above 300 keV

Is unchanged from Version IV. The changes below this

neutron energy were illustrated in Fig. 4.

Plutonium-241

Figure 7 illustrates the experimental data, 30, 33- 36

the ENDF/B-V, and the ENDF/B-IV evaluations for the
high-energy fission cross section of 2'tipu. Again the
ratio data of Carlson and Behrens^^ were given the
principle weight in the evaluation because of accuracy,
consistency with ^'^''Pu, and complete coverage of the
high-energy neutron range.

0.1 1

NEUTRON ENERGY (MeV)

Fig. 7. The fission cross section of ^'*^Pu at
high-neutron energies.

Conclusions

The capture and fission cross sections for ^'•"Pu

and 241^1, were evaluated from 10"^ eV to 20 MeV for
ENDF/B-V. Due to new experimental data which have be-
come available the new evaluation is placed on a firmer
basis than the earlier evaluation.

In the authors' opinion, three problem areas remain
which would require new, careful experimental measure- 11.

ments to resolve. These are listed in decreasing order
of importance:

1. The resonance parameters of the 1-eV reso-
nance of ^'Opu known with a suffi-
cient accuracy. The 1-eV resonance also
controls the 2200 m/s capture cross section
and so a confirmation of the experiment of

Lounsbury et al would be worthwhile.

2. The capture cross-section measurements on
2'*iPu of Weston and Todd^ carried an

inordinate weight because they were the
only extensive differential capture cross-
section measurements from 0.01 eV to
200 keV neutron energy. Another indepen-
dent measurement would be of value.

3. The 2'tipu fission cross section in the
unresolved resonance region is uncertain
by about 5%. There are a number of exper-
imental measurements but they are dis-
crepant. A careful high-precision

measurement of this cross section would
be most useful

.
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232
Channel analyses of the neutron fission cross section of Th have been made m two laboratories.

The calculated fission cross sections and fission fragment anisotropies are compared with the experi-
mental data. Despite some differences in the methods used, the conclusions on the physical aspects of
the fission process are very similar.

[ Th, fission channel analysis, statistical model, a ^, a , a ,, W(E ,9), fission barriers
J • ^ • 1 , JUT n,n ' n'
derived, triple humped shapes.]

Introduction

The prediction' of a triple humped shape for the
ground state fission barriers of the thorium isotopes
has led to renewed interest in the neutron data for

these nuclei and their interpretation. From the pro-
ceedings of the recent conference in Julich^ it is

clear that consensus has not yet been achieved on the
reliability of the theoretical prediction. This is not
surprising in view of the complexity of the problem .

One method which may help to clarify the situation is

to attempt a comprehensive analysis of all experimen-
tal data. The present paper summarises the status of
such an analysis of the ^^^Th neutron data, which has
been preceding independently at two laboratories.

can be written for the fission and capture cross sec-
tions .

Despite the similarity of the approach in each
analysis, there are significant differences in the

method of deriving some of the transmission coeffi-
cients. The BRC analysis'^ used transmission coeffi-
cients for the compound nucleus formation and neutron
emission cross sections, derived by Lagrange from a

coupled channel calculation^ . The fluctuation correc-
tion followed the method of Moldauer^. For the Lucas
Heights analysis, the method adopted followed the

procedure of Hofmann et al.^, with the use of the
• ft •

potential of IIoldauer°, and with fluctuation correc-
tions based on a combination of the methods of ref.^
and Bertram^

.

Method of analysis

3
Both analyses are based on the statistical model .

The capture of an incident neutron with energy Ej^ by
the target 232Th leads to the formation of a compound
nucleus which subsequently decays by neutron emission,
gamma ray emission or fission. The various cross sec-
tions may be written in the form

a , (Ecc
^(E, J,tt)P^, (E,J,it)

, (1)

Jtt

where c and c' label the entrance and exit channels
respectively, OQ(E,J,ir) is the cross section for for-
mation of the compound nucleus state with total angu-
lar momentum J and parity ir at the excitation energy
E, and P^, ' is the branching ratio to the channel c'

with corrections due to width fluctuations. Thus the
cross section for neutron emission to a final state X

of the target nucleus is given by

%,n' (X) =^ 0(,(E,J,tt)

Jit

T„(E - E,,J,^)Fn,n

f n Y

(2)

where Tj^, T^ and T^ denote the transmission coeffi-
cients for neutron emission, fission and radiative
capture respectively and the superscript t signifies
summation over all channels for each mode. 7^ n' is
a level width fluctuation factor. Similar expressions

The radiative capture transmission coefficient Ty
is related to the average capture width fy by

T^(E,J,tt) = 2Trp(E,J,7T) r^(E), (3)

.10where p(E,J,Tr) denotes the Fermi-gas level density
of the compound nucleus, 233xh, in its state (E,J,tt).

In both analyses, y ray widths have been calculated
according to the Weisskopf formalism' ' and normalised
to the measured average radiative width in the resol-
ved resonance region.

For the evaluation of the fission penetrabilities,
the fission barriers were parameterised by smoothly
joined parabolas following the procedure of Cramer and
Nix' 2. The fission penetrabilities were obtained from
an exact solution of the Sthr"dinger equation . For the

Lucas Heights calculations, triple humped fission
barriers could be parameterised in the analysis. In

the BRC method, double humped barriers only could be
specified but there is no real loss of accuracy here
as the inner barrier is expected to be much lower in
height than the outer two barriers and therefore
exercises almost no impact on the magnitude of the

penetrability. Of course, this is the real problem
in the present method of attempting to confirm a tri-
ple humped fission barrier shape. The only real dif-
ference in the two methods of evaluating the fission
penetrabilities is the use of different constant
values for the mass inertial parameter. The BRC calcu-
lation used the value suggested by Cramer and Nix'

2

for a double humped fission barrier. In the Lucas

Heights analysis, a different mass inertial parameter
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was derived from Dudek , who has discussed the defor-

mation dependence of this parameter.

No damping in the outer well was used in either

analysis. For the BRC analysis, all triple humped

fission barriers which gave rise to a vibrational

resonance had both parities which is expected because

of the asymmetric deformation of the nucleus at the

third minimum. For the Lucas Heights analysis, this

additional complication was not adopted because of

the already numerous fission barriers.

Finally, the differential fission fragment angu-

lar distributions are obtained from

<a^(E^,e)> o^'^\E^)^^^^(e), (4)

JKiT

where the quantum numbers, JKti
,
specify the particu-

lar fission channel. K is the projection of the total

angular momentum J on the symmetry axis of the nucleus.

The fission fragment angular distribution, Wjj^(e), for

fission through each channel, JK, is given by

^jk(9)
= i/(2J^i) [|d,^,^K(e)|^ . I<^-,/2,k(Q)|']

(5)

where |d| is the square of the rotational part of

the symmetric-top wave function'^.

Results

The experimental neutron fission cross section

shows a great deal of structure accompanied by rapid

changes in the fission fragment angular distribu-
tions'^~2'. Consequently, a search for a set of bar-
rier parameters which leads to predicted values
consistent with all experimental data presents many
problems

.

The computational procedure involved adiusting
the heights (E^, Ej-^j, E^) and widths (^"gj III'
tia) ) of the potential barriers associated with a set

of fission channels (Kti) until good agreement was

obtained between calculated and experimental fission

cross sections and fission fragment angular distri-
butions. The two procedures were similar to that of

Caruana et al.'^ but with one important difference.
Whereas in the analysi s of Caruana et al. all fission
barriers were assumed to have the same triple humped
shape and were merely displaced in energy with respect

to each other, this restriction was relaxed and dif-
ferent shapes were allowed in the present analyses.

The parameters of the different fission barriers
derived in the BRC analysis are shown in table I. The

fission cross section calculated with these values is

shown for the neutr.on energy region, 0.7 - 1.5 MeV,

in figure 1 and in figure 2 for the range 1.0- 2. 5 MeV
together with the experimental neutron fission cross
sections '

5~
'

7 _ fj^g calculated neutron capture cross
section is compared with experimental data^^"^^ in

figure 3. Similarly, the calculated elastic and ine-
lastic scattering cross sections are in good agree-
ment^ with experimental data but for brevity are not
shown here.

The fission barrier parameters obtained from the
Lucas Heights analysis are listed in table 2. The set
of parameters is somewhat smaller than in table 1,

partly because the analysis was terminated at a lower
upper energy. No structures in the cross section
beyond 1.85 MeV were fitted. Two options (a,b) were
tried for the 7/2" barrier associated with the

Table I. Fission barrier parameters in MeV. BRC fit.

(k,TT) E
B ^C

nu)
_B

h(jj
III

no)
c

1/2 + 5. 49 5 47 6. 86 1 .30 0.60 1 .30

7/2 - 5. 70 5 46 6. 875 0.74 0.60 1 .05

1/2 + 6. 27 5 72 6. 86 1 .20 1 .0 1 .23

3/2 + 6. 29 5 723 6. 77 1 .40 1 .0 1 .40

1/2 + 6. 22 5 86 7 24 1 .40 1 .0 1 .40

3/2 + 6. 35 5 81 6 92 1 .40 1 .0 1 .40

3/2 + 6. 62 5 90 7 01 J .40 1 .0 1 .40

3/2 - 6. 61 5 89 7 00 1 .40 1 .0 1 .40

5/2 + 6. 45 5 90 6 96 1 .40 I .0 1 .40

5/2 -
6. 46 5 91 6 97 1 .40 1 .0 1 .40

1/2 + 6. 73 6 026 7 62 1 .40 1 .0 1 .40

1/2 -
6. 74 6 036 7 63 ! .40 1 .0 1 .40

3/2 + 6. 78 6 016 7 29 1 .40 1 .0 1 .40

3/2 -
6. 79 6 026 7 30 1 .40 1 .0 1 .40

1/2 + 6. 76 6 19 7 43 1 .40 1 .0 1 .40

1/2 -
6, 77 6 20 7 44 1 .40 1 .0 1 .40

5/2 + 6. 85 5 175 7 23 1 .40 1 .0 1 .40

5/2 -
6. 86 6 185 7 24 1 .40 1 .0 1 .40

1/2 + 7. 01 6 305 7 54 1 .40 1 .0 1 .40

1/2 -
7. 02 6 315 7 55 1 .40 I .0 1 .40

1/2 + 7. 20 6 38 7 70 1 .40 I .0 1 .40

1/2
-

7. 21 6 39 7 71 1 .40 1 .0 1 .40

1/2 + 7 20 6 48 7 54 1 .40 1 .0 1 .40

1/2
-

7 21 6 49 7 55 1 .40 1 .0 1 .40

1/2 + 7 22 6 55 7 57 1 .40 1 .0 1 .40

1/2
-

7 23 6 56 7 58 1 .40 1 .0 1 .40

1/2 + 7 24 6 625 7 52 1 .40 1 .0 1 .40

1/2
-

7 24 6 .735 7 55 1 .40 1 .0 I .40

structure in the fission cross section at 950 keV. The
calculated fission and neutron capture cross sections
are shown in figures 1-3.

As a further exercise, the fission barrier para-
meters derived from the BRC analysis were tried without
modification in the Lucas Heights calculation. It was
found that the shape of both the fission cross section
and the anisotropy were reproduced ; however there was
a difference of approximately 30 per cent in the abso-
lute magnitude of the fission cross section.

Table II . Fission barrier parameters in MeV. Lucas

Heights fit.
a)b) Options discussed in the text.

K n
^III Hll

a) 7/2" 6 200 5 .260 6.577 1 .40 0.90 1 .25

b) 7/2" 5 70 5 .46 6.875 0 .74 0.60 1 .05

1/2" 5 650 5 .450 7. 140 1 .40 1 .00 I .15

1/2" 6 250 5 .690 6.880 1 .40 1 .20 1 .35

3/2'' 6 130 5 .710 6,940 1 .40 1 .15 1 .30

3/2"" 6 550 5 .880 6.950 1 .40 1 .05 1 .30

5/2" 6 500 5 .875 6.960 1 .40 1 .20 1.16

5/2" 6 650 6 .030 6.800 1 .40 1.10 1 .35

1/2" 6 700 6 .020 6.950 1 40 1.10 1 .20

1/2" 6 800 6 .023 6.980 1 40 1 .50 1 .20

3/2" 6 800 6 .060 6.900 1 40 1 .50 1.10

1/2" 6 900 6 . 140 7.300 1 40 1 .50 1.15
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Fig. 3. Experimental and calculated neutron capture
cross sections.

The fission fragment anisotropies obtained from
the fission fragment angular distributions calculated
in both analyses are shown in figure 4 together with

the experimental data'^'^l.

that it is not possible to derive a unique set. Thus
the important question to answer is "What can be
learnt from these analyses ?".

Despite the difference in the actual values for
the different parameters, the physical conclusions
derived in each analysis are the same.

1. Throughout the energy range, 0.7 - 1.3 MeV,
the fission cross section is dominated by the partial
cross section through a K = 1/2 band for which the
outer well is too shallow to include a vibrational
state. Consequently, there is no vibrational reso-
nance in the partial cross section for this band.

2. For the structure in the fission cross section
at 0.95 MeV, which is also associated with a minimum
in the anisotropy, the most satisfactory interpre-
tation requires the introduction of a K = 7/2 fission
band. However there are difficulties at this energy
because of slight differences in the experimental
data, which are illustrated by the two Lucas Heights
options presented. If, for example, the fission cross
section near this energy has a sharply defined peak'^
this can be reproduced in the calculation as a vibra-
tional resonance in the outer minimum of a K = 7/2

fission barrier [fit a in figures 1 and 4]. However
the fission fragment anisotropy then shows a very
strong minimum (figure 4) which is in disagreement
with the experimental data. On the other hand, the

Fig. 4. Fission fragment anisotropies.

Discussion

It is clear from both analyses that it is possi-
ble to find a set of parameters which leads to predic-
ted cross sections consistent with the experimental
data. However it is also clear from tables 1 and 2

fission cross section data from Plattard et al.''

show a broad peak at this energy which is consistent

with the experimental angular distribution data'^j^O

These data can be reproduced with a K = 7/2 barrier
in which the outer minimum is too shallow to include

a vibrational resonance as in the BRC analysis and

Lucas Heights option (b) which, for this case, used

the BRC parameters for the 7/2" band. The broad peak
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in the fission cross section corresponds in excitation
to the second outer peak of the fission barrier. An
alternative explanation to the K = 7/2 barrier can be

presented for the structure at 0.95 MeV. The second

possibility is that there is a concentration of J= 1/2

strength at this energy because of coupling to compound

nuclear states in the first well. If this is the

explanation, it cannot be incorporated in the present

analyses

.

3. The very large resonance at 1.6 MeV which also

corresponds to the minimum in the anisotropy results

from a vibrational state within the outer well of a

K = 3/2 fission barrier, in confirmation of many pre-

vious analyses. Presently the interest is in the

details and the interpretation of the fine structure

superimposed on this peak (figure 5). In fact, the

first argument for the triple humped fission barrier

for the thorium nuclei was based on the spacing of

the fine structure peaks. Blons et al.'^ associated

each of these with the partial fission cross section

through one of the rotational members of the K = 3/2

barrier. From the spacing of the peaks they derived

a moment of inertia constant which was significantly
smaller than that for a nucleus within the second

well of a double humped fission barrier and was con-

sistent with a more deformed nucleus. Unfortunately,

the present analyses disagree with this interpre-

tation and confirm the previous conclusion of Caruana
et al.'5. To fit simultaneously both the fission

fragment angular distributions^^ and the absolute magni-
tude of the fission cross section the shape of the

fission barrier was such that the partial cross sec-

tion through any channel (JKir) had a FWHM of at least

40 keV for the 1.6 MeV peak. In other words it was

not possible to fit the structures with experimental
FlfflM's of 7 keV and reproduce the magnitude of the

fission cross section (Figure 5). Furthermore,
although both the present analyses can be criticised
because of the large number of adjustable parameters
this objection does not alter this basic incompati-
bility. Consequently, the fine structures must be due

to other effects which have not been incorporated in

the analyses.

150
1—r 1 1 1 1 I I 1

UO

130

120

110

100 \
90

* IBLONSetQl.^^

80 B.R.C

70 1
1 1 1 1 1 1 1 1

1.56 1.58 1.60 1.62 1.6^

En (MeV)

Fig. 5. Detail of the experimental and calculated
(EEC) fission cross section near - 1.6 MeV.

4. The experimental fission cross section de-
creases above 2.2 MeV. Neither analysis reproduced
this effect. In fact, the calculated cross sections
continue to increase because of the rapid increase
in the number of open fission channels. One way of
reducing this effect tried in the BRC analysis was

to increase the inelastic scattering competition
above 2.2 MeV. However, it was always apparent that
this type of analysis which is based on discrete
nuclear levels, becomes unreliable at energies signi-
ficantly higher than those where these data have been
obtained

.

5. The striking feature of all fission barriers
in tables 1 and 2, is that not one, despite their
number, has a shape similar to those that were deri-
ved when symmetric deformations only were considered
in the calculation of the potential energy surface.
Whereas these calculations gave rise to a very
low inner peak, the second outer peaks in the barriers
from both analyses were similar in height to the

outermost
.

peak and all intermediate wells were extre-
mely shallow. In fact, the barriers derived in both
analyses are consistent 'in shape with the triple
humped barrier derived when mass asymmetric deforma-
tions are considered.

Conclusion

Two separate analyses have been made of the neu-
tron data for 232xh and both have been successful in

reproducing most of the experimental data. However,
the fission barrier parameters derived are different
and both analyses can be criticised because of the

large number of fission barriers employed. In fact,

the real situation is probably more simple than in

either of the two solutions presented. Despite this

criticism, the analyses do reveal many of the under-
lying details of the neutron fission of 232'ph and

contribute to the growing evidence for a triple hum-
ped fission barrier in the thorium region. The details
of the data for the neutron fission of 230xh are less

complex than those for 232Th and this case presents
a better opportunity to arrive at a unique description
of the process. When the 230'jj^ case has been resolved,
the additional data thereby obtained should allow a

fresh.re-examination of the data for 232Th.
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MEASUREMENT OF THE INTEGRAL CAPTURE AND
FISSION CROSS SECTIONS FOR 2 32th IN THE CFRMF

R. A. Anderl and Y. D. Harker
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The recent evaluation of the cross-section data bases for 232j)^ capture and fission emphasized significant
normalization discrepancies between the available differential data. To help resolve the normalization discrep-
ancies, the capture and fission integral cross sections have been measured for ^^^Jh in the fast neutron zone of

the Coupled Fast Reactivity Measurements Facility (CFRMF). The cross sections are derived from the radiometric
determination of the saturation reaction rates for fission and capture based on the Ge(Li) spectrometric measure-
ment of the absolute gamma emission rates of the 537-keV and 1596-keV lines in the ^'^^Ba - ^^^la decay and the

311.9-keV line in the 233pa decay. For capture and fission, respectively, the measured integral cross sections
are 291 mb + 3% and 19.6 mb + 5%. The ratios of the integral cross sections computed with ENDF/B-IV thorium
cross sections and the CFRMF neutron spectrum to the above values are 0.99 for capture and 0.90 for fission.

[232Th(n,f), 232-i-h(n^^)^ Integral

Introduction

Recent interest in developing alternate fuel

cycles for advanced reactor systems has focused on

the use of 2327^ as a fertile material for production
of 233u fuel. Because a realistic prediction of the

production of ^^^U in various advanced reactor
systems (LMFBR, LWBR, and others) depends on an

accurate description of the 232-]-^ cross sections,
much effort has been expended recently on the measure-
ment and evaluation of the neutron cross sections for
232Th. Meadows et^al_.i, have prepared the 232-p(^

cross section file for ENDF/B-V using data obtained
up through 1977. As stated by Meadows et al., the

cross section data for the 2 321"^ (n,Y) andT^^^Jh (n,f)

reactions are very poor and of dubious quality, re-

spectively. Typically, few absolute cross-section
measurements are available [none for 23271^ (n,Y)].
The data consist primarily of differential cross
sections derived from ratio measurements. A compa-
rison of the 232j)^ (n,Y) cross sections obtained from
ratio measurements shows discrepancies in the energy
range 20 keV to 1000 keV of up to 50% between the
different sets of differential data. For 2327^ (n,f),

the cross sections based on ratio measurements have
normalization problems and energy scale problems in

the threshold region. In addition, when the fission
ratio-determined cross sections are compared to the
little absolute data available, shape discrepancies
are noted for energies <1.5 MeV and >1.3 MeV. To

resolve the discrepancies. Meadows et aj_. ^ empha-
sized the need for better absolute and relative
measurements.

Integral measurements in well -characterized
neutron fields2, the 235y fission neutron spectrum, and
the fast neutron fields of the CFRMF, f^cil ity,
and BIG-10, would be helpful in resolving these normal-
ization uncertainties and in testing the differential
data. Meadows et al[. ^ reference several integral
fission measurements made in a reference 235u fission
neutron spectrum. The authors note that the measured
values range from 71 mb - 83 mb and are consistent
with the value of 72.8 mb calculated from their new
evaluation and the ENDF/B-V 235u fission neutron
spectrum as compared to a value of 69.0 mb calculated
using ENDF/B-IV data. No similar integral measure-
ments are identified in the Meadows^ evaluation
for 2327h (n,Y).

Beck et^ aj_. 3 have reviewed recently the fast
integral data for 233^ and 2327^. included in the
review are the results of measurements of 2327^
capture and fission reaction rates relative to the
235u fission rate made in the Advanced Epithermal
Thorium Reactor (AETR) critical experiments, in the
Gas Cooled Fast Reactor Experiments for the ZPR

Cross Sections, CFRMF, ENDF/B]

criticals and in recent ZPPR experiments. The results
reported as C/E ratios (calculated to experiment with
ENDF/B-IV cross-sections used to generate the calcu-
lated 2327h (n,f)/235u(n,f) and 2327h(n,Y)/235u(n,f

)

ratios) indicate a spread of 0.93 to 1.12 for 2327^

(n,f) and 0.99 to 1.04 for ^^^Jh{r\,y).

In addition. Green** has reported an integral

capture measurement for 2327^ irradiated with 252Qf
spontaneous fission neutrons. His measured value is

approximately 13% lower than that calculated using the

capture cross section from BNL-325 and his Complex
Spectrum for 252Qf fission neutrons.

To help in the resolution of the normalization
discrepancies for the capture and fission cross
sections for 2327^^ ^ave made integral capture and
fission measurements in the fast neutron field of the
CFRMF. The purpose of this paper is to present the
necessary experimental details and the results of
these measurements. More complete information is

found in reference 5.

Experimental Details

Irradiation Facility

Irradiation of the thorium foils took place in

the fast neutron field of the CFRMF. 6, 7, 8 capable of
operating at a power level of 100 KW, the reactor
produces a neutron flux level of ~10^2n/cni2-sec in the
fast neutron experiment region. Spanning the inter-
mediate neutron energy range (1 keV < E^ < 1 MeV) with

a mean energy of 0.72 MeV, the CFRMF neutron spectrum
is similar to that in a fast reactor. The neutron
energy spectrum has been extensively studied by proton-
recoil neutron spectrometry, ^Li neutron spectrometry
and neutronic calculations.

This facility has been a cornerstone irradiation
facility for the Inter! aboratory LMFBR Reactor Rate
(ILRR) program for precise dosimetry reaction-rate
measurements and for an extensive series of integral
measurements for "fission-product class" materials.^
Consequently, it has been selected by the Cross
Sections Evaluation Working Group (CSEWG) as a bench-
mark field for integral testing of data for the Evalu-
ated Nuclear Data File (ENDF/B).

Irradiation Package

A six hour irradiation was made in the CFRMF for
each of two Reactor Experiments, 99.96% pure, 1.27 cm
diameter thorium metal foils (one - 161.6 mg, 0.01 cm
thick; two - 22.2 mg, 0.00127 cm thick). Each foil
was wrapped in three thicknesses of 0.00127 cm
aluminum foil to minimize the loss of fission gas and
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stop all released fragments in the aluminum cladding.

Each irradiation package included three 0.4 cm

diameter, 0.0127 cm thick gold foils for monitoring

the reactor power level. One gold foil was located

2.54 cm above the sample midplane and the other two

were located at midplane but displaced 1 cm radially
from the sample center.

Post-Irradiation Ge(Li) Spectrometry

Gamma-ray spectra were measured for each of the

aluminum-clad thorium foils and the gold monitors,

each positioned at a calibrated location in a Ge(Li)

spectrometer (65 cm^ closed-end coaxial detector).
The Ge(Li) spectrometer and gamma-ray counting tech-

niques followed are described in references 9 and 10.

For the irradiation 1 thorium foil (161.6 mg) six

spectra were measured at a source to detector distance
of 25 cm for times ranging from 2 days to 21 days
after the end of irradiation. For the irradiation 2

thorium foil (22.2 mg), five spectra were measured at

source to detector distances of 25 cm and 10 cm for

times ranging from 1 day to 110 days after the end of
irradiation.

Analysis and Results

Reaction-Rate Determination

Method . The method used for the determination of
the thorium capture and fission reaction rates is the

radiometric method, described in some detail in

references 9 and 11. Briefly, saturation reaction
rates are determined by the following expression

Table I. Decay Data for ^^^Au, ^^^Pa, I'+Ofia, I'^^La

RR
A

b-e
D

Where A is the measured peak area, b is the gamma-ray
branching ratio, £ is the detector efficiency for a

point source, N is the number of atoms for isotope of

interest in the sample, Y is the fission yield, D is a

decay/count factor and 6 includes necessary correction
factors

.

For this specific experiment, the capture
reaction rate is based on the absolute measurement of

the gamma-emission rate of the 311.9-keV gamma ray

from the g" decay of 27 day ^^'^Pa. The ^^^Pa activity
is produced from the 6" decay of 22 min ^ssj^ which is

the neutron capture product for ^^^Ih. The 233pa

activity was measured after a sufficient time to allow
for the decay of the ^^^Th. The fission reaction rate

is based on the absolute measurement of the gamma-

emission rates of the 537.4-ke\/ gamma ray from I'+^Ba

B" decay and of the 1596-keV gamma ray from I'+'^La g-

decay. The capture reaction rate for the gold monitor,
^^''Au, is based on the measurement of the 411.8-keV

gamma ray from the 6" decay of I'^^Au. Decay data for

these radionuclides used in the present analysis are

summarized in Table I. With the exception of the

half-life and branching ratio for 233pa which are
from references 12 and 13 respectively, the decay
data were taken from reference 11. A fission yield
of 0.0777 + 4% was used for I'^OSa and I'^OLa.i'*

Peak area determinations were made with the

GAUSS-V computer program^^ implemented on a PDP-15

interactive graphics computer system. This analysis

was consistent with that used in the measurements used

to generate the efficiency curves for the Ge(Li)

spectrometer as described by Gehrke et_al_. i° Peak

efficiencies used in the present analysis were inter-

polated values based on the previously measured
efficiency curves.

Radionucl ide Tu, Ey by

2.6956(10)^d 411 .794(7) 95.52(5)

233pa 26.96(5)d 311 .9 38.6(5)

i'*OBa 12.789(6)d 537.35(5) 24.4(3)

i^OLa 40.26(2)h 1596.18(5) 95.40(8)

Uncertainty in last significant digits as
quoted in the references.

Correction Factors . Correction factors were
estimated to account for gamma-ray self absorption in

the sample foils, for gamma-ray attenuation in the
aluminum cladding, for random summing/live timer
losses, for coincidence-summing losses, for inter-
ferring gamma rays and for neutron resonance self-
shielding. Gamma-ray self-absorption corrections of
2.6% and 1.0% were estimated for the 311.9-keV and
537.4-keV lines from the 0.01 cm thick thorium foil.
All other gamma-ray self absorption and attenuation
corrections for the 0.01 cm and 0.0013 cm thorium
foils were less than 0.3%. The values of the mass-
absorption coefficients used in the determination
of these corrections were obtained using quadration
log-log interpolation of the total mass absorption
tables of Storm and Israel.

Correction factors for random summing and the
live-timer were taken from data available for the
spectrometer. For the thorium related gamma-ray
measurements these corrections ranged from 1.0% to

1.8% for the 161.6 mg foil and 0% to 0.4% for the
22.2 mg foil.

Two additional factors affect the accurate
determination of the fission rate of Th based on a

measurement of the gamma-emission rates of the ^'*°La

1596-keV line. As pointed out by Debertin et al .
^

which is at the end of the decay chain of
natural thorium emits 2615 keV radiation, giving rise
to a double escape peak at 1593 keV. This peak, also
observed in the background spectrum due to Th present
in the environment, interfers with the i'*°La 1596-keV
peak and may contribute to an error in the accurate
determination of the peak area of the 1596-keV peak.

Secondly, 1596-keV gammas from the i'*°La decay are
emitted in cascade with the lower energy gamma rays.
For small source-to-detector distances, this results
in coincidence summation losses from the 1596-keV
peak. These factors were considered in the analysis
as follows. The contribution of the 1593-keV inter-
ferring peak to the Gaussian area determination for
the 1596-keV peak was minimized by fitting the peak
with the low energy Gaussian fit limit within 1 keV
of the peak channel. Fission rates computed from the
^'*°La 1 596-keV peaks analyzed in this way were found
to be consistent with those based on the i'*°Ba 537-keV
peaks. A correction of 1% for coincidence summing
losses was required for only one of the spectrum
analyses for the 0.00127 cm thick foil. This cor-
rection was determined by Greenwood^^ for a source
to detector distance of 10 cm for the Ge(Li) spectro-
meter used in the present measurements.

Even though the CFRMF neutron spectrum in the
fast zone is relatively hard, there are a significant
number of neutrons in the resonance region such that
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neutron resonance self-shielding corrections are

required for radiative capture in thorium foils used

in the present experiment. Resonance self-shielding

corrections were estimated as follows. Using ENDF/B-IV

data 69 group (0.25 lethargy) capture cross sections

were generated with the PHROG^^ code for samples

which were infinitely dilute, infinite diameter disc

of thickness 0.01 cm, and infinite diameter disc of
thickness 0.00127 cm. Each of these multi-group
cross sections was folded with a multigroup represen-
tation of the CFRMF fast zone neutron spectrum. The
spectral -averaged cross sections for the thick samples
relative to that computed from the infinitely dilute
sample give a measure of the integral self-shielding
correction factor. For the 0.01 cm and 0.00127 cm
samples, the radiative-capture self-shielding
correction factors were estimated to be 0.951 and

0.987, respectively.

Reaction-Rate Results

Summarized in Table II are infinitely dilute
reaction rates for 2327^ capture and fission in the

CFRMF. The thorium capture and fission reaction rates
listed under the Irradiation 1 column are the averages
of values determined for each gamma ray from each of
six spectra analyzed for the 161.1 mg foil. Listed
under the Irradiation 2 column are average reaction
rates based on the analyses of five gamma spectra for

capture and three gamma spectra for fission. The
thorium reaction rates listed include, where applic-
able, corrections for gamma-ray self-absorption,
external gamma absorption, random summing/live-timer
losses, coincidence summing and neutron resonance
self-shielding.

In parentheses next to the thorium reaction
rates are estimates of the total errors and reduced
errors for the measured quantities. Details con-
cerning the error propagation can be found in

reference 5. It may be noted that the dominant
errors contributing to the ^^^lh{r],y) reaction rate
uncertainty are 1.3% in the branching ratio and 1.5%
in the peak efficiency for the 311.9-keV line.
Dominant errors contributing to the ^^^lh{n,f)
reaction-rate uncertainty are the 4% fission yield
error and 1.5% in the peak efficiencies for the
537.4-keV and 1596.2-keV lines.

Also included in Table II are estimates of the
i^'^Au(n,Y) reaction rates at the sample location for
each irradiation. These estimates were made by first
correcting by 1% the reaction rates determined for each
of the three monitor foils to account for axial and
radial flux gradients^ and then averaging together
the three reaction rates. The gold reaction rates
do not include corrections for gamma ray self absorp-
tion or neutron resonance self-shielding.

Neutron Flux Determination

The neutron flux for each irradiation was deter-
mined by correlating the sample-position estimates of
the l57/\^J (n,Y) reaction rates given in Table II to
that determined by Marker^ for a 0.0127 cm gold
foil at the sample position. Harker^ in a separate
experiment had correlated the "sample position"
0.0127 cm gold reaction rate to that of a 0.005 cm
gold foil at the ILRR monitor position (2.54 cm above
midplane). His measurements yielded (4.785 +0.003)
X lO-i'* rps/a for the 0.005 cm foil and (4.859 + 0.015)
X 10"!'* rps/a for the 0.0127 cm gold foil. From
Rogers et a]_.8 a reaction rate of 3.008 X 10"i'+ rps/a
for the 0.005 cm ILRR monitor corresponds to a mid-
plane flux of 7.9 X lOio n/cm2-sec + 1.9%. Based on
these correlating data and the estimated reaction

Table II. Reaction rates for 232Th(n,Y), 232jh(n,f)
and i97Au(n,Y) in the CFRMF

Reaction Rate
Reaction ( reactions/sec-atom) XI Qi'*

-Ey Irradiation 1 Irradiation 2

232Th(n,Y)
- 311.9 25.31

(2.5^,1.5^,0.3'^
) (2.2,1..0,0..4)

232Th(n,f)
- 537.4 1.716 1.727

(4.5,2.0,0.5) (4.7,2,.5,1..4)
-1596.2 1 .715 1 .706

(4.3,1.6,0.4) (4.5,2,.1,1..2)
-(537+1596) 1.71

(4. 2°, 1.2^)
,

(4.3,1,.6)

i57Au(n,Y)
- 411.8 33.9 33.74

(1.9,1.1) (1.6,0,.4)

^Total percentage error for the above reaction rate.
Definition applies for all reaction rates listed.

Reduced error which for Th(n,Y) case does not include
a 1.5% peak efficiency error or a 1.3% branching
ratio error. For the Th(n,f) case the 4% fission
yield error is excluded. For the Au(n,Y) case the

1.5% peak efficiency error is excluded.

Internal error computed from the averaging indicated
in the text.

^ Total percentage error for the above reaction rate
which Is the weighted average of the above two rates.

p
Reduced error which does not include the 4% fission
yield error.

rates from the present experiments, the neutron fluxes
for the present irradiations were determined to be

8.78 X 10iin/cm2-sec + (2.7%, 1.9%) for irradiation 1

and 8.73 X 10^ in/cm2-sec + (2.5%, 1.6%) for irradiation
2. In parenthesis are two error values, the first an

estimate of the total error in the flux determination
and the second an estimate of the error without the
1.9% flux uncertainty from the ILRR fission-chamber
measurements.

Integral Cross Sections

Integral cross sections for capture and fission
of 232jh irradiated in the CFRMF were obtained by

dividing the capture and fission reaction rates given
in Table II by the corresponding neutron fluxes given
in the previous paragraph. The fission rates used
in Table II were those based on the (537+1596) averages.
For the first irradiation the integral capture and
fission cross sections were determined to be

292 mb + (3.7%, 2.4%) and 19.5 mb + (5%, 2.3%). The
first error in parenthesis for each of these cross
sections is the total percentage error at the 1-sigma
level. The second error in parenthesis for the capture
cross section does not include the 1.5% peak efficiency,
1.3% branching ratio and 1.9% fission-chamber flux
uncertainties. For the fission cross section the

second error does not include the 4% fission yield
error and the 1.9% fission chamber flux uncertainty.
Based on averages of the results from both irradiation
experiments, the measured integral capture cross
section for 232-]-^ in the CFRMF is 291 mb + 3.1%.
Similarly, the measured integral fission cross section
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for 232Th in the CFRMF is 19.6 mb + 4.7%.

Discussion

As stated earlier, integral measurements are

helpful in sorting out normalization difficulties

with differential data. Based on the measured
integral data from this experiment a simple integral

test of the ENDF/B-IV capture and fission cross

sections was made as follows. Estimates of the

ENDF/B-IV spectral -averaged cross sections were
computed using the 620 group capture and fission cross
sections from the ENDF/B-IV Dosimetry Libraryi'^

and a 620 group representation of the CFRMF neutron
spectrum as given by Harker et aj_.^ Calculated
integral cross sections are 287 mb for capture and
17.6 mb for fission. The resultant calculated-to-
experimental ratios are then 0.99 for capture and 0.90
for fission. These ratios indicate that the integral

values for capture deviate by less than the uncertain-
ty in the cross section measurement. However, for
fission the deviation is approximately twice the
uncertainty in the measured integral value. The
capture calculated-to-experimental ratio from the
present work is consistent with the corresponding
ratios given by Beck et^ al_. ^ However the fission
calculated-to-measured ratio is consistent with the

lower ratio values given in that review of integral

data. The present measurements suggest that the
normalization of the ENDF/B-IV capture cross section
is consistent with the present integral measurement
but the normalization of the ENDF/B-IV fission cross
section is too low by 10%.

With the advent of covariance files for many
cross sections important to reactor technology the

measurements presented here can be used for other
than simple integral checks of ENDF/B data, namely,
the adjustment of multigroup cross sections based
on measured reaction rates. Such analyses require
as a-priori information: a multigroup representation
of the neutron spectrum, a flux covariance matrix
which realistically treats the uncertainties and
energy dependent correlations in the flux, multigroup
representations of all cross sections and covariance
matrices for those cross sections. The results of
such analyses would be helpful in evaluating the
point-wise differential data base.
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THE FISSION CROSS SECTION OF ^aojh ^^0 232jh RELATIVE TO 235^

J. W. Meadows
Argonne National Laboratory

9700 South Cass Avenue
Argonne, Illinois 60439, USA

The fission cross sections of ^^''Th and j^^yg been measured relative to ^^^U

from near threshold to near 10 MeV. The weights of the thorium samples were determined

by isotopic dilution. The weight of the uranium deposit was based on specific activity

measurements of a 234|j_235u fixture and low geometry alpha counting. Corrections were

made for thermal background, loss of fragments in the deposits, neutron scattering in

the detector assembly, sample geometry, sample composition and the spectrum of the neu-

tron source. Generally the systematic errors were The combined systematic and

statistical errors were typically 1.5%.

(NUCLEAR REACTIONS, FISSION 230jh(n^f)^ 232jh(nj)^ cross sections relative to 235u{n,f), threshold

to 10 MeV.

)

Introduction

Several years ago a measurement program was

started at the ANL Fast Neutron Generator with the goal

of measuring the fission cross sections of the longer-

lived fissionable isotopes relative to ^^^U with ac-

curacies of the order of 1 percent. This paper reports

the results for ^^'^Jh and ^^^Ih. These isotopes have

received little attention in the past, particularly

when compared to the more common uranium isotopes.

Inspection of the CSISRS file^ does show a number of

data sets for the 232jh fission cross section including

two recent ratio measurements but there are only

four references'*"^ to ^^^Th and the agreement between

the measurements is poor.

Experimental Method

The experimental method and techniques for making
those measurements have been described previously.^

Briefly, the relative fission rates of pairs of ^^^U

and 230j|r| 2321-^ samples were measured by placing
them back-to-back in a double ionization chamber posi-

tioned near a monoenergetic neutron source. Neutrons

with energies above 5 MeV were produced by the D(d,n)^He

reaction. Lower energy neutrons were produced by the

^Li(p,n)^Be reaction. A pulsed and bunched charged-
particle beam was used to obtain a pul sed-neutron
source and fast timing techniques selected those fis-

sions suitably correlated with the neutron pulse.

The data was stored in two time-by-pulse-height arrays
for later inspection when time windows and pulse-height
discrimination levels were set. Windows were set over
the time peak and also to one side to permit simulta-
neous measurement of any background due to thermal and
epi -thermal room- return neutrons. The data from the

individual detectors was corrected for the discriminator
bias and background. The fission ratios were corrected
for neutrons from secondary source reactions such as

^Li(p,pn)^Li , ^Li {p,n) ''Be* and D(d,pn)D and for scat-
tering from the ionization chamber and the neutron
source assembly. The differences in the geometry and

the neutron transmission for the two samples were eli-
minated by making a second measurement with the sample
positions interchanged. Although this greatly reduced
the effect of momentum transfer, the fission ratios
were explicitly corrected for residual momentum effects
as well as deposit thickness and fission fragment angu-
lar distribution effects. The background produced by

(d,n) reactions with the gas target assembly was meas-
ured with an empty gas cell before and after each

measurement with a full cell.

Table I. The Isotopic Analyses of the Samples in Weight Percent.

Material U-235 Th-230 Th-232

Sample No.

Isotope

5-2 3 SST-5 (51 thru 54) (31 thru 36) 1

230

232

234 . 1.028 0.028 0.852

235 98.403 99.856 93.244

236 0.447 0.062 0.334

238 0.122 0.054 5.570

Area Density

mg Th/U/cm^
0.164 0.077 0.081

99.516

0.484

0.383

99.617

0.0

100.0

0.075 - 0.155 0.131 - 0.569 0.127
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Samples obs
= S

true'
+ C.

'Th

Most of the samples were prepared by molecular
depositor! using a method similar to that described in

Ref. 9. Thin layers of uranium or thorium, 2.54 cm in

diameter, were deposited onto 0.25 mm thick stainless
or 0.13 mm thick platinium plates. One of the uranium
deposits, SST5, was made by vacuum evaporation of UF"*

and one of the thorium samples, Th-232-1, was made by

evaporation of thorium metal. The isotopic analyses
of all materials used is given in Table I.

Absolute fission-cross-section ratios were meas-
ured using ^^^U sample 5-2. The weight used for this

deposit, based on specific activity measurements of

the original material and on low geometry alpha count-
ing, was 0.8316 mg. This deposit was one of those used

in a recent series of measurements where reference ^^^U
deposits from several laboratories were intercompared.
The weight based on the intercomparison was 0.833 mg.

The other uranium deposits were only used in shape meas-
urements.

C = P(./2)(^. t>RY

where t is the deposit thickness, R is the fragment
range, y is approximately the ratio of the incident
neutron momentum to the total momentum of the fis-
sion fragments and P(tt/2) is the normalized fragment
angular distribution function evaluated at Tr/2. P(0)
can be expressed as a power series in cos^© and for
this purpose one term is usually sufficient although
additional terms may be necessary in limited energy
regions. Coefficients were obtained from data given
in Refs. 13 thru 15. For t > 1.5Ry the term may
be dropped and the effective value of R can be ob-
tained from the slope. Specific fission rates were
measured for a series of thorium deposits ranging
from 0.13 to 0.57 mg Th/cm^ with the results shown
in Fig. 1. The effective value of R was determined
to be 5.1 ± 0.3 mg Th/cm^.

The weights of most of the thorium samples were
based on specific activity measurements. Enough 230jh

was added to the ^^^Th material to give a convenient
alpha count rate and a number of ^^^Ih and ^^^Ih

deposits were prepared. The alpha count rate of each
deposit was measured in a low geometry alpha counter
whose geometry factor was calculable from precisely
measured dimensions. The weights of some of the
deposits were determined by the isotopic dilution tech- §
nique. The 2^°Th half-life obtained from the ^^^Th [o

samples was 75600 ± 330 y. For the 230jh samples it

was 75900 ± 300 y. The best previous measurement gave
75200 ± 1600 y.ii The weight of Th-232-1 was not
determined accurately and it was only used for shape
measurements.

The exact composition of these deposits is uncer-
tain. The approximate composition of Th-232-1 is prob-

ably fairly well represented by ThO. The other thorium
deposits should be Th02, however the actual weight of
the deposits are ~6 percent larger than the weights of

Th02 calculated from the isotopic dilution results.
These deposits were heated to 700 deg. C but that was
not high enough to ensure that they would not be slight-
ly hydroscopic so this excess weight suggests that their
approximate composition might be closer to Th02'H20.
The composition of uranium samples 5-2 and 3 is unknown
but may be some uranyl oxide hydrate.

1.02
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0. 96

E = 2. 5 MEV

SLOPE ^ (1 - B/3) (T/2R)
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R = 5. 13 MG/CM^ TH AS THO2

0.0

Fig. 1.
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The dependence of the specific fission
rate on deposit thickness for thorium
deposits.

Deposit Thickness Correction

In principal the deposit thickness correction can
be calculated from the deposit composition and fission
fragment range and angular distribution data. In prac-
tice, as discussed above, the deposit composition may
not be known very well and if the correction is signif-
icant it is best to measure it for a particular set of
sampl es.

The effects of deposit thickness, fission fragment
angular distribution and momentum transfer cannot be
separated. Approximate formulas for estimating losses
in thin deposits are developed in Ref. 12. In the
measurements reported here the ratio of the fission
rates of two deposits was obtained by averaging two
measurements, one made with the thorium deposit facing
the neutron direction and one made with the uranium
deposit in that position. Under these conditions the
first order momentum terms cancel and the average
specific fission rate of the thorium deposit relative
to the reference deposit can be approximated by

Previous measurements for the uranium deposits
gave 4.1 mg U/cm^ for the effective range in sample

3 and 5-2 and 4.7 mg U/cm2 for SSTS.^o

Calculated ranges based on the data of Alexander
and Gazdik^^ and Niday^^ were generally in good agree-

ment. The calculated value for UF^ was 4.7 mg U/cm^ in

very good agreement with the measurement. In the pre-

vious section it was suggested that the composition
of the thorium deposits might be approximately repre-

sented as Th02*H20. The calculated range for this

material, 5.2 mg Th/cm^, is in good agreement with

the measured value.

Results

The results are shown in Figs. 2 and 3. Points
are plotted at average energies and all energy res-

olutions are full widths at half height of the cal-
culated energy distributions. Error and resolution
bars are shown where they exceed the size of the data
symbol

.
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Fig. 2. The ^^°Jh to ^ssj fission cross section p^-

ratios.
The energy dependence of the principal
systematic errors for the ^^^Th to ^^^L

fission cross section ratios.
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Fig. 3. The ^^^Jh to ^^^U fission cross section

ratios.

Figure 4 shows the combined error, excluding the
fission counting errors, as a function of energy for
the 232j|r, measurement. The error for the ^^^Th meas-
urement is similar. There is a basic error of ~0.8
percent due to the uncertainty in the ratio of the
sample masses and an additional 0.2 percent error in

the correction for neutron scattering in the detector
structure. The large errors near 5 MeV and 10 MeV are
caused by the uncertainties in the correction for the
lithium and deuteron break-up reactions. The correc-
tion for the ^Li{p,n)^Be* reaction is significant in
the threshold region but its yield relative to the
ground state reaction is well known so the error from
this source does not exceed 0.5 percent.

The counting errors are typically 1 percent except
in the threshold region where the thorium fission rate
was low. Points used for normalization have counting
errors of ~0.5 percent. This error includes the count-
ing statistics and also any uncertainty in the extrapo-
lation to account for fission below the bias level.
This correction ranged from ~0.5 to ~5 percent depending
on the deposit thickness. In making the extrapolation
the counts per channel at the bias level were assumed
to remain constant down to zero pulse height. It is

doubtful if this is true and such a procedure may intro-
duce a systematic error when only one of the fission
detectors is considered. However this procedure was
used for both detectors and also used in determining
the deposit thickness correction so any systematic
effect should largely cancel in the ratio. Other cor-
rections and errors are discussed in Ref. 8.

The results for ^^°Th are shown in Fig. 2. There
have been few other measurements for this isotope.
Muir et al."* made measurements relative to ^^^Pu using
a bomb shot as a pulsed source. When the data from
the present experiment is converted to cross sections
using ENDF/B-V the agreement is fairly good. The other
measurements^"^ are in very poor agreement.

The results for ^^^Th are shown in Fig. 3 and com-
pared with two recent ratio measurements. The agree-
ment with the data of Behrens et al.^ is fair. The

two data sets differ by a consistent 3 to 4 percent in

magnitude and by ~20 keV in energy in the threshold
region. The agreement with the data of Nordborg et al.^
is fairly good up to ~7 MeV but above the energy the

difference is ~5 percent.
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THE EVALUATION OF 235u(n,f) ABOVE 100 keV FOR ENDF/B-V AND THE IMPLICATIONS OF A UNIFIED ^^^U MASS SCALE

W. P. Poenitz, J. W. Meadows, and R. J. Armani
Argonne National Laboratory, 9700 South Cass Avenue, Argonne, Illinois 60439 USA

A previously reported evaluation of 235u(n,f) in the fast neutron energy range was updated to include data
published up to the 1978 Harwell Conference on Neutron Physics. The shape of the cross section resulting from
this evaluation and a normalization factor extracted from data provided within the framework of this evaluation
were used by the Subcommittee on Standards and Normalizations of the Cross Section Evaluation Working Group to
establish ^^=>U(n,f) for ENDF/B-V above 100 keV. ^asy sample mass comparisons made between different laboratories
were compiled in order to investigate the implications of different sample masses on recent ^^^\i{n,f) data. A new
intercomparison of several such samples was carried out using absolute and relative alpha-counting and relative
fast neutron fission counting. The result of this work is a unified ^35^ mass scale with an uncertainty of 0.6%.

[235u(n,f) cross sections, shape evaluation, normalization uncertainties, alpha counting]

Introduction
The Evaluation of the Shape and the Normalization

Early evaluations of nuclear data had to cope with
experimental values which were sparse in some areas and
discrepant in others. Therefore it is not surprising
that procedures used in these evaluations were more
pragmatic than exact. However, the return to a better
defined evaluation methodology was suggested as experi-
mental data became more abundant and consistent.^ The
presently continued effort to evaluate consistent data
sets was initiated in 1968^ with results obtained in

a simultaneous evaluation of several cross sections
reported in 1970. ^ An independent but similarly moti-
vated evaluation was also reported in 1970.^ A new
simultaneous evaluation of standard cross sections and
cross sections important for technical applications
seems desirable because the data base has substantially
improved since 1970. As a first step the 2^^U(n,f) cross
section was evaluated and reported at the Symposium on
Neutron Standards and Applications in 1977.^ This eval-
uation was updated in order to include more recently
reported data.^ The Subcommittee on Standards and Ref-
erences of the Cross Section Evaluation Working Group
(CSEWG) derived the 2^^U(n,f) cross section above 100
keV for ENDF/B-V from a preliminary version of the pres-
ent evaluation of the shape and a different selection
of normalization factors.*^ Consideration of some of the
recently reported data sets suggests that differences
between these data may in part be caused by differences
in the ^ss^.^^gss scales. This led to an intercomparison
of various mass scales. The implications of a unified
mass scale on different data sets and on the evaluation
results, including ENDF/B-V will be considered here.

The Evaluation Methodology and the Evaluation
of ^3SU(n.f) above 100 keV

An objective evaluation procedure is based upon the
available data base and avoids intuition which might be

justified with experience but is probably very subjective
in nature. Theoretical models and empirical rules with
parameter sets determined with other experimental data
are useful tools in the evaluation process and provide
additional information where primary experimental data
are uncertain or discrepant. The current data base con-

tains absolutely measured cross section values for a

large number of nuclei and reactions ((n,f), (n,Y),
(n,o)). The data base also contains ratios measured
between these nuclei and for different reactions. The
absolute cross section values and the ratios between
them define an overdetermined system with more values
determined than unknown quantities. This situation
calls for a simultaneous evaluation in order to obtain
a consistent data set and to utilize the maximum of the

available experimental information. The individual
cross sections and the ratios between them are evaluated
in a first step and a consistency fit is carried out as

a second step. The present report describes the evalua-
tion of the ^35u(p^f) cross section which is to be used
as an input for the consistency fit together with other
standard cross sections. The evaluation of these othei^

cross sections and the consistency fit will be described
at a later time.

The energy dependence of the cross section is called
the shape. The absolute cross section is known in the
energy range in which the shape is known if an absolute
value is known at any energy. This corresponds well to
the experimental determination of fast neutron reaction
cross sections: Several factors in the determination of
the cross section are common to all energies, e.g. the
mass of the sample, often the counting efficiency; or
they vary only slightly with energy. Thus, a major part
of the uncertainty and of the unknown error is common to
all energies. The cross section can be expressed by
a{E) = a • S(E), where "a" lumps together the common
factors and S(E) is the shape of the cross section.
The evaluation of the shape will use a procedure which
is independent on the absolute or arbitrary normaliza-
tion of the cross section. One possibility would be
to use the slope, that is

da I a °i+l -
'^i / °i

^/ ^ "
^i.l - ^i/ ^i

where is the cross section at the energy, Ei , in

a predefined energy grid. This method appears to

have the disadvantage that local data discrepancies
can "tilt" the shape over a large energy range. A

procedure which stabilizes the shape over large
energy ranges is the use of ratios between the cross

sections at any two energies,^ R^j^ = o^/oj^ =

S(E^ )/S(E|^). This procedure is used in the present

evaluation. Weighted averages of all R^i^'s from dif-

ferent experimental data sets are formed. The R^|^'s

define a system of equations for the cross sections

on a predetermined energy grid. The cross section

shape can be reconstructed by an arbitrarily selected

starting point, for example o{£^) = a^.

The weighted average difference between the abso-

lute cross section values of an experimental data set

and the arbitrarily normalized shape curve yields a nor-

malization factor. The weighted average of the normal-

ization factors obtained from all the absolute experi-

mental data sets gives the final normalization for the
evaluated shape curve. A more detailed description of

this evaluation process is given elsewhere'*'^'''

The Uncertainties and the Weighing of Data

It is the nature of the measuring process to be un-

certain. The true uncertainty (which differs from the

quoted uncertainty) may be subdivided as follows i>5>^:

the reference uncertainty (mass, standard

cross section, etc.), which is usually outside

of the responsibility of the experimenter,

the systematic uncertainty (estimated or cal-

culated from the uncertainties of models and

their parameters used to calculate correc-

tions, the subtraction if backgorund, etc.)

which is the major responsibility of the

experimenter.

Aa
R'

Aa
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Aa^.^, the statistical uncertainty (caused by the

limited number of events counted), which

is the only uncertainty the mathematical

faculty bothers to deal with.

Aor-, the cross section uncertainty caused by the

energy uncertainty. Not only the energy
dependence of the measured cross section

must be considered, but also that of the

reference cross section and of other factors

(e.g., efficiencies).

Aon , the cross section uncertainty caused by

cross section fluctuations and insufficient
averaging with the given resolution of the

experiment.
Aog, the accidental error, which may be revealed

if the experiment is repeated. The experi-
menter would eliminate accidental errors by
proving reproducibility, however, the length
of some experiments does not permit repeti-

tion.

Aou, the unknown error which is systematic in

nature and caused by not recognizing neces-

sary corrections or underestimating uncer-
tainties.

Aop , the psychological error which is caused by

satisfaction with agreement obtained with
values reported by others, thus neglecting
the search for additional effects in the

measuring process or equipment which would
require corrections, or, the opposite, that
is the dissatisfaction with a disagreement
with prior reported values and the subse-
quent search for one-directional correc-
tions.

It is assumed that experimental values of the past
can be analyzed in terms of the following parameters:

the average energy at which the cross sec-
tion was measured.

AE, the uncertainty of this energy which is

needed to derive Ao^.

Res. the resolution or energy spread which is

required to derive ^'^^q^'

a, the average cross section value.

Aa, the total uncerainty of the measured cross
section value.

AOg^, the statistical uncertainty.

The average energy may have been obtained as an aver-
age over the reaction rate, or the neutron flux. In

either case, the measured average cross section dif-
fers from the average cross section at the average
energy and a correction must be applied.

The quoted cross section uncertainty, ao, is

usually the square root of the sum of the squares of

the reference uncertainty, the estimated systematic
uncertainty, the statistical uncertainty, and sometimes
the reproducibility. The energy uncertainty can be
translated into additional cross section uncertainty:

where the first term is the cross section uncertainty
caused by the energy dependence of the measured cross
section and the second term is that caused by the
reference cross section. The last term is accounting
for the uncertainties caused by the energy dependence
of corrections and efficiencies.

The square of the inverse of the uncertainty was
used for weighing the data in the present evaluation.
The cross section equivalent uncertainties caused by

the energy uncertainty and by the resolution were added

to the quoted uncertainty. For the evaluation of the
shape, the total uncertainty was reduced by the uncer-
tainty of the normalization. For the evaluation of the
normalization, the total uncertainty was reduced by part
of the statistical uncertainty if several cross section
values contributed. Finally, it was assumed that the
evaluation yields best values which reveal unknown errors
in specific experiments.^ Two standard deviations (2a)

were used in the present evaluation as a criteria for
assuming unknown errors in a specific data set and dou-
bling its quoted uncertainty.

Evaluation of the ^^^U(n,f) Cross Section above 100 keV

The data file contains all data reported up to and
including the Conference on "Neutron Physics and Nuclear
Data for Reactors and Other Applied Purposes", held at

Harwell, England, in September 1978. Data reported ear-
lier than the publication by White^ were only included
if reevaluations were available. Data measured rel-
ative to the H(n,n) cross section were renormalized to
ENDF/B-V^^ values for this reference cross section.
Data normalized at low energies were renormalized to a

weighted average integral of 243.7 ± 1.0 beV between
7.8 eV and 11.0 eV.i° Cross section uncertainties
caused by energy uncertainties were added as discussed
in above. Cross section uncertainties caused by cross
section fluctuations were added based upon an analysis
by Bowman et al . The shape was evaluated in an

energy grid of 63 grid points. The result was smooth-
ened in order to obtain a more physical shape of the
cross section. Table I gives the normalization factors
obtained from the absolutely measured data sets. The
details of the evaluation and a comparison of the result
with the experimental data was given elsewhere.^

Table I. Normalization Factors

Set Name All Norm. Factors Selected Factors,
Present Normalization

Smi th 1.006 + 0.066 1.006 + 0.066
Barton 1.012 + 0.029 1.003 + 0.029
Poenitz BND 1.008 + 0.030 0.988 + 0.027

Poenitz VSO- 1.003 + 0.038 1.003 + 0.038
Poenitz AA 1.002 + 0.038 1.002 + 0.038
Kari 1.048 + 0.039 1.048 + 0.039
Alkharov 1.060 + 0.035
Kuks 1.051 + 0.041

Cance 1.007 + 0.038 1.007 + 0.038
White 1.032 + 0.042 1.032 + 0.042

Wassen, Meier 0.986 + 0.039 0.986 + 0.039
Szabo 1.012 + 0.032 1.012 + 0.032
Kaeppeler 1.054 + 0.037
U. Michigan 1.019 + 0.024 1.019 + 0.024

Wassen 0.991 + 0.036 0.991 + 0.036

Arlt 1.004 + 0.032 1.004 + 0.032

Adamov 1.048 + 0.021

U. Michigan, Cf 1.006 + 0.021

Heaton 1.001 + 0.025 1.001 + 0.025
unweight. av. 1.018 1.007
weighted av. 1.019 + 0.005 1.006 + 0.004

The 235u(n,f) cross section of ENDF/B-V above 100 keV
was derived from a preliminary version of the present
evaluation. Small differences in the shape are due

to the later discovery that two data sets 12,13 ^ggj
the analyses of the H(n.n) cross section by Gammel

instead of the ENDF/B-V^^ cross section (Hopkins -

Breit^^). However, the major difference is in nor-
malization (ENDF/B-V is ~ 1.3% higher). The members
of the Subcommittee on Normalizations and Standards
of the Cross Section Evaluation Working Group (CSEWG)
selected normalization factors closely corresponding
to the first column of Table I but excluded the value
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by Arlt et al.^^ and the averages over the ^^^Cf spon-

taneous fission neutron spectrum (the last three values
of Table I). A more extensive description of the meas-
urement by Arlt et al.^^ is now available and the value
was used in the present evaluation. The average over
the 2^^Cf spontaneous fission neutron spectrum was
considered here one of the most important measurements
for the normalization of differential experimental
values and these values were used in the present
evaluation. The present result and ENDF/B-V are com-
pared in Figs. 1 and 2 with more recent experimental
data and data reported with low uncertainties.

En,MeV

Fig. 1. Comparison of the Result of the Present Evalua-
tion and ENDF/B-V with Experimental Data Reported with
Low Uncertainties.

n

En, MeV
Fig. 2. Comparison of the Result of the Present
Evaluation and ENDF/B-V with Recent Experimental Data
by Poenitz, Wassen, and Cance and Grenier.

235
The Intercomparison of U Mass Scales

A comparison of the present evaluation result with
experimental data reported within the last 15 years
shows a reasonable agreement within the general uncer-
tainty level of the data {~3-4%). However, it appears
that the agreement in shape is often better than in nor-
malization. An important quantity for the normalization
of many absolute data sets is the U - mass. Several
sample sets are in use at different laboratories and

intercomparisons have been carried out among some of
these laboratories. Most of these intercomparisons were
made with a set of samples established at the National
Bureau of Standards (NBS). The mass scale of the NBS
sample set is stated with a uncertainty. This ap-
pears inadequate for future U cross section measure-
ments by about a factor of 2-3. However, it may be
possible to establish an improved mass scale by utiliz-
ing the various intercomparisons carried out in the past.

A Compilation of Previous
235

U Sample Intercomparisons

235,
Several intercomparisons of U samples were made

during the last several years. " Figure 3 is a

schematic diagram which summarizes the relative differ-
ences between the stated masses of the samples and those
determined relative to other samples by alpha or fission
counting. The NBS mass scale, against which most other
samples were measured, appears to be higher than any
other mass scale. The average difference is 0.7% which
is well within the stated uncertainty of ^ .2% for the
NBS mass scale. The perception of Fig. 3 is that six
mass scales agree rather well, possibly within -0.1 -

0.2%. This would suggest that the U mass problem
could be considered as solved after adjustment of the
NBS mass scale and resolution of the possible inconsist-
ency between the two Meadows' foils. However, closer
scrutiny reveals that many of the mass scales of the
previous intercomparisons shown in Fig. 3 were not
independent. A compilation of past intercomparisons
made at various laboratories at different times may be
less consistent than an intercomparison of the different
mass scales in a single experiment. Therefore, a new
attempt was made to compare several samples which were
used in cross section experiments and represent four
different mass scales.

NBS REF DEPOSIT 190' NBS25S-2-5 NBS25S-2-1 180

LASL SPARE-1

ANL-M 5-2

nlO.1% 160'

ANL-M SST-5

0.7%

0.5%

ANL-E

u.

ANL-W
njo.l*

MICH.

Fig. 3. Comparison of ^^^U Mass Scales from Various

Intercomparisons Reported by Others, n indicates
thermal neutron intercomparison and a indicates
a-counting intercomparison.

The Intercomparison by Alpha and Fast Neutron Induced
Fission Counting

Eight samples were used in the present measure-
ments. These samples were made from three different
fissile materials and represented four different mass
scales. A detailed description of the samples involved
in the intercomparison and of the experimental proce-
dure was given elsewhere.^^ Utilizing the specific
activities for the varying materials permits the deter-
mination of the fissile mass by alpha-counting. Two
low-geometry alpha-counters of similar design were
available. Geometry factors were calculated with a

Monte Carlo procedure or with an approximate correction
to the point source geometry factor. All samples were
initially counted at a distance of ~1.6 cm from the
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Table II. Sample Masses Obtained from Absolute Alpha Counting
and Relative to Four Different Mass Scales, in wg

ANL ANL ANL ANL ANL LASL LASL NBS
R-5 N-U5-3 M-5-1 M-5-2 M-SST-2 SI S3 25S-5-2

Present Absolute Alpha Counting,
and Specific Activity Compilation /y. DD od* uy

Relative to Fission Mass Scale

ANL#1
ANL#2
LASL
NBS

79.25
78.1

79.35
79.7

51.86
51.11
51.93
52.25

Average Fission Scale 79.10 51.76

Quoted Mass 79.8 52.1

Difference Between Quoted Mass
and Average Fission Scale; % +0.9 +0.7

1063 831.6 411.7 299.7 1687 229.6

1071.5
1056
1073

1077

836.9
824.6
837.8
841.4

417.6
411.5
419.1
419.9

298.7
294.3
299.0
300.3

1686.2
1661.6
1688.2
1695.5

229.3
226.0
229.6
230.6

1069 835.2 416.8 298.1 1683 228.9

1066 832 411.5 298.8 1689.4 230.6

-0.3 -0.4 -1.3 +0.2 +0.4 +0.7

aperture with a typical statistical uncertainty of

±0.3%. Samples with a sufficiently high alpha-activity
were also counted at a distance of ~3.6 cm, thus chang-
ing the geometry factor by about a factor of four. Com-
parison of the decay rates obtained at the different
distances increased the confidence in the calculated
geometry factors. The ratio of values obtained at the

second position, to the value obtained at the closest
position was 1.0002 ± 0.0009. A comparison was made
between the two low-geometry counters using an ^'^^Pm

sample. A ratio of 1.0008 ± 0.0007 was found. Based
on these values, the estimated systematic uncertainty
due to the geometry of the counters does not exceed
0.11%. A more serious matter is the interpretation
of the measured alpha-spectra. All the spectra show a

low-energy tail. The tail was, on the average, ~0.3%
of the total count rate. It may be assumed that the
tail extends under the alpha-peak. Therefore, we
assume that the total amount of these alphas is ~0.4%.

One-half, that is 0.2%, were included in the count
rate and 0.2% was assumed to be the systematic error.

The present experimental procedure used in the

intercomparison of the samples in a fast neutron flux
followed that employed for fast neutron fission cross
section ratio measurements described in detail else-
where.^^"^"* The measurements were carried out at an

average energy of 600 ± 80 keV. The fissile deposits
were located back-to-back at a distance of ~5 cm from

the neutron source. Measurements were carried out
with each sample alternately facing the neutron source
or facing away from the source.

Table II summarizes the results from the present
measurements. The differences obtained between the

various mass scales and an "Unified ^^^U Mass Scale"
is shown in Fig. 4.

The Implications of a Unified ^^^U Mass Scale

The average of the ^^^U neutron fission cross sec-
tion over the ^52Qf spontaneous fission neutron spectrum
is insensitive to uncertainties of the neutron spectrum
and the cross section shape. 11+ Therefore, this
average is not only a good indicator for normalization
differences of differential data but also a first check
for the proper normalization of evaluated data. The
^^^[}{n,f) cross section was measured at several labora-
tories within the last 10 years. Data may have been
obtained in various experiments using different methods
but were usually found to be quite consistent. It is of
interest to compare the ^^^Cf spectrum averaged differ-

1.5

%

1.0 _

0.5

0.0

0.5

1.0

1.5

2.0

NBS

I—I
a

U.MICK.

9

ANL-2

c T
-VVr

Fig. 4. Comparison of the Four Different Mass Scales
Involved in the Present Intercomparison. Vales are
shown relative to a "unified mass scale" derived as an

unweighted average, a = isotopic composition and half-
life, b = isotopic dilution, c= colorimetric comparison
with standard, d = thermal neutron comparison with quan-
titative deposition, e = thermal neutron comparison with
2^^Pu sample, g = weighting.

ential 235u cross sections with experimental values and
to consider the changes caused by the unified mass scale
developed above.

The differential data sets considered here are:

(Kaeppeler26, Kari^^)
(Wassen^^^ Wassen and Meier^^, Carlson
and Patrick^^)
(Poenitz38,39)
(Barton etaK^e^ smith et al. ^^,

Diven^", Lemley et al

.

(Szabo37)

1. KFK

2. NBS

3. ANL
4. LASL

5. CEN
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The experimental data which are to be compared

with the average over these differential data sets are:

1. NBS (Heaton et al. ^^.33)

2. U. Michigan (KnoTP^)
3. USSR (Adamov et al. ^S)

The comparison is made in Fig. 5. The round full

circles show the original values and the crosses show

the same data after referencing to the unified mass

scale.

1.30

1.28

1.26

u
UJ
(/} 1.22

tn

g 120

DC

^ 1.18

1.16

NBS

USSR

U.MICH.

ENDF/B-V

• X

PRES. EVAL.

DIFFERENTIAL EXPERIMENTAL EVALUATION

Fig. 5. Comparison of the ^^^\](r\,f) Cross Sections
Averaged over the ^^^Cf Spontaneous Fission Neutron
Spectrum. Full circles apply for the originally
reported data and crosses indicate the changes due to

the introduction of the unified mass scale.

The changes are apparently small compared with dif-

ferences between the various data. This is in part due

to the good agreement of the original masses with the

unified mass scale (LASL, U. Michigan, ANL (one of the

two sets)) or because the change concerns only one set

where several data sets contributed to the normalization

(differental data by NBS, ANL).

It is of interest to note that the experimental

values by Heaton et a1. ^^ and by Knoll are in near

perfect agreement if referenced to the unified mass

scale. The neutron source strength determination in

both experiments is linked to a longstanding interna-

tional effort of neutron source intercomparisons.

The good agreement between the two values suggests

that the remaining possible causes for obtaining dif-

ferent results (scattering corrections, fission event

detection, geometry factors) did not introduce any

error. The changes of the normalization factors

given in Table I due to referencing to the unified

mass scale are also small and compensate one another,

thus the evaluation results are virtually unchanged

(see Fig. 5).

Concl usions

The result of the evaluation of the 2^^U{n,f)

cross section by an objective evaluation technique is

very well supported by the experiments data which were
reported with the lowest uncertainties (Arlt et al.^^.
Barton et al.^^. Knoll Canc^ and Grenier^^, and
Heaton et al.^^) and in good agreement with many other
data sets (Szabo^^, Poenitz^^, Smith et al.^^). Agree-
ment with data by Wassen^^ is also good after renor-
malization of these data with an evaluated integral
of 243.7 beV between 7.8 eV and 11.0 eV. Some of the

most recently reported data are somewhat lower
(Poenitz^^, Wassen and Meier^^) and some are higher
(Adamov et al.^^, Kari^^).

Differences between the mass scales used for some
of the experimental data were found not to explain dif-
ferences between the data. The majority of the data
reported in the past has an uncertainty of 2.5 - 4.0%.
Any new measurement in this uncertainty range will not
substantially improve our knowledge of the *^^\](r\,i)

cross section because its weight will be low among many
other data sets with similar uncertainty. It is recom-
mended that any new measurements should have an uncer-
tainty of about ~1% in order to be significant.
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A NEASUREMENT OF U-235 ABSOLUTE ALPHA VALUE IN THE NEUTRON
ENERGY RANGE FROM 0.1 to 30 keV

G. V. Muradyan, Yu, G. Schepkin
Yu. V. Adamchuk, M. A. Voskanyan

I. V. Kurchatov Atomic Energy Institute,
Moscow, USSR

[Alpha-value, multiplicity spectrum, multisectional detector, U-235]

In order to measure the neutron-physical constants

with high accuracy and to investigate ways of for-

mation and decay of excited nuclei a method has been

developed at the I.V. Kurchatov AEI, based on the

gamma-quanta and neutrons multiplicity spectrom-
etry. ^ '2 During 1974-1978 there have been constructed

a number of multisectional 4Tr-detectors which have
demonstrated great possibilities for this method.
A detector permitting the required accuracy of measure-
ments of neutron cross sections and their ratios has

been chosen and designed on the basis of these works.
The detector with 4Tr-geometry has 46 sections and was

based on Nal(Tl) crystals with the total volume of the

scintillator of '^100 1. The detector was used at the
26-m station.

Up to 37 time-of-flight spectra are obtained in

each measurement. 16 of them corresponds to 1-fold,
2-fold, .... 15-fold and 16-fold coincidences between
detector sections when the energy released in each
section is not less than a given value. Eg and in the

whole detector - not less than Ej. The selection of

coincidencies is performed within the time interval
Tq beginning from the moment of appearing the pulse
with the total energy E > Ej. At the same time analo-

gous time-of-flight spectra are separated under the

additional condition of recording fission neutrons
within the gate of the width , delayed for the time
T2 with respect to the total energy pulse.

In this paper the results of U-235 absolute alpha

value measurements are presented. The measurements
are carried out by the detector described above over
the energy range from 0.1 to 30 keV with the high
accuracy - better than 5%. The equipment parameters
and measurement conditions are listed in Table I.

At the present time there are a large number of

papers on alpha value measurement. However, none of

these give the required high accuracy (better than 5%)
over a wide range of neutron energy. This is mainly
explained by two circumstances. The first one is the
high background value in the capture channel, which
has many components which depend differently upon the
neutron energy and alpha value; the fission gamma-
quanta, the background due to neutron capture in

construction materials, gamma-background, etc. The
second one is connected with finding the equipment
constants needed to obtain the alpha value. All this
lead to the fact that alpha proves to depend to a

great extent on the uncertainties of the background,
calibration values, and capture and fission detection
efficiencies. These uncertainties confine the
accuracy of alpha value to a level of '^15%.

We succeeded in overcoming these difficulties

by means of realization of the advantages of the
excited nuclei secondary radiation multiplicity spec-
trometry. The capture and fission detection efficien-
cies (Ey and Ef respectively) of the 46 sectional
detector are close to 100%. This detector separates
well the capture, fission and scattering events (the
low B-value and high Ey/Ep-value) . The background
caused by scattered neutrons capture in construction
materials is reduced greatly in this detector as com-
pared with other ones due to the use of shielding -

the converter of a mixture (B^*^ + paraffin) with
thickness MO cm (0.1 g/cm^ B^^ and 0.8 g/cm^ paraf-
fin). At the same time the shielding-converter
enables the recording of the fission neutrons
thereby increasing the multiplicity of gamma-quanta
recorded in fission as well as it delays a part of

these neutrons for a time ^ ^2 before they will be
detected in Nal(Tl) crystals. The latter circumstance
is used to make more exact the fraction of the

fissions at coincidence ratios K=2,3 where it amounts
to only ^^3% of the capture. The admixture of fission
events at K=l-5, where the portion of capture events
is about 90%, is less than 20% (Bo).

The low Bo-value and the possibility of its defi-
nition by means of the detection of the part ('^2%) of

fission neutrons in Nal(Tl) as well as the low value
of background and high efficiencies Ey and Ef permit
obtaining alpha values with the required high (over 5%)
accuracy over the whole of measured energy range.
Note that in obtaining alpha no data from other
measurements were taken and no calculated corrections
were made. In Table II the comparison of the present
method with one of the best method of alpha measure-
ment (ORNL^) is presented. It is seen that the use of

the multiplicity spectrometry permits obtaining essen-
tially higher accuracy. This accuracy is better than
the needed 5%. To confirm the high accuracy we have
performed additional measurements of the U-235 alpha
absolute value in the thermal region. In these
measurements the time-dependent background did not

exceed 3%. The alpha value obtained at thermal
energy for U-235 according to our measurements is ay =

0.168. The good agreement of th obtained oq--value

with the recommended value of oq- = 0.169^ when the

values of this quantity are so low ensures the high

(better than 5%) accuracy of alpha in the range 0.1-30
keV. It should be noted that when measuring the cq-

- value we did not intend to make more exact the recom-

mended value of ay although at the optimization of

experimental conditions for the thermal energy the

present method permitted the accuracy of ay about 1%.

In the Table III the obtained alpha values for U-

235 over the energy range from 0.1 to 30 keV are
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presented. In addition estimations of [8] and

ENDF/B-III, Mat. 1157 are given for comparison.

Table I.

Energy
Expels, interval
rimen-^s^®^ ^

tal con— ^s,^
ditions

100-30000 0.022-0.028

Linac frequen-
cy (Hz)

350 40

Linac pulse
width, (nsec)

60 60

Channel width
(nsec)

40 640

Number of chan-
nels

32K 32K

ji £ ^ jce V J

250

iiig Kev ;

400 400

<r^ (nsec) 600
900

600
900

(nsec) 790 790

Filters on
the beam

B-iO(0.12g/cm^
or Cd( S =3mm)

Al( % =40mm)

Pb( S=10mm) Pb( S =10mm)

Sample-me-
tallic U-235

P=2g 0 28mm P=2g 0 =28iim

Table II.

Charac-
teris-
tics

Paper

1

Pission background(B)
in capture channel
in % of capture at

-1

Time-dependent back-
ground (P) in cap-
ture channel at E =
lOkeV UtcOA^ i%)

at E„ =0.025 eV
(oi « 0,017) i%)

at 10%-xincer-
tainty of P at En o
lOkeV (o(!s0.4) (%)

at E», =0.025 eV
(o<a 0.17) (%)

^"^i at 3% uncer-
tainty of B at

0,4 i%)

at 0,17 (%)

R?es©nt
paper

22 at 2«k<:5
10 at k=3

9

3

0.9

0.3

1.6

3.8

OENL f6]

58

130

50

13

5

4.3

10

1 2

Pission detection
efficiency 2ri%)

97 50

Capture detection
efficiency £^(^) 97 85

Presence of featu-
res in background
line

There are
not

There are ir-
regulaties

Normalization Absolute
measure-
ment

Over the ene-
rgy region
0.02-0.4eV

Table III

Energy inter
val (keV)

value

paper
1

[6] [8]
RWD'P/'RJ'Tr

Mat . 1 1 57

0.1 0-.2 0.490 0,60 0,580 0,54

0 2 0 3 0,378 0,45 0,434 0,42

0.3 - 0,4 0,429 0 ^1\J , JC

0 4. 0 '5 0.504

0,5 0,6 0.272 0,29 0.294 0,34

0.6 0,7 0,531 0 4.2 0 392 0

0.7 0,8 0,363 0,45 0,417 0,45

0,8 0,9 0.457 0,51 0,485 0,49

0,9 1.0 0.549 0,68 0,625 0,50

1 2 0.555 0,42 0,386 0,42

2 3 0.542 0,41 0,340 0,35

3 4 0.523 0.38 0,308 0,34

4 5 0.522 0,38 0,327 0,34

5 6 0.515 0,38 0,297 0,34

6 7 0.386 0.47 0,361 0,34

7 R 0.550 0,43 0,368 0.34
8 9 0.411 0,51 0,408 0,34

9 10 0.535 0,42 0,372 0.35
10 20 0.337 0,40 0,391 0.35
20 30 0.532 0,39 0,366 0.36
30 40 0.368 0,37 0,360 0.36
40 50 0.360 0,36 0,350 0,35
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HIGH-RESOLUTION FISSION CROSS SECTION OF ^^Va*

S. Plattard,'*' G. F. Auchampaugh
University of California, Los Alamos Scientific Laboratory

Los Alamos, New Mexico 87545 USA

N, W. Hill, G. de Saussure, R. B. Perez and J. A. Harvey
Oak Ridge National Laboratory
Oak Ridge, Tennessee 37830 USA

2^ 1

The Pa fission cross section was measured with high resolution at ORELA from 0.1 to 12 MeV and between O.H

eV and 10 keV, The data show evidence for 1) fractionated vibrational structures in the threshold region of the

fission cross section, and 2) narrow fission resonances above 0.4 eV with an average fission width <r^> = 8 yeV.

231
[ Pa(n,f) cross section 0.4 eV 10 keV and 0.1-12 MeV, measured below 50 eV.]

231
Previous measurements of the Pa(n,f) cross sec-

tion above 100 keV ^ show considerable structure in

the threshold region of the fission cross section.

These structures have been interpreted ^ as vibrational
states of known spin and parity trapped in the second

minimum of the double-humped fission barrier of ^^^Pa.

However, since these resonances occur at rather high
excitation energy, they may be fragmented into more
complex states. To investigate such a possibility, we

have undertaken at the Oak Ridge Electron Linear Accel-
erator (ORELA) a high-resolution fission cross section
measurement of 231 Pa.

Taking advajitage of the high chemical purity of the

^^^Pa samples (less than 0.1 ppm of fissile elements) a

preliminary measurement in the eV region was also car-

ried out. For the first time, narrow fission resonan-
ces were observed above 1.3 eV.

Besides the importance of 231 Pa for basic fission
studies, it is also of interest in the field of reactor
design^ in that it plays a part in the unwanted gener-
ation of ^^^U in the 232^^^/233^ breeder cycle.

Experimental Procedure

The 23lpa(n,f) cross section a„ relative to the
o q c I

U fission cross section was measured with neutrons
produced by ORELA used as a pulsed source. Fission
fragments were detected by a gas scintillator located

on a flight path perpendicular to the electron beam.

Table I summarizes the experimental conditions for both
the high energy [0.1 < E (MeV) <. 12] and the low energy
[0 < E (keV) < 10] measurements,

n

Table I. Experimental conditions

0.1 < E (MeV) i.12n
0 < E (keV) < 10

n

Frequency (Hz) 800 450

Pulse width (ns) 6-8 40

Power (kW) 8 - 9 26

Average flight

path (m) 41.68 18.30

Filters none 0.5 mm of Cd.

Duration (h) 632 60

•Work supported in part by the U.S. Department of
Energy

.

+Permanent address: Centre d 'Etudes de Bruyferes-le-
Chatel, BP561, 92542 Montrouge Cedex, France.

The fission detector consisted of a sealed cylin-
drical chamber containing a mixture of 98$ He and 2? N
at STP. The chamber was divided into 3 pairs of opti-
cally isolated cells. The distance between two conse-
cutive pairs was 12.5 cm. Each cell was viewed through
two circular quartz windows by two XP2020/Q photomulti-
plier tubes.

Each of the five ^^^Pa cells contained 53 mg of
protactinium in the form of oxide painted on both sides
of a semicircular titanium foil (20 cm in diameter and
12.5 jjm thick) to a density of approximately 0.3
mg/cm^. The remaining cell contained 140 mg of uranium
enriched to 93$ in ^3 5^^ -j^g uranium was electroplated
on both sides of a semicircular stainless-steel disk
(250 um thick) to a density of 0.5 mg/cm^.

To define a valid fission event and to reduce
alpha pileup background and noise we required a
coincidence between the pair of photomultiplier tubes
on each cell. The fission events from each cell once
digitized and routed by an EG&G TDC 100 clock were
stored separately in the computer. Both pulse-height
and time-of-flight information were recorded to provide
a continuous monitor as a function of neutron energy of
the fission bias for each cell.

Data Reduction

E.^^ > 0.1 MeV After background corrections, which
were assumed essentially constant for the Pa and
235u time-of-flight (TOF) spectra, the shape of the
231pa(n,f) cross section -was obtained using the
235

231
U(n,f) cross section derived from ENDF/B-V. The

^Pa fission cross section was normalized between 0.9
and 1.1 MeV to the data of Sicre.^ In this procedure
it was assumed implicitly that the efficiency of the
detector was independent of neutron energy.

E^^ < 10 keV . Since the data recorded in this
energy region can provide only preliminary results, due
to the limited available beam time for this measure-
ment, a simple reduction procedure was adopted. By
assuming that the energy dependence of the neutron flux
is close to 1/E^, o ^ is proportional to the ^^^Pa
TOF spectrum when it is reduced to a constant channel
width. The proportionality constant was determined by
the ratios of ^^^?a/^^^U counts at 230 and 380 keV and
from the known fission cross section at 13.16 eV for
2^^U. As a check of the energy dependence of the
neutron flux, the ^^^U TOF spectrum was compared to

0^ 235 /~E^. The two sets of data agree to within a
few percent between 0.4 and 100 eV.
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Results

The 23lpa(n,f) cross section is plotted in Fig. 1

from 0.1 to 12 MeV, The peaks and the strong fluctua-
tions observed below 1 MeV are superimposed on an

underlying cross-section characteristic of a neutron-

induced threshold fission reaction whose threshold is

located around 750 keV. The second chance fission

threshold occurs in the vicinity of = 6 MeV leading

to a plateau value for of •v2 b.

Figure 2 displays a more detailed picture of o

between 0.12 and 0.42 MeV. For comparison we have

plotted the data of Sicre^ which were taken with a

resolution of 5 keV, except for the 160-keV data point

which was taken with a resolution of 2 keV. Below 0.5

MeV, Sicre's data are systematically lower even though
the present data were normalized to his cross section
in the 0.9- to 1.1 -MeV region. However our data are in

good agreement with the results reported in Ref. 1 and

4. The striking feature of this figure lies in the

considerable amount of fine structure in the cross
section which had not been observed in the data of

Sicre. This is due to the substantial improvement in

the resolution of the present measurement. For
instance, at 160 keV our resolution is 0.4 keV. As a

result, the shape of the resonance at 156.7 keV which
has a FWHM of 2.9 keV is now better defined (peak/

valley ratio — 13). However, the wings of this
resonance are not fully consistent with a Breit-Wigner
shape. This suggests the presence of additional
structure centered around the 157-keV peak. In

addition, the good energy resolution reveals the
presence of other sharp resonances (at least two in the

vicinity of E = 370 keV) and separates into several
components the broad peaks located around = 180 and

330 keV. Table II gives a preliminary list of the peak

energies of o„ together with K values extracted from

Ref. 2.

Table II. Resonance energies and corresponding K
values.

E (keV)
n

E^(keV)

156.7 3 304.5
173.3 312.

1

182.3 319.3 '

187.4 328.6 0"

193.8 0* 336.7
281 .9 371.1
300.6 375.7

Below 100 eV (see Fig. 3), a number of fission
resonances are observed for the first time except for
the 4 rsonances below 1.3 eV already reported by
Leonard et al. ^ The resonance energies are in very
good agreement with those given by Simpson et al. ^ in
their total cross-section measurement. However, we
observe additional resonances above 15 eV. Rather than
being clustered around definite energies as observed in
several subthreshold cross sections , ^"^ these reson-
ances seem to be uniformly distributed, at least below
100 eV. Because of poor statistics it is not pos-
sible at the present time to verify if this behavior is
similar in the keV region. From the gf and V values
reported in Ref. 11, tentative values have been
calculated and are listed in Table III together with
other resonance parameters. A meaningful average fis-
sion width <ro> can be obtained only for those reso-
nances below 15 eV because resonances were missed above
this energy in the total cross section measurement.
The average fission width for the resonances below 15
eV is 8 veV, about 3 to 4 orders of magnitude lower
than what is generally measured for fissile nuclei. In
the energy region analyzed, [1.24 < E (eV) < 57.3] no
significant enhancement of is noted. This is simi-
lar to the behavior of the fission widths for the fis-
sile nuclei.

NEUTRON ENERGY (MeV)

Fig. 1. Fission cross section of Pa between 0.12 and 12 MeV. The data are plotted at intervals

which correspond to a timing-channel width of 2 ns.
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UJ
CO

06CD •

O
OC

CO
CO

00

231
Pa(n,f)

+ Sicre (1 976)

»

12 . 18 .24 .30

NEUTRON ENERGY (MeV)

36 42

Fig. 2. Fission cross section of '^^^ Pa between 0.12 and 0.42 MeV. The data are plotted at intervals which
correspond to a timing-channel width of 6 ns except for the resonance at 157 keV where the channel width
was kept at 2 ns. The error bars correspond to one standard deviation. For clarity, the data points of
Sicre are plotted with no error bars.

1.4

0.7_

0.0
20 40 60

NEUTRON ENERGY [eVJ

80 100

Fig. 3. Fission cross section of Pa (multiplied by ) between 0.4 eV and 100 eV. The averaged data
correspond to a 24-ns channel width.
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Table III. Preliminary fission widths and other resonance parameters from 1 eV to 58 eV for ^^Va + n.

En(eV)

"

Af{D*ev

)

grn(mev) r(ineV) If (yeV)

1 9 A 0 0079 0 0280 46 8

1 40 0.0 0.0012 45 Q

1 .96 0.0014 0.0071 46 9

2 .79 0.0029 0.0099 39 16

3 .48 0.0108 0.0470 48 19

4.12 0.0043 0 ORSn 50 5

4 . 35 0.0020 60 4

4.53 0.001

3

0.0170 55 9
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16.99 0.0055 50 7

18^29 o!oi03 1.5140 50 3

18.74 0.0195 0.6930 50 13

19.25 0.0036 0.1760 50 10

19.55 0.0013 0.0800 50 8

20.30 0.0016 0.0410 50 19

20.60 0.0203 0.9990 50 10

21.30 0.0056 0.5540 50 5

21.45 0.0432 0.6480 50 35

^Ref. 11

When not reported in Ref. 11, r values were assumed

Discussion

Sicre concludes from his fission fragment angular
distribution measurements on ^^^Pa (I = 3/2 in its

ground state) that the resonance at 156.7 keV is a pure

vibrational state having = 3 • However, our data
suggest that this resonance is fragmented. A possible
explanation for this fragmentation may be due to a

rotational band built on this vibrational ^state.^ The

resonances of this band would have J > 3 and

therefore be formed with I >. 3 neutrons leading to

peak cross sectons on the order of a few mb. This is
consistent with the magnitude of the structure observed
in the tails of the 156.7-keV peak. However, the

spacing of members of such a rotational band is on the
order of 20 keV if we assume /2Z = 2- to 3-keV as
reported for 2M3pui2 2 31,233Thl3 .l"*

. This spacing
is much larger than the energy span of the underlying
structure. A spacing of a few keV would require a

moment of inertia ^ incompatible with a stable shape of
the nucleus.

To interpret the particular shape of this
resonance we propose the following picture in the
framework of the calculations of Mbller et al.^ ^'

This resonance could represent a vibrational state
trapped in a shallow asymmetrically deformed third
minimum of the triple-humped fission barrier of ^^^?a.
The additional observed structure would come from
coupling between this vibrational state (Class-Ill
state) and more complex states (Class II states) at
somewhat less deformation that exhibit an average
spacing <Dj.j> of a few keV. The gross structures
observed by Sicre ^ at approximately 180 and 330 keV
were interpreted in terms of K'^ = 0 and 0~ rotational

Af ( b*eV
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54.45 0.0117 1.3600 50 11

55,20 0.0738 9.3600 59 13

56.52 0.0108 0.8300 50 18
57.16 0.0094 1.4200 50 9

to be 50 meV.

band, respectively. We observe more structure than can
be accounted for by just two simple rotational bands.
As in the case of the 156.7-keV resonance, this
additional structure may be due to the fragmentation of
the members of the rotational bands.

Since we adopt the model of an asymmetrically
deformed third minimum, one should expect to find
vibrational states of both parities which can be
verified by a WKB calculation. We speculate that the
resonance located at 173.3 keV could be a possible
candicate for a r 3" vibrational state. Indeed, 1)
the peak cross section has a correct magnitude to be
formed with 1=2 neutrons, and 2) its separation from
the 3 state (16.6 keV below) is comparable to what has
been reported by Blons et al. 13 for 2 3lTh and calculat-
ed by MSller et al. for this mass region.

We also would like to point out that the average
width of the narrow resonances observed in the eV re-

gion is in good agreement with that calculated using
the the double-humped barrier parameters of Sicre^
(<r^>^^^^ = 7.7 peV). A double-humped barrier is not

necessarily inconsistent with the triple-humped bar-
rier proposed to explain the fragmentation of the 157

keV resonance. Indeed, if we assume a rather shallow
third minimum then the outer two barriers could be
approximated by a single barrier with ftu)„ = .45 MeV^ .

The agreement between the observed and the calculated
average fission width also suggest that the acquired
fission strength of the eV resonances is not a result

of coupling between the Class I and the Class II states
but a result of direct penetration through the total

fission barrier.
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Conclusion

This measurement has revealed. a considerable
amount of fine structure in the threshold region of the
neutron-induced fission cross section of ^^Pa. We

speculate that some of the newly observed structure may
be due to coupling between vibrational states, of the
third well to more complex states of the second well
of the fission barrier. A more accurate knowledge of
the fission mechanism for this nucleus would require a

high-resolution measurement of 1) the fission fragment
anisotropies between 0.1 and 0.4 MeV, and 2) the fis-

sion cross section in the keV region to look for
possible intermediate structure. In addition, other
experiments such as y-ray spectra measurements from
the ^^^PaCdjfry) reaction for excitation energies below
S would "provide a sensitive probe for determining the
depth of the first and second minima of the fission
barrier.
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FISSION CROSS SECTION OF ^^^Cm FROM 10"-^ EV TO 10^ EV

R. M. White, J, C. Browne*, R. E. Howe, J. H. Landrum, and J, A„ Becker
University of California Lawrence Livermore Laboratory

Livermore, California 94550, U.S.A.

The neutron-induced fission cross section of 245cni has been measured from .001 eV to 10 keV
using the LLL 100-MeV Linac. Ttie resonance data are analyzed with a multilevel-multichannel
R-matrix code. The statistical distribution of R-matrix parameters extracted from the analysis are
investigated and comparisons are made with previous work.

[245cm(n,f), 10"^ eV - 10 keV, multilevel R-matrix analysis, deduced levels, <Tj^°>, <Tf>, <D>.]

Introduction

The neutron-induced fission cross section of ^'^^Cm

described below is part of an ongoing series of meas-
urements aimed at determining neutron cross sections in

the transplutonium mass region. Many of these cross
sections are important for calculating heavy actinide
concentrations in reactor fuel elements. This has ap-
plication in both production of heavy isotopes and also
in actinide-waste recycling schemes. The location of

245cm in the reactor production chain makes its cross
section particularly important. Its predecessor,
244cm, has a small capture cross section that acts to

retard the mass transfer to heavier isotopes. The mass
loss to fission or transferred through to ^^^Cm depends
on the fairly large fission and capture cross section
of 245cin and on the energy dependence of the incident
neutron spectrum.

Previous measurements and a review of work to date
on the fission cross section of 245cm are given by
Browne, et^al_, ^ The experiment described in this paper
was only recently completed (July, 1979) and the con-
clusions drawn from the R-matrix analysis are prelim-
inary.

Experimental Procedure

The data for this experiment were taken using
the LLL 100-MeV linac. Electrons from the linac were
focused on a target consisting of water cooled tanta-
lum plates coupled to an H2O moderator. The data
were accumulated in two overlapping measurements from
10-3 gv to 100 eV and from 0.5 eV to 10^ eV respec-
tively with the fission samples viewing only the H2O
moderator at both flight paths. The neutrons were
collimated with a series of polyethylene, borated
polyethylene and lead collimators and their energies
were measured by time-of-fl ight techniques.

The fission sample consisted of approximately
189 yg of isotopically enriched (>99%) ^45cm electro-

plated onto a 0.05 mm-thick nickel hemispherical foil

to a density of ^23 yg/cm^. A fission sample of

235u was also included in this measurement. The 235u

sample was prepared by vapor deposition onto 0.006 mm
thick titanium foils to a density of approximately
500 yg/cm2. Fission fragments were detected using a

hemispherical ionization chamber for 245cm and a par-
allel-plate ionization chamber for 235u. Signals
from each chamber were amplified using fast, current
sensitive preamplifiers. The ionization chambers
used an Ar-C02 {96%-4%) mixture at a pressure of ap-
proximately one atmosphere.

The neutron flux was measured from 10-3 eV to

100 eV using 1-mm thick NE901 (2.4% natural) lithium
glass and from 0.5 eV to 104 eV using 1-mm thick
NE905 (6.6% enriched ^Li) glass scintillators, which
were positioned in the neutron beam between two 5-cm
diameter photomultipl ier tubes. Fission events from

the ionization chambers and signals from the lithium
glass scintillators were each collected in time-of-
fl ight arrays of approximately 2000 channels.

Both the 245cm and 235u iqw energy (10-3 to

100 eV) fission data were reduced to relative cross
sections by normalization to the measured flux shape.
The 235u relative cross section was normalized to the
known 2200 m/sec 235[j fission cross section. This
normalization constant along with the ratio of the
245cm/235u masses and the relative efficiencies of
the two fission chambers, determined from pulse
height spectra, provided the proper normalization
for the 245Cm relative cross section. The 245cm
resonance data (0.5 to 10''^ eV) were normalized to the
low energy cross section between 0.8 and 1.5 eV.

Data Analysis

The fission cross section was analyzed on a CDC
7600 computer with the multichannel R-matrix code,
MULTI, of Auchampaugh.2 The code performs a least-
squares fit to total, scatter, fission, and capture
cross sections and allows for resolution and Doppler
broadening of resonance data. In addition to the MULTI
code a sophisticated graphics package utilizing the LLL
television monitor display system (TMDS) was written to
allow instant graphical comparison of least-squares
fits to the fission data with each iteration process.
This system allows for convenient and timely analysis
of the data. Though there are two compound nuclear
states (S"*" and 4+) formed by the interaction of an «,=0

neutron with the 7/2+ ground state of 245cm, ,all states
in the 0-80 eV region were assumed to be of one spin
group, namely 4''". A three channel R-matrix, consisting
of one neutron and two fission channels, was used to

obtain the fits in Figs. 1 through 4. A constant 40

meV width was used for the capture widths of all reson-
ances in this analysis.

Figure 1 shows the fit to the data from .01 to 10

eV. It is evident that the low energy data are not yet
fit perfectly. Two possible reasons are (1) that more
than one bound state is necessary to correctly fit the

region from .01 to 0.5 eV and (2) that the broad reson-
ance at 1 eV is actually two states. Further work is

required to resolve this question. Figure 2 shows the

fit from 1 to 10 eV and includes two additional states
at 7.5 eV and 9.0 eV not seen in previous measurements.
It is clear that an excellent fit to this region has

been obtained. Figure 3 is a fit to the region from 10

to 32 eV. A fairly dramatic lack of resonances is ap-

parent from the small cross section in the region from
12 to 20 eV, At least three other measurements have
been madel>3,4 for which analysis is complete and res-

onance parameters can be compared. Fairly good agree-
ment between this work and that of Browne, et al_, and

Berreth, et^aj_.3, is obtained. The major work from 20

to 60 eV is that of Moore and Keyworth'^. Their data

were taken using the Physics 8 nuclear explosion as a

*Now at Los Alamos Scientific Laboratory, P.O. Box 1663, Los Alamos, NM 87545.
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245CM FISSION CROSS SECTION 245CM FISSION CROSS SECTION

EXPERIMENTAL
THEORETICAL

10 10

NEUTRON ENERGY (EV)

Figure 1„ Least-squares multichannel R-matrix
fit to 245cfn fission cross section (multiplied
by /En) from .01 to 10 eV,

neutron source and to obtain equivalent statistics with

a linac would require approximately 2o5 years of con-

tinuous running time. In the region of overlap from 20

to 30 eV our data have reasonable statistics however,

and there are systematic differences in the neutron and

fission widths obtained in this analysis and that of

Ref. 4. In the 20 to 30 eV region both the neutron and

fission widths are approximately 20% larger for most
resonances in the present analysis than those obtained

in Ref. 4o This is unfortunate because the present

data cannot compare statistically with that of Ref. 4

above 30 eV and the resonance parameters from 30 to

60 eV are needed to make a more meaningful statistical

study of the neutron and fission widths. Figure 4

12 U 16 18 20 22 2*

NEUTRON ENERGY (EV)

Figure 3. ^'^^Cm fission cross section with

R-matrix fit from 10 to 32 eV.

shows a fit to the data from 30 to 80 eV. While the

overall fit is reasonable it is nontheless clear that

levels are missing and that statistics limit the in-

formation that can be obtained from this analysis.

Figure 5 is a plot of the number of levels as a

function of energy for the present data to 30 eV and

the data of Moore, et al_. from 30 to 60 eV. The
straight lines are Teast-squares fits to the region

from 0-15 eV and from 25 to 60 eV. The average level

spacings are 1.02 eV and 1.48 eV respectively. The

problem of two different slopes comes about from the

fact that (1) there exists two sets of levels in the
7-9 eV region that are unusually closely spaced and

(2) there exists few levels in the 15 to 25 eV re-

gion. This problem would be exacerbated were it not

1 2 J 4 5 8 7 8 9 10 30 35 40 «5 50 55 60 65 70 75 80

NEUTRON ENERGY (EV) NEUTRON ENERGY (EV)

Figure 2. R-matrix fit to 245cm fission cross Figure 4. ^^^Cm fission cross section from 30

section (multiplied by /En) from 1 to 10 eV. eV to 80 eV with R-matrix fit.

497



<Di> = 1 .02 ± 0.03
<D2> = 1 .48 ± 0.01

<D2>

<Di

:

tioi«»aMM4e«ioat
ENERGY (EV)

Figure 5. Histogram showing the number
of levels observed as a function of energy
for the present work to 30 eV and that of

Ref, 4 from 30 to 60 eV„ The straight
lines are least-squares fits to the data.

The average level spacings are in units
of eV.

for the discovery of two small resonances not seen
before at 13.1 and 19.6 eV. Figure 6 is a plot of
the number of levels vs. energy for the present an-
alysis which includes 21 levels from 0 to 30 eV.

The average level spacing is 1.5 eV« The histogram
in Fig, 7 represents the variation of the sum of the
reduced neutron widths, I^gr^", as a function of

energy. The slope of the least-squares fitted
straight line yields a strength function of
(K02±0.02)xl0-4.

Fig. 8 shows the experimental distribution of
reduced neutron widths compared to a Porter-Thomas
distribution (chi-squared distribution with one
degree of freedom) for the 21 levels up to 30 eV.

The average reduced neutron width is 0.287 meV. In

Fig. 9 we compare the experimental distribution of
fission widths with a chi-squared distribution of
three degrees of freedom. The maximum likelihood
method was applied to the fission widths and yielded
the most likely number of degrees of freedom to be

ENERGY (EV)

Figure 6. Histogram showing the number
of levels observed as a function of energy
for the present work to 30 eV.

ENERGY (EV)

Figure 7. Histogram showing the sum of
the reduced neutron widths as a function
of energy.

2.8±0.8. In the strong coupling picture of fission,
the effective number of open fission channels, N, is

equal to 2TT<rf>/<D> which for the present case is 2.3.

Surmiary

The 245cp^ fission cross section has been measured
from .001 eV to 10 keV. Preliminary resonance para-
meters have been obtained for levels below 30 eV. The
average fission width is 550 meV. The neutron
strength function (1.02x10"^) is in reasonable agree-
ment with neighboring nuclei. The average level spac-
ing with energy appears to be different over the re-

gions from 1 to 15 eV and 25 to 60 eV. For distribu-
tions of neutron and fission widths more levels need
to be included for more statistically meaningful anal-
ysis. In the region of overlap with previous analysis
up to 60 eV systematic differences occur which
preclude folding in those parameters with the present
work.

X
Q.

0.1

o.t -

a.i -

<r°)= 0.287 meV

PORTER-THOMAS DISTRIBUTION
(ONE DEGREE OF FREEDOM)

EXPERIMENTAL DISTRIBUTION OF
REDUCED NEUTRON WIDTHS

x=rnV<rn°>

Figure 8. Distribution of reduced neutron
widths for 21 levels from the present work
to 30 eV.
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550 meV

CHI-SQUARED DISTRIBUTION WITH
THREE DEGREES OF FREEDOM

EXPERIMENTAL DISTRIBUTION OF
FISSION WIDTHS

x=rf/<rf>
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FIRST AND SECOND CHANCE FISSION CALCULATIONS FOR ACTINIDES AND RELATED TOPICS

G. Maino^ . E. Menapace, M. Motta, A. Ventura

Laboratorio Dati Nucleari - Centre di Calcolo del CNEN, Bologna, Italy

First and second chance contributions to neutron induced fission cross sections in an energy range of inter-
est for reactor applications (En_<13 MeV) were obtained by extensive and consistent calculations for 24TAm; more-
over, a simplified semiampirical approach was applied to 235u and ^^^Pii,

035 239
[Hauser-Feshbach formalism, optical model, fission probabilities, Ep<_13 MeV , Am, U, Pu]

.

Description of the Method

Hauser-Feshbach calculations, corrected for stati£
tical width fluctuations as in ref. , were performed
to obtain the cross sections via compound nucleus for

the "first chance" fission (=^nf) ^""^ competing
channels: radiative capture (=OnY)> elastic {=<^gQ), to-

tal inelastic (=°nn'tot.)» foi' which the separate compo
nents a

2n . "nn'
were calculated.

cjpn'f ("second chance" fission)

The compound nucleus formation cross section
has to be consistent with optical and pre-equilibrium
model calculations, according to

(1)o =0
c tot ''se'''in^^^'*'^^^)'%n '

(P""^"^"^'

)

where o is the total cross section, o and a.

(direct) the shape elastic and the direct collective
inelastic contributions, respectively, from "coupled
channel" OM calculations C'JUPITOR" 1 and "ADAPE"^ codes);

Ofip, I (pre-eq. ) is a pre-equilibrium contribution to neu-
tron emission, estimated by a simple extension of the
Brown and Muirhead model 3(PR0DE code 4).

The pre-equilibrium fission is expected to give an

important contribution at energies above the upper limit

of the interesting interval.
alculate

^2 , the Branching'ralios
and <3"n,n'f for"n ,n

Pp ,Py and
In order to

a target nucleus

Pf for neutron emission, y-decay and fission, respective
ly, were determined as functions of excitation energy,
spin and parity of the decaying nucleus j^X^ .

Application to
241 Am

The isotope 241 Am has been chosen as an example
of application. The importance of 241/\ni in power
reactor and fuel cycle problems is discussed, e.g., in

ref. 15.

The optical model parameters used in our calcula-
tions (Table I) are those of ref. ^, slightly modified
at low neutron energies for a better approximation of

a-f- (rel.(2) below) and of the experimental strength
function 15 S^=(o.93+0. 10)xl0-4 : the calculated value

So=0. 89x10"^ ; moreover, we obtain Si=2.5xl0'^ and a

scattering radius R'=9.02 fm, in comparison with the
experimental value R'=(10.1+0.4)fm.

The adiabatic approximation was assumed above
2 MeV.

Table I. Deformed optical model parameters

1 s

V = 47.01-0.267

3.2 MeV
W

2.25+0.42 E

:-0. 00118 E'^ MeV (E in MeV)

(E<2.25 MeV)

MeV (E>2.26 MeV)

'S.O.'
7.2 MeV

V
1.259 fm;

jy= 0.66 fm; <

^2= 0-22 ; 64

r =1.237 fm; r
S.O.

0.48 fm; q = 0.66

0.03

1.259 fm

fm

As for the quadrupole and hexadecapole ground
state deformations, 3o and B/i , the experimental

guest researcher

18
values near A=241 are usually higher (by about 10%,
on the average) than the theoretical ones 19-20. -jp

fact, they are strictly related to the adopted radius
rQ . Consistently with r^ in Table I, we adopted
62=0.22 fref.20 where values in agreement with those
of ref. 2

1 for Th, U, Pu nuclei were found) ; our
64=0.03 is lower than that of ref. 20, but is in

agreement with the systematics '°.

By means of these parameters the experimental
total cross section ° was adequately fitted.

As a further check of validity, obtained
in (1) was compared with the ratio:

-c(En)=anf(En)/Pf(En)

where a f is the experimental fissio]

(renormalized by a recent evaluation '

V(235u))and P

(2)

cross section
of the standard

IS the fission probability of
compound nucleus ^^'^Am measured by Britt and
rnwnrlcprc \n a tho roartinn 242p|j ^ 3|-jg ^ -^f

J
coworl<ers via the reaction
and Of- are shown in Fig. 1

°tot »

12 14

En (MeV)

Fig. 1 Total and compound nucleus formation cross

sections of 241/^^. Solid lines: calculated values.

The error bars in a. .

° are only statistical; relative
systematic errors due to flux monitoriiig are estimated
of the order of .6b. The error bars of 0^ are estimated
from those of o^^ and P^ (see formula (2)).

An "ad hoc" spherical optical potential was

found, with the condition of adequately fitting the

proper of (l)jand utilized to obtain the neutron

penetrabilities for HF calculations of the cross
section "via" compound nucleus through a version of

HAUSER code-''^

As for the nuclear level densities required in

statistical calculations, a composite Gilbert-Cameron
formula was used.

The val ues adopted for the temperature T , the

parameter "a" and the spin cutoff reproduce the

cumulative number of nuclear Igyels at low energies,
E <1 MeV (refs.l' and ^2 241^^,^ ^p^j ^^'^l\m, respective
ly) and, at higher energies, the total level density
calculated by a microscopic method, based on shell model

potential with pairing interaction treated in the BCS

approximation, including collective (rotational)
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contributions In these calculations the assumed
"gap parameter" Aq was deduced from a general actinide
systematics . In this way the calculated average
s-wave resonance spacing of 24lAfn (=0.58 eV) matched
the experimental value (=0.57+0.04 eV). In addition,
the BCS temperature, at an excitation energy equal to

the neutron binding energy in ^^^l\(njmside it possible to

reproduce by jthe "black-body" model of ref. the
experimental r =44 meV of ^'^^Am.

This procedure was also used to estimate the

level density of the fissioning nucleus ^^'^Am at the
first maximum of the fission barrier, where no experi-
mental information is available. In this calculation,
we assumed the same average "gap parameter" Aq as for
the first minimum, and axial symmetry with quadrupole
and hexadecapole deformations consistent with the
ground state deformations (62=0. 218 and 64=0.03) and the
adopted barrier parameters of Table II.

We would point out, however, that the hypothesis
of axial symmetry at the first maximum has been aban-
doned in a recent analysis of fission probabilities 9.

(The introduction of axial asymmetry in our formalism
has been undertaken).

As pointed out in section 1, for a ,^ theoreti-
cal estimate, Pp, P , Pf were calculate8"f6r ^^'Am
(compound) by neutron reaction on ^^^l\m through the
same code ^.

In fig. 2, the theoretical P^: is compared with
the experimental data by Britt and coworkers ^.

10
E*(MeV)

Fig. 2 Fission probabilities of the compound nucleus
^^^Am. Dashed line: calculated values.

The final results for neutron induced reactions
^^'Am are shown in fig. 3, where the absorption and
fission cross sections are plotted from 0.1 KeV to 1

MeV, and in fig. 4, where the fission cross section is
calculated in the range 1-13 MeV; the relative cross
sections of ref. ^ and mre renormalized by

Onf(235u) of ref. ^

on

Iff' 10"
E„IMeV;

241
Fig. 3 Am absorption and fission cross sections.

Solid lines: calculated cross sections; o , :— : ref.25;V: ref.26;a -: — : ref^^^j^M
ref. 27; o: ref.28; ^. : r^fzs ,

^

Fig. 4

1

241,

9 Tl 13

En (MeV)

'Am fission cross section. Solid line:
calculated total fission cross section; dashed
line: calculated first-chance fission contribu-

, ref .29; ref. 27; ref.28;#: ref. 3^;tion; A :.

; ref .

'

ref.

Table II. Level density and fission barrier parameters

Nucleus Deformation
241

Am ground st.

242
Am ground st.

242.
Am 1^^ saddle

T(MeV) E^(MeV) E^^^ (MeV) a(MeV') A(MeV) a'^/T(MeV"')

0.320 -0.300 2 22.5 -0.300 104

0.342 -2.000 2 26.0 -0.830 104

0.350 -1.900 3 29.1 -0.700 100

Parameters of the two-humped fission barrier for 242Am

Eg=4.80 MeV ; ha)g=0.42 MeVE^=6.16 MeV ha)^=0.66 MeV
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Our calculation cannot reproduce the trend of onf

around 14-15 MeV; in this interval the contribution of

the third chance fission (n,2nf), the threshold of

which is estimated at about 12.4 MeV, might not be

negligible.

First and Second Chance Fission in a Semiempi rical

Approach

If experimental information about the reactions

;Xz(n,2n)^_^

probability

I^X^Cnn'tot. )f|X2 and the fission

of the compound nucleus .exists,

the second-chance fission a 1^ can be estimated by a

simplified semiempi rical approach, where (ref.'^)

°r,r,<f ^ (o. 9„+o^ )6/(l-6)
nn f — ^ n,2n n,n y

I
r max

-T—\ E'Pf(E-E')e
E'/T(E^

dE'

(3)

(4)

T (in energy units) is the^ thermodynamic temperature
of the compound nucleus N^jx^ , corresponding to the

incident neutron energy E^ , and ^max ^'^^ maximum
kinetic energy available to the emitted neutron.

The calculations were performed for U-235 and Pu-239;

ap2n "via" compound nucleus in (3) was deduced from the

experimental one 22 by subtracting the pre-equilibrium
component calculated as in ref.^ (see fig. 5).

cr(b)

12 6 8

En (MeV)

Fig. 5 a p :a= experimental data of ref. 22;

#"=8ompound nucleus component obtained by

subtracting the pre-equilibrium contribution;— = ENDF/B IV calculation.

The 'first chance" contribution cr',, deduced by

difference from total fission, showed 9n increasing
trend by 15% from (nn'f) threshold to 10 MeV for the

considered nuclei

.

This behaviour is consistent with theoretical

predictions of ref. 23-24
r /r, as a function of incident
estimated by

In fact, from a'^ the ratio
dent neutron energy can be

V^f :^ [(^-R)-tot/°nf] (5)

where the fraction R = [o^g+o^ (direct)+o ,(pre-eq.)]/
/o. . was derived by deforffild Aptical modef"calculation
fwTtn the parameters of_taMe I) and the codes of.ref.
''2.4. The resulting r /r^ ratios for 235u and ^ Pu
(see ref. '4) are in reasonable agreement with those
obtained in ref.23-24 showing a bumplike structure with
a maximum at about 4-5 MeV of neutron energy.
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FINITE GEOMETRY AND MULTIPLE SCATTERING CORRECTIONS
FOR NEUTRON CROSS SECTION MEASUREMENTS

H. H. Hogue*
Duke University

Durliam, North Carolina 27706, USA

A. G. Beyerle
North Carolina State University

Raleigh, North Carolina 27607, USA

Computer programs EFFIGY and EFFIGYC have been developed to calculate finite geometry

and multiple scattering corrections for fast neutron cross-section measurements. These

programs employ the Monte Carlo method to simulate time-of-fl ight spectra of neutrons

scattered by single- or multiple-element, cylindrical or annular samples illuminated by a

pulsed, monoenergetic neutron source. EFFIGY calculates corrections to angular distributions
of discrete neutron groups appearing in the scattering spectra for low nuclear excitation.

In addition, EFFIGYC corrects the energy distribution of the "continuum" of neutrons
produced by (n,n') reactions leading to overlapping levels, and removes a contribution to

the scattering spectra due to source neutrons from other than the monoenergetic source

reaction.

[neutron, scattering, angular distribution, energy distribution, corrections, computer programs,

finite geometry, multiple scattering, Monte Carlo method.]

Introduction

As part of the program of neutron scattering
measurements at the Triangle Universities Nuclear
Laboratory (TUNL), we have directed considerable
effort to the task of making reliable data corrections.

A pair of computer programs have been written to

correct data for two complementary types of measure-
ments: EFFIGY calculates corrections to angular
distribution data, simultaneously for elastic scat-
tering and for inelastic scattering to low-lying
excited states resolved in the experiments. Scat-
tering to the continuum and to states at high excita-
tion, which produces a continuous energy distribution
of secondary neutrons, is corrected by the companion
program EFFIGYC. The TUNL measurement method features
a monoenergetic neutron source, using D(d,N) or T(p,n)

reactions, and pulsed-beam time-of-fl ight methods for

energy analysis of scattered neutrons. Facility
details and data for a series of p-shell elements have
been reported. ^"^ Recent system improvements and
measurements are reported at this conference. ^"^

Data correction plays an important role because
experimental conditions must be used in the measure-
ments which are less than ideal. Low neutron
production and detection probabilities force good
experimental geometry to be compromised for an

adequate count rate. Large samples, occupying volumes
of several cubic centimeters, are placed within a few
centimeters of the neutron-production target.
Resulting effects of angular averaging and attenuation
and multiple scattering in the samples can be large.
The monoenergetic neutron production forms neither a

point source, nor is it isotropic. This contributes
to angular and energy averaging in the scattered
neutrons. Also, at most energies, the "monoenergetic"
neutron sources contain lower-energy contamination
from other reactions. Scattering of this contamination
may not be experimentally separable from primary-
neutron scattering at higher excitation. Calculation
must be used to separate these processes.

The method employed to correct the scattering
data in programs EFFIGY and EFFIGYC has evolved from
the work of Cox, 10 Kinney, and Velkley et al_.12

basic features are Monte Carlo simulation of the

* Presently of Union Carbide Corporation, Nuclear
Division, Oak Ridge, Tennessee.

scattering experiments and an iterative cal culational

scheme. The iteration sequence adjusts the cross-

section input to the simulation unti 1 results in

agreement with the experimental data are obtained.
Accuracy of the method is limited only by the degree
of detail of the experiments included in the simula-
tions, the accuracy of system parameters and cross
section input (other than that being adjusted), and
the accuracy of the representation of cross section
data in the program library. The techniques are quite
general and could be adapted readily to other types of
measurements having neutrons in the entrance and/or
exit channels.

Our purpose in this paper is to acquaint other
workers in the field with the existence, features,
and method of operation of these programs. The first
two sections will detail the iterative process and the
simulation techniques, respectively. Following that,

operating characteristics and features of the programs
v.'ill he discussed. Finally, examples of the use of
EFFIGY and EFFIGYC in correcting data taken at TUNL
will be presented.

Method

Programs EFFIGY and EFFIGYC have the same basic
structure. We will discuss them together and note
differences where they occur. Figure 1 is a flow
diagram for the calculations. Initial steps read data,
store it in convenient form, and perform some initial
setup operations. The heart of the calculation is

contained in a loop which occupies most of the
remaining program steps. The calculations performed
inside this loop will be discussed below.

Input to a calculation consists of the experi-
mental data, all parameters of the time-of-fl iglit

system and neutron source needed for computer modeling
of the experiment, and a cross section library. The
library contains the total and partial cross sections
for the sample material, tabulated versus energy. Also
included are angular distributions versus energy for
the discrete states which are experimentally resolved.
Program EFFIGYC requires, additionally, an angle and
energy distribution of secondary neutrons not accounted
for by the discrete-state data. We refer to these
neutrons as the "continuum-scattered" neutrons.
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Inside the iteration loop indicated in Figure 1,

a subroutine is called which performs the simulation
of the scattering experiment. This simulation
includes calculation of time-of-f 1 ight spectra for

each detector position of the experiment and reduction

of the spectra to quantities analogous to the

measured, uncorrected cross section data. EFFIGYC's
simulation subroutine differs from that of EFFIGY

only in that extra coding is needed to accommodate an

extra, 1 ower-energy component in the neutron source
and to treat the continuum scattering in addition to

the scattering via discrete states. Detail of the

simulation will be given in the following section.

After the calculation has returned from the

simulation step and printed results, a comparison of

calculated and experimental angular distribution
data is made for each detector position and for each
scattering process considered. EFFIGYC makes a

channel -by-channel comparison in the experimental
and calculated time-of-f 1 ight spectra. In either
case, discrepancies outside experimental error
estimates are used to modify the appropriate entries
in the cross section libraries for a new simulation
step. Iteration proceeds until convergence between
calculated and experimental quantities is reached
or to a user-specified maximum number of iterations.
Output of data-correction factors and corrected
cross sections terminates the calculation.

READ/ STORE DATA AND
ORIGINAL CROSS SECTION ESTIMATE

I

SET UP CALCULATION

CALCULATE S PECTRA

OUTPUT RESULTS

BETTER CROSS SECTION ESTIMATE
FROM EXPT./CALC. DISCREPANCY

STORE NEW CROSS SECTION
ESTIMATE

INCREMENT
INTERAT10N
COUNTER

EXPT. CALC. DISCREPANCY
SUFFICIENTLY SMALL OR
MAX. NUMBER OF ITERATIONS

REACHED
\rYES

SAVE
FINAL

RESULTS

I
CexO

FIGURE 1. Flow Diagram for EFFIGY or EFFIGYC
Calculation.

Scattering Simulation

The scattering simulations in EFFIGY and EFFIGYC
are based on the experimental arrangement illustrated
in Figure 2. All important features of the actual
experimental geometry are represented. The neutron
source is a volume formed by the intersection of a

diverging charged-particle beam and a cylindrical
target. Samples are cylindrical, either solid or

hollow (case illustrated). The detector volume (not
illustrated in the figure) is located in the xy-plane
at fixed distance from the sample and at variable
scattering angle. Its symmetry axis is along the line
joining the sample and detector. The simulation is

independent of the relative sizes and separations of
the source, sample, and detector components. However,
all calculations performed so far have used geometries
typical of the TUNL measurements. Sample diameters
of 2.5 cm or less and heights between 2.5 and 5.0 cm
have been used. Neutron-production targets of length
3 cm and source-sample separations of 8-10 cm have
been typical

.

TARGET

TO DETECTOR

FIGURE 2. Geometry for the Scattering Measurements
and Computer Simulations.

The structure of the scattering simulations is

indicated in Figure 3. This flow diagram is applicable
to the calculations performed by either computer
program. A pair of nested loops accumulate the results
of a large number of possible neutron histories
sampled by the Monte Carlo method. We use the words
"neutron history" to signify a collection of neutron
scatterings— one for each elastic- and inelastic-
scattering process to each detector position. In

addition, a neutron history may include multiple
scattering in the sample, as explained below. One
thousand such histories form a "batch". The variation
among batch results furnishes a running estimate of
the precision of the calculation. A sufficient number
of batches are run to give an estimated precision of
one percent, unless otherwise specified.

Calculation of a neutron history begins with a

single-scattering calculation. Points in the source
and sample volumes are randomly selected, and
calculation of the relative source strength at the
sample point proceeds. The source-strength
calculation in EFFIGYC chooses from either a mono-
energetic source component or a lower-energy contami-
nant group. EFFIGY allows only a monoenergetic
component. Angle and energy dependence of the
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monoenergetic source flux and flux attenuation in the

sample is accounted for. Next, for each detector

position, a point in the detector is chosen and for

each scattering process, the scattering to that

detector point is calculated. Each discrete-

scattering process is recorded by adding its scat-

tering strength to the tinie-of-f 1 ight bin corres-

ponding to the neutron energy after that process.

Continuum scattering produces a contribution to each

accessible tinie-of-f 1 ight bin.

As indicated in Figure 3, EFFIGY and EFFIGYC may

choose to calculate a multiple-scattering process

after each set of single-scattering processes has

been recorded. It is much more efficient to include

the calculation of multiple events here rather than in

a separate calculation because most of the coding

already in place for the single-scattering calculation

may be used for the multiple-scattering calculation as

well. The only additional requirements for the

double-scattering calculation are to select a second

point in the sample volume and to calculate the

scattered neutron flux at that site. The calculation

then proceeds just as for the single-scattering case.

After each double-scattering calculation, a triple-

scattering calculation may be performed. A program

parameter controls the relative number of multiple-

scattering processes calculated in each batch.

Following each batch, the accumulated time-of-

flight spectra are reduced to quantities analogous to

the experimental data. When the calculation, as the

experiment, has involved a multi -element sample and

the scattering from only one element is to be isolated,

a special step is taken. Previously calculated "blank"

spectra for a sample containing elements for which the

scattering is to be removed are subtracted from the

multi-element spectra at each detector angle. This is

analogous to what is done in the measurements. In

|start a batch

[start a history
|

<

[select source parameters]

[choose sample site and calculate flux
I

-^i-^i

—

^SELECT DETECTION SITE IN DETECTOR V0LUME[

[CALCULATE SCATTERING STRENGTH, ANGLE ENERGY[

J.
[increment TOF CHANNEL, sum ANGLE, ENERGY

j

-^^^^<7^0THER SCATTERING PROCESS? ^
\l/NO

CHOOSE
ADDITIONAL
SCATTERING

SITE
CALCULATE

FLUX

<^ ANOTHER DETECTOR POSITION? J>

CALCULATE A MULTIPLE
SCATTERING PROCESS?

<^ ANOTHER HISTORY?

ESTIMATE PRECISION ACHIEVED

<^ ANOTHER BATCH?
^
>-IES-

FORM AVERAGES, SCALE SPECTRA

FIGURE 3. Flow Diagram for the Scattering Simulation

Steps of Program EFFIGY or EFFIGYC.

EFFIGY, yields from peaks in the time-of-f 1 ight spectra

identified with the various scattering processes are

extracted and normalized to a standard source flux.

The attained precision of the calculation is estimated.
As precision dictates, an additional batch calculation
is called for or the simulation is terminated.

Characteristics and Features

The two computer programs we have discussed
perform similar calculations for types of experimental
data which are complementary in nature, fluch of the

input required for the programs is the same. With
this in mind, v/e have designed the programs' input
sections to access a set of common input files. This
is made possible by a keywording scheme. The input
files are broken into sections, each identified by a

keyword. Some of the keywords are for program
execution control, while others identify the various
data types. On input to the programs, data types
inapplicable to a particular calculation may be

skipped. The scheme allows for efficiency in chaining
together calculations also. For example, after data
for one beam energy has been corrected, calculation at
another energy requires input of beam parameters and

the experimental data for that energy. Cross section
libraries and system parameters are already resident.

Initial setup of the input files has been made as

convenient for the user as possible. Input formats
for the various cross sections required for the
calculation match those of the Evaluated Nuclear Data
Files (ENDF). Therefore, cross section data may be

taken directly from ENDF tapes in most cases.

The multi -angle, multi -process capability of the
corrections programs has been alluded to in discussing
their operation. Present array sizes used limit EFFIGY
to 25 detector positions and EFFIGYC to 5. Each
program may include up to 10 scattering processes.
With such limits, either program will occupy less than
500K bytes (4 bytes per computer word) of core storage
on an IBM360 computer. An effort has been made to

facilitate changing these array sizes when this is

desirable. Variables have been used for array lengths
which enter in the calculations.

In general, Monte Carlo calculations require

considerable execution time. In the present programs,

execution speed has been increased at the expense of

program size wherever such trade-offs exist. The

typical time requirement for an EFFIGY calculation for

each batch of 1000 neutron histories is about five

seconds of IBM360 processor time per detector angle

and scattering process included. For each batch,

EFFIGYC requires about 45 seconds on an IBri360, or

about 6 minutes on a DECIO for the generation of a

256-channel time-of-f 1 ight spectrum at one detector

position. Calculations performed for the TUNL

measurements have required, at each iteration, between

5 and 10 batches to reach the one percent precision

level. Agreement between the calculation and the

experimental data has typically been reached after no

more than three iterations.

A reasonable attempt has been made to provide

checks and diagnostic output to aid the users of these

programs. A print level parameter has been included,

which permits the user to control the quantity of

diagnostic print-out he wishes to obtain from the

calculation. Besides correction factors, the programs

also calculate average energies, scattering angles,

attenuation factors, and other quantities which serve

as diagnostics.
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Examples

Oxygen Angular-Distribution Measurements

The TUNL measurements of the 0^^ angular distri-

bution for energies between 9 and 15 MeV required the

largest correction of any of the TUNL discrete-state
data. A beryllium oxide sample vjas used. Scattering

by beryllium was removed from the spectra by taking

separate runs using a beryllium "blank" having the

same number of Be nuclei as the BeO sample. Figure 4

shows (as the crosses) data resulting from the

measurement at 12 MeV. Following two iterations in

program EFFIGY, the calculated scattering (shown as

the curve) was in agreement with the experimental
data. The correction factors generated and applied to

the experimental data yielded the corrected data shown
as the dots in the figure.

Figure 5 breaks down the net correction factor
applied to the 12 MeV oxygen data (dashed curve) into

its largest components. Neutron flux attenuation by
the sample, or out scattering, was the predominate
307o effect. Multiply-scattered neutrons averaged
around 10% of those singly-scattered. A correction of

<20% was required at forward angles to remove effects
of a flux-attenuation difference between the BeO

sample and the Be "blanks". Beyond 50°, neutron
groups scattered by oxygen and beryllium were separated
in the time-of-f 1 ight spectra; therefore, no over-
subtraction correction was needed.

Iron Neutron-Emission Measurements

In recent work at TUNL reported at this
'

conference, 1 angle and energy distributions of '

neutrons emitted by several materials have been
measured. Correction of the data by program EFFIGYC
has begun. Figure 6 shows, as the open circles, a

time-of-f 1 ight spectrum for 12 MeV neutrons scattered
by an iron sample to a lab angle of 125°. This data
is from an early set of poor-statistics measurements.
The histogram is a near-convergence calculation by

100
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FIGURE 4. Angular Distribution of Neutrons Elastically
Scattered by Oxygen. The Ordinate is

Differential Cross Section Times the
Sample's Oxygen Nuclear Density.

program EFFIGYC, in which the scattering to only the

ground and first excited states are treated in full

angular dependence. All other scattering is

calculated via an effective continuum-scattering
process with isotropic angular distribution. Higher
excited states may be included explicitly in future
calculations if this proves necessary.

The calculation shown in Figure 6 is reproduced
in Figure 7. That part of the distribution which has

been treated as continuum scattering of the mono-
energetic part of the neutron source distribution is

shown as curve 2. Curve 3 shows the calculated
distribution of "breakup" neutrons from the T(p.n)
source scattered by the sample. The cross sections of
Drosg et^aj^ 13 ^gpe used in the present calculation
to determine the source distribution used by the
program. The scattered breakup neutrons are seen to

contribute significantly to the spectrum. Direct
measurements of the source spectra will be used in

further calculations to decrease the uncertainty in

that part of the data corrections.

Conclusion

We have described a pair of computer programs
developed to make corrections to neutron scattering
data obtained by the time-of-f 1 ight method. Separate
programs to handle scattering to discrete states and

scattering to the continuum have been written. The
methods employed in the simulation of the experimental
data collection and reduction are of a general nature.
Therefore, modification of the program to treat other
types of measurements with neutrons in the entrance
and/or exit channels should be possible.

Work continues at TUNL to test the continuum-
scattering program, EFFIGYC, and apply it to recent
data. In addition, improvements in the program input
routine, implemented in EFFIGYC, will be retrofit into
the discrete-scattering version, EFFIGY.

1
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FIGURE 5. The Oxygen 12-MeV Elastic Scattering
Correction Factor and its Major Components.
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FAST NEUTRON DETECTION CAPABILITIES OF Nal(TJl)

SCINTILLATOR AND Hgl, SEMICONDUCTOR GAMMA RAY SPECTROMETERS

F. E. Cecil, K. Killian*, and M. Rymes'''

Department of Physics, Colorado School of Mines, Golden, Colorado 80401 USA

The utilization of NaI(T£.) scintillators as a high efficiency, fast neutron
monitor, through the reaction '^^I(n,n') '"I'^CE^ = 57 keV)^^'l(Ex = 0), has been
established. The total gamma ray production cross sections for the 57 keV gamma
ray production cross sections for the 57 keV gamma ray in '^^I by inelastic
scattering of 3 MeV and 14 MeV neutrons are 0.43 ± 0.04 b and 0.28 ± 0.03 b
respectively. Temperature and count rate limitations on this utilization have
been determined. The same reaction should allow Hgl2 semiconductor gamma ray
detectors with intrinsic energy resolution potentially for superior to Nal(TJl)
to be utilized to monitor fast neutrons.

iNal detector, ^^'^l(.n,n')^^'^I*
, a(n,n'), excited states in ^^'^I]

INTRODUCTION

Flux measurements of fast neutrons constitute an

essential aspect of many areas of applied nuclear
physics. In applications such as fast neutron acti-

vation analysis, neutron radiology or thermonuclear
fusion technology, neutron flux measurements are
necessary to meaningful utilization of the associated
neutron sources. The lack of neutron interaction with
the atomic structure of matter requires that neutron
detection involve the indirect measurement of the
interaction of the neutron with nuclear matter.
Familiar examples of this method are proton recoil
scintilloraetry or activation techniques . We have
investigated a novel approach to fast neutron
detection utilizing a different form of neutron
nucleus interaction than is used as the basis of,

say, proton recoil spectrometry. In the method which
we have investigated, a conventional Nal (TJl) scintil-
lator is exposed directly to the fast neutron flux
to be measured. The inelastic scattering of the fast
neutrons are detected by absorption, in the scintil-
lator itself, of the subsequent deexcitation gamma
ray. For a monoenergetic flux of neutron, the yield
of the deexcitation gamma rays, as measured through
any standard photomultiplier tube coupling to the
scintillator, will be proportional to the associated
fast neutron inelastic scattering total cross
sections. A measurement of these cross sections will
thus allow a given scintillator to be calibrated in

the sense that an absolute neutron flux determination
will be possible directly given the yield of the
associated deexcitation gamma ray.

EXPERIMENTAL PROCEDURE

The particular reactions which we have investi-
gated are to the low lying states of *^'l. The nuclear
energy level diagram of I is shown in Figure l'.

Specifically we have measured the total cross
sections at neutron energies of 3 and 14 MeV for the
production of the 57 keV and 202 keV gamma rays,
corresponding to the deexcitation of the first two
excited states. The cross sections were measured by
exposing a conventional NaI(T2.) scintillator to
monoenergetic fluxes of neutrons of 3 MeV and 14 MeV,
counting the yields of the 57 keV and 202 keV gamma
rays (using a standard multichannel analyzer) and
comparing these yields to independent measurements

of the neutron fluxes. The neutrons were generated
by bombarding deuterated or tritiated titanium
targets with deuteron beams from Cockcroft-Walton
accelerators in the Colorado School of Mines Physics
Department. The independent measurements of the
neutron fluxes consisted of activation of samples
with known cross sections and are described
elsewhere"*.

84 12 3

47 53

• 94 6

• 100

>

I I

202

A Ex (keV)

Fig. 1. Level Diagram of '^^I.

A typical energy spectrum when a commercial
scintillator is exposed to a flux of 3 MeV neutrons
is shown in Figure 2(a). The 57 keV and 202 keV
transitions are evident. This spectrum is con-
veniently calibrated using a radioactive ^'^Ba
source. Figure 2(b).

The cross sections which we measured at 3

and 14 MeV for the production of the 57 and 202 keV
gamma rays are shown in Figure 3 where they are
compared to earlier measurements at energies up
to 1.2 MeV^.
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Fig. 2(a). Response of NalCTJl) to flux

of 3 MeV Neutrons.
Fig. 2(b). ^^^Ba Calibration Spectrum.

DISCUSSION

As noted above, the cross sections which we
have measured permit an absolute determination of
fast neutron fluxes. Consider a specific example.
For a 2" (5.08 cm) diameter NaI(TJ,) scintillator.
For the cross section for production of the 57 keV
gamma by 3 MeV neutrons of about 0.4 barns and given
the density of Nal(TJi), the probability for production
neutron through the face of the scintillator is

about 4.1%. Thus, for example, the 1 3/4" x 2"

scintillator facing an isotropic 3 MeV neutron
source of 10^ n/sec at a distance of 1 meter will
yield 4.9 x 10^ 57 keV gamma rays per second.

We encountered two notable limitations in the
utilization of Nal (TS,) scintillator as a fast neutron
monitor. We found that thermionic cathode emission
obscured the 57 keV level when the system is operated
at temperatures above about 250 °F. This is of
course a property of phototubes and not the
scintillator and will be encountered in any low

energy scintillometry using photomultiplier tubes.
We also noticed an activation of the crystal following
exposure to relatively high fluxes of neutrons. The
activation reactions which were observed were
'"l(n,Y)'^^I (25 min) and ^ ^Na(n,p) ^ ^Ne (38 sec).
A multiscaling of thecount rate in the crystal follow-
ing an exposure to a flux of 14 MeV neutrons of about
10 n/(cm^-sec) is shown in Figure 4 where the half
lives noted above are evident. These activation
reactions only constituted a practical limitation in

cases where we attempted to measure a very low flux
of neutrons immediately following exposure to a

relatively high flux of neutrons. (The particular
study in which this was found was that of DFN Uranium
analysis in which we attempted to measure both the
source output and the DFN's with the same scintil-
lator.)

'"I ' I M| 1 1 !
I I I I I -] T-

S7 lev

S

-J—1—I ] 1 I III

1. 10
En (MeV)

Fig. 3. Measured cross sections. Data
below 1.2 MeV from Ref 5.

25 min

38 sec

80.00 160-00 240 00 320.00
TiriE (1/2 S / CHAN)

Fig- 4. Multiscaling of total count rate
in scintillator following exposure to

intense neutron flux.

Within the context of the above limitation
due to activation, we should note that the recent
development of Hgl2 semiconductor gamma ray
detectors^ affords another application of
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the present measurements of the ^^''l(n,n') cross sec-

tions to fast neutron monitoring. The 57 keV transi-
tion in ^^^I will, of course, appear if an Hgl2 detector
is exposed to a fast neutron flux. The superior
resolution of these detectors (1 keV has been obser-
ved at a gamma ray energy of about 50 keV) ^ will
greatly improve the signal to noise ratio (for

comparison the width of the 57 keV line in Fig. 2(a)

is about 15 keV) . Moreover, the problem of the
activation of the Na will obviously be eliminated
(although similar activation of the Hg isotopes
could pose an analogous problem)

.

In conclusion the advantages of using Nal (Til)

as a fast neutron flux monitor are detailed:

1. high efficiency, comparable to proton recoil
and much greater than ^He or ^Li detectors.

2. all the counts are in a single peak; ideal
for monitoring.

3. a built-in discriminator against thermal
or epithermal neutrons.

4. inexpensive and simple (compared to say a

liquid scintillator system requiring n-y
discrimination.

This work was supported by a grant from the
U.S. Geological Survey #14-08-0001-G548.
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t presently at Department of Mathematics,
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FISSION TRACK RECORDER TECHNIQUES FOR FISSION RATE MEASUREMENTS

H. P. CHOU, R. H. JOHNSON, and F. M. CLIKEMAN
Purdue University

West Lafayette, Indiana 47907, USA

Fused quartz fission track recorders have been used for fission rate

measurements. A scanning optical microscope interfaced witl^ a microcomputer
has been developed to perform fission track counting. The stability of the

system has been extensively checked. An overall reproducibility of ±3% (one

standard deviation) has been achieved. Programming for this system provides

a partial scanned image, the total number of fission tracks, a track size

distribution, and the locations of individual tracks.

[fission rate, fused quartz track recorder, track counting, microcomputer.]

Introduction

The Fast Breeder Blanket Facility (FBBF)^
was constructed at Purdue University to study
the blanket characteristics of fast breeder
reactors. This project requires fission rate
measurements of ^^^U, ^^^U, ^^^Pu, ^^''Np, and
^^^Th for evaluation of computational methods
and basic cress section data.

Fission track recorder techniques have
been applied for fission rate measurements at
several laboratories.^"* Figure 1 is a
mi crophotograph of etched fission tracks in

fused quartz. A major weakness of this
technique is the determination of precise
track numbers. Spark counting with plastic
fission track recorders is not appropriate for
the present work. Visual counting using a

microscope is expensive, time consuming, and
may involve personal bias. Sophisticated
automatic track counting systems using
computer-controlled scann i ng- methods have been
developed with good results.^'® In such
systems, however, large computers were devoted
to relatively simple pattern recognition.

The goal of the present work was to
interface a microcomputer with an available
scanning optica! microscope to obtain a
reliable and inexpensive track counting
system.

a

•J" t
c

Fig. 1. Mi crophotograph of fission tracks
in a fused quartz track reorder
with track density of 200/mm= . The
recorder was etched i n 48% HF for 5
minutes at room temperature.

Track counting system

Apparatus

Figure 2 shows the general diagram of the
counting system. The stage of the scanning
optical microscope'' moves the specimen in the
x-y plane by two DC motors operating under a

built-in control unit. Two light choppers are
mounted with the motor assemblies to measure
the X and y positions with a resolution of 0.5
IMTt. When the stage moves, the choppers send
out sequential logic pulses of one pulse per
0.5 im. These pulses are counted by a built-
in TTL logic unit to control a scanning
pattern. The microscope was designed to scan
a rectangular field with the maximum size of
50 mm X 50 mm. The scanning path goes from
right to left, moves down in y direction and
then travels back. Two signal lines (x and y)
were brought out from the logic unit to
measure the number of traveling steps. The
accuracy of the step size is limited to the
accuracy of the choppers, i.e. 0.5 ;j.m.

The light source Is a 12 volt, 100 watt,
quartz- iodine lamp with a regulated DC pov/er

supply. A photo-detector was mounted on the
lamp socket to monitor the stability of the
light source. The optics of the microscope
are arranged for a bright field incident light
illumination. The reflected light from the
specimen passes through a condenser and a

light splitter to a photometer. The
photometer consists of a photo-transistor and
an amplifier to convert the incoming light
intensity to voltage. With a XI 0 objective
lens, the aperture of the photometer projected
onto the objective plane has a diameter of 7

^m and defines one picture element. The
output of the photometer is fed into a

discriminator to determine track events.

A microcomputer system^ has been
interfaced with the microscope for data
acquisition and analysis. The interfacing
arrangement is also shown In Fig. 2. Whenever
the microscope stage travels one step length,
a pulse is sent to the interrupt 1 ines of the
computer. The computer is programmed to sense
this signal and fetches the scanned data from
the data line. This arrangement did not
require modification of the existing
microscope logic unit. The system is

programmed to be able to handle an interrupt
rate of <2000 interrupts per second. For
regular scanning operation, the interrupt rate
is approximately 330 interrupt per second
corresponding to a stage speed of 0.3 mm/s

.
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Fig. 2. Block diagram of the automatic track counting system.

Track counting program

Tine microcomputer
assembly language and
code to save processing
Tine object code is

requires 16000 bytes
storage, although
8000 bytes would be
bytes of memory is

storing a partial

is programmed in
loaded with the object
time and memory space.
2000 bytes long and
of memory for data

experience has shown that
sufficient. An extra 8000
reserved for the option of
scanned image and the

coordinates of individual tracks

The track counting program consists of
two major parts: an interrupt service routine
and a main routine. The interrupt service
routine is activated whenever Interrupts are
received. The main function of this routine
is to fetch and store the scanned data for the
main routine to analyze. The main routine
correlates the scanned data and gives the
scanned results. The pattern of the scanned
image can be viewed as a matrix with each
element corresponding to a picture element.
If a picture element falls on a track, its
value is one; otherwise the value is zero.
Since the size of the scanned field is usually
on the order of 10^ picture elements, it is
not feasible to store the entire matrix in the
system. In addition, only the picture
elements which fall on tracks are important
for the track recognition. Therefore, the
interrupt service routine tests each picture
element to find the positions where a x-path
intercepts a track. The interrupt routine
then stores intercept points, the intercept
length and the current track size. The
interrupt service routine provides an option
to store a partial scanned image with a size
up to 4000 picture elements.

The main routine correlates the scanned
data to determine the number, location, and
size of tracks. The main routine requires
that the last tv/o completely scanned lines be
retained in memory. The algorithm for track
counting treats any degree of track overlap as
simply a large single track. A simple
paralyzable counter model is used later for
the overlap correction. At the end of each
256 scanned lines, the program types the
current number of tracks to assure the
operator that the counting is progressing. At
the end of each run, the total number of
tracks and the track size distribution are
printed. The track size distribution gives
valuable information on etching and overlap
behaviors. An option is provided for the
storage of the size and the locations of
individual tracks in a 4000-byte data buffer.
The contents of the buffer can be dumped onto
a floppy disk whenever the buffer is full.
The locations of the tracks will be analyzed
later in a study of the spatial distribution
of fission tracks.

Experimental prodcedure

Kimfol plastic foils, mica, microscope
slide glass, and fused quartz were tested to
determine the most suitable track recorder
material for this counting system. Fused
quartz (silica glass) was finally chosen for
its advantages of low natural background, low
surface imperfections, surface flatness, and
high track to background optical contrast.
Fused quartz disks with a diameter of 13 mm
were cut from flat plates. These disks are
pre-etched using 48% HF solution for six
minutes, rinsed with water and alcohol, and
finally dried in hot air. Disks are examined
under an optical microscope to eliminate those
with a large number of surface imperfections.

513



For measurements made in '.he FBBF, pre-
etched track recorders are placed next to
fission foils inside stainless steel or lead
holders. The holders are placed between fuel
pellets inside fuel rods. The fission foils
are n i cl<e 1 -p 1 ated with a deposit less than_ 1

mg/cm^ ; the active diameter is 6.3 mm. i he
irradiated track recorders are cleaned and
scanned to get the number of background
events. To bring out fission tracks,
recorders are then etched a second time in 48%
HF solution for five minutes with the
irradiated side facing up. To ensure etching
reproducibility, a fresh solution is used for
every track recorder. After cleaning and
drying, the track recorders are scanned again
to get the total number of tr ack events

.

A standardized procedure is used to set
up the scanning. The positioning of the iamp,
the opening of the field diaphragm, and the
aperture of the condenser diaphragm are set up
to get the Kohler bright field illumination
v/hich gives the best combination of contrast
and resolution. A x10 objective lens is used,
wh i ch has
overcome
recorders

.

an
the

aaeguate
surface

depth of field
unevenness of

,
to

the

light intensity of
The output of the
check the stability
threshold setting of

Before each run, the
the lamp is adjusted,
photometer is recorded to
of the photometer. The
the discriminator is located on the plateau of
a curve of number of tracks versus threshold
setting. Since the shape of the curve is

dependent on track densities, the curve used
v/as obtained from scanning a track recorder
with a track density of approximately 200/mm^
which is the typical track density in the
present work.
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Fig. 3. A typical track size distribution
obtained from the track counting
system for a fused quartz track
recorder

.

A masking plate with a concentric hole is

used to cover a track recorder to define a
reproducible scanning field. The scanned
field is set to cover the hole of the masking
plate. The step size in the x direction is 1

Mm and the line spacing in the y direction is

5 /im. It takes 12 hours to scan a field of 8
mm x 8 mm, which is determined by the stage
speed

.

Performance

Figure 3 shows a typical track size
distribution of a fused quartz track recorder.
A small ^^''Cm spontaneous fission source^ is

being used for checking the system stability
and efficiency calibration. A track recorder
with approximately 10000 tracks (density 200/
mm^ ) was scanned ten times. The
reproducibility of the ten readings was ±1%
(one standard deviation). The uncertainty was
caused by the variation of light intensity,
thermal drifting of the photometer, and the
differences of scanning paths in each run. To
check the uncertainty in the counting
procedure, three track recorders, with
approximately 5000,10000, and 20000 tracks,
were each scanned five times over a period of
six weeks. The standard deviation for each
recorder was consistent within 3%, but did not
follow the Poisson statistics. This larger
variation is due to the positioning of the
sample, the focusing, and differences among
track recorders.

Several unirradiated track recorders were
scanned. The average number of background
events was approximately 400. The standard
deviation for each recorder ranged from 10% to
30%. The rather poor reproducibility is

believed to be caused by the large fraction of
small area events and the irregular shape of
the surface imperfections.

To investigate the etching effect,
several unirradiated and irradiated recorders
were etched various periods of time. The
results of the unirradiated recorders were
within the reproducibility range for etching
from 5 to 20 minutes. For recorders with
track density less than 300/mm^ , the results
were also insensitive to etching from 4 to 6
minutes. However, the results have a ±5%
variation for recorders with track, densities
of 400/mm^ etched 4 to 6 minutes.

Three recorders v/ere irradiated with the
^^''Cm source for the same amount of time.
They v/ere scanned before and after the final
etching to test the overall reproducibility.
The results are listed in Table I. The
preliminary calibration results have shown
that the a efficiency is 68% for a track
density of 1 00/mm^ and 57% for a track density
of 420/mm^ . The decreasing of efficiency is

caused by track overlap. A track-density-
dependent efficiency curve will be determined
from the final calibrations based on the
simple paralyzable counter model.

^
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Table I. Scanning results of three track recorders

Sample Number of Background Total Observed Fission Eff iciency'^ (%)
Number Fissions Tracks Tracks Tracks

STR-13 27414 ± 166^ 324 ± 116^ 16119 ± 171^ 15795 + 207 57.6 ± 0.8'^

STR-14 27414 ± 166 388 ± 63 16053 ± 204 15665 ±214 57.1+0.9
STR-15 27475 ± 166 372 ±76 15712 ± 168 15340 ±185 55.8+0.8

a. Errors are one standard deviation based on Poisson statistics.
b. Errors are one standard deviation based on four readings.
c. The efficiency is dependent on the fission track density. These three

track recorders had a density of 420/mm^

.

d. Errors are propagated from the number of fissions and the number of
fission tracks. The systematic error in the ^'*''Cm fission rate (not
included in the error propagation) is ±0.3%.

Concl us ions

An automatic track counting system has

besn developed for fission rate measurements.
Track counting is performed using a

microcomputer. Programming of the system
provides the number, size distribution, and
locations of fission tracks. Fused quartz is

the most suitable track recorder material for
the present system. The system has achieved
an overall reproducibility of ±3% (one

standard deviation) in the counting process.
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ANALYSIS OF PARTICULATES FOR VERY LIGHT ELEMENTS BY FORWARD SCATTERING OF ALPHA PARTICLES

G. W. WOLFE
Physics Department, University of Mississippi

University, Mississippi 38677, USA

PIXE analysis is limited to elements heavier than Sodium. A technique has been developed for
obtaining quantitative information about the levels of elements Hydrogen through Flourine by
forward scattering of 18 MeV alphas, and may be obtained simultaneously with PIXE. Using sub-
strate thicknesses less than 1 mg/cm^, sensitivities from 2.7 yg/cm^ for Hydrogen to 12A yg/cm'
for Carbon, may be obtained after corrections, with determinations accurate to ±15%, in 200
second irradiation times. Substantial corrections must be made.

[IflCa.p) ,^Li(a,a) ,^66 (a, a) ,llB(a,a) ,12c (a, a) ,12c(a,a' )
,l^N(a,a) ,l%(a,a'

) ,16o(a,a) ,1^0(a,a')

,

19F(a,a), do/df2 at 18.36 MeV, elastic scattering, elemental analysis, PIXE.]

Introduction

Accurate, sensitive, and quantitative determination
of the levels of elements and compounds is one of the
most widely used investigative techniques in the

sciences today. Many such techniques have been
developed. One such method is Particle-Induced X-ray
Emission (PIXE) , using an ion beam to produce primary
X-rays, which are used as "signatures" to identify and
determine quantities of elements present is a sample
or target.-^' 2 >3>^

One shortcoming with PIXE is that it is only
practical for elements with Z=ll (Sodium) or greater.
Either the X-rays are not detectable, or large self-
absorption corrections cast doubts on the validity of

analysis for elements with Z<11. But in the earth's
crust, and especially in air pollution studies, only
15% of the mass to be studied has Z=>11.

Elastic ion scattering may be used to identify and
determine quantities of the remaining 85%, and may be
used simultaneously with PIXE. Ion scattering
analysis (ISA) has many desirable qualities. It is

absolute, multi-element, rapid, non-destructive, and
inexpensive on a cost-per-element basis. Used by
itself, the method is not new. Backscattering from
sources or acceleratogs^of f thick targets is an
accepted technique. ' ' Nelson and Courtney have
developed a PIXE- compatible proton scattering system
for light element work on thin targets^, but they
require separate experiments for scattering analysis
and PIXE.

Experimental Configuration

The development of an Ion Scattering Analysis system
(ISA) for light elements was undertaken subject to the

constraints that the method be quantitative, cover
elements not seen by PIXE, and be capable of being run
simultaneously with PIXE, to reduce beam time charges.

This last requirement was the major source of

difficulty inthe development, as will be seen. First
and foremost, it required that ISA be done with an
18 MeV beam of alphas, for which the PIXE system had
been optimized.

Work was carried out at the Crocker Nuclear
Laboratory at the University of California at Davis,
on the 193 cm isochronous cyclotron. A beam of 18.36
MeV alphas was produced, and magnetically analyzed
twice in the beam line system. Cross-sections were
measured in the 76 cm ORTEC scattering chamber, using
a 300 ym, 100 mm^ partially depleted silicon surface
barrier detector, and ORTEC 452 spectroscopy amplifier,
going into a Nuclear data NP02 512 channel ADC and
PDP-15/40 computer for data acquisition and analysis.

9

The results of these measurements are shown in
Figure 1.

Cross-sections were measured in 5° intervals
(laboratory) from 30° to 90°, and in intervals of 2.5°

from 40° to 60°. A 1/8 mil (3-2 ym) film of Mylar
was used for the Carbon, Oxygen and Hydrogen cross-

section determination as a standard. A 1/3 mil film
of Kapton was used for Nitrogen, a 1/2 mil foil of

Beryllium for the Beryllium reaction, and vacuum-
deposited commercially prepared foils of NaCl

(35 yg/cm2), UF4 (208 yg/cm2), and Na2B03 (159 yg/cm2)

were used as standards for the other reactions. The
lH(a,a)H reaction is forbidden above 5° laboratory,

but the complimentary reaction lH(a,p)^He reaction is

theoretically possible to 90°.

It was determined that Carbon and Oxygen are not

resolveable below a 40° scattering angle, and the

H(a,p) reaction is not practical above a 70° angle

due to a very low energy signal which begins to be

cut off by the discriminator in the ADC. Within this

range, the best compromise of maximum cross-section,

minimum rate of change of cross-section, best

resolution, and absence of line interferences occured

at a laboratory scattering angle of 52°, and this

angle was used in all subsequent experiments and

analyses

.

All such further experiments were carried out in

the PIXE chamber, after a detector was fitted at the

proper angle. The only significant difference is that

the beam is magnetically analyzed only once. The

alpha detector is kept in air behind a thin plastic

window to eleiminate detector discharge in the

mechanical pump vacuum of the PIXE target changer.

Since the X-ray detector is at 90° to the beam, the

target rests at an angle of 45° to the beam.

Table I shows the estimated contributions to the

resolution t)f the ISA system. Note that the major
contributions to resolution are the spread in the

beam energy and the finite width of the sample, which

causes a difference in scattering angles from either

side of the sample. Neither of these are correctable

at this time. The measured resolution was 235 KeV,

in excellent agreement with the estimate.

Table I.

Contributions to Scattering Resolution

Beam energy spread 130 kev
Finite target width 170
Kinematics due to detector width 55
Target at 45° instead of 26°

Detector • 4q
Electronics and MCA 10
Detector window u
Backing material of sample 10
Air gap between detector and window 10

Quadratic sum 232 kev
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Spectral analysis and data reduction is done with
the code RACE9 after being acquired by DEUCE. The

former is a two-pass on-line code which analyzes the

PIXE spectrum and then the ISA spectrum. Dead time

correction, while used for PIXE, is not used for ISA
because of the low (<500 hz) counting rate. In the

case of ISA, peaks are located and identified, and then
a linear background is subtracted, and elemental levels
calculated from a table of cross-sections. If elements
are present in the substrate,, the substrate values
are subtracted. Figure 2 shows an ISA spectrum taken
from a sample of particulates from ambient air

impacted onto mylar with a Lundgren-type impactor.
The vertical scale is logarithmic to show all the

peaks more clearly. In addition to the elastic peaks,
note the 2+ and 0+ excited states of Carbon, the 0+

and 3- doublet of Oxygen, and the 1+ excited state of

Nitrogen. The 2.31 MeV excited state of Nitrogen is

parity forbidden in an (a, a) reaction and is not seen.

The presence of an excited state may be used for

verification of an elastic reaction, and give
confirming data on quantity.

Minimum sensitivity of elemental analysis must be

computed in a different manner for elements present
in the substrate than for elements not present in the

substrate. In the latter case, it is necessary to

identify the presence of the peak within the background.
Using the lUPAP criterion of significance, 1 the number
of counts in the peak (Net) must be more than three

times the uncertainty in the background for a peak to

be detectable as such. If Nfc is the background, then

using Poisson statistics, this is

% > 3 .

However, when a peak is present in the blank substrate,

it is not necessary to determine the existence of the

peak, only to determine if material is present in

addition to the substrate. The minimum sensitivity is,

then, only the uncertainty in the substrate elemental

concentration. Table II shows minimum sensitivities
for elements on 3.2 ym mylar and on Nuclepore brand
membrane filters for a 5.00 ycoulomb beam charge of

alphas

.

Table II

Minimum Sensitivity on Different Substrates yg/ cm^

3.2 ym Mylar Nuclepore

H 2.6 2.7

Li 13.5 14.7

Be 11.0 11.0
B 11.0 35.5

C 38.0 124.5
N 13.0 14.0

0 20.7 17.0

F 12.0 10.0

Na 49.8 53.7
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Figure 2. ISA spectrum of atmospheric particulates on mylar
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Corrections to Experimental Data

Several difficulties present themselves in ISA
work, most arising from the presence of a substrate.

If one is analyzing for all elements, then elements
contained in a substrate interfere with elements on a

substrate. The blank subtraction problem is a

substantial one. Commercially-prepared substrates
vary in thickness. Quality control holds these
variations to (typically) 5%, but if the sample
represents only a 10% mass increase on the substrate,
the analyzed sample has a built-in uncertainty of 50%.

Very thin substrates, such as the 3.2 ym (1/8 mil)

mylar may be used so that thesample is a large percent-
age of the mass of the sample+substrate. If the sub-
strate has uniform physical dimensions, such as
Nuclepore brand membrane filters, the substrates may
be pre-sized for thickness by weighing, so that the
variations in thickness are reduced to less than 1%,
or even 0.5%.

The forward scattering method itself presents
difficulties. Straggling causes shift of the beam
emergy, so that the system must be re-calibrated for
peak location for substrates of different thicknesses.
A straight-line recalibration method based on total
counts per microcoulomb of beam charge has been used,

and gives satisfactory results for samples ranging from
0.4 mg/cm2 to 1.5 mg/cm2.

Associated with this difficulty is the fact that

deposited samples are not uniform in thickness.

Heavier spots have more straggling and the result is

not a true gaussian peak, but rather a peak with a

low-energy "tail" Integration procedures must be

adjusted appropriately.
Also, if the beam energy is reduced by straggling,

the scattering cross-section may be altered. Figure

3 shows the measured areal density of Carbon,

expressed in counts per microcoulomb of beam vs. the

location of the Carbon peak. Since energy loss is

approximately proportional to distance traveled, for

short distances at least, 1^ this should give a

straight line. The data are much better fit to a

power curve of the form A(AE+160)B, however, where

AE is the energy shift of^the peak in KeV. A corr-

ection factor of (AE/160) ~ is applied to analyzed

amounts to account for the effect, with satisfactory

results. Table III gives the values of A and B, along

with the coefficient of determination of the fit r^,

for the most noteworthy elements at 18.36 MeV.

Table III

Element
H
C

C*
N
0
0*

A B r2

9 259 1 158 .98

0189 1 793 .99+

552 1 309 .98

192 1 061 .99

3 353 915 .99

A56 942 .82
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Results of Method

A number of standards of varying areal density

were analyzed repeatedly. The method was shown to be

reproducible within 4.2% and linear up to 1.2 mg/cm^

within 5.0%. See figure 4.

A second, more thorough test was based upon

comparison of mass loading from ISA/PIXE analysis to

gravimetrically determined mass loadings. The results

are shown in Table IV. The chi-square factor

-
( 2

'

1
Yisa)2 ]

where is the RMS uncertainty in ISA, Ygj-^^ the

gravimetric total mass, and YjsA '^^e total mass by ISA

and PIXE methods, over these runs was 3.89. On the

whole, the error is acceptable for two-significant-
figure determinations, with the average error being

17.1%, with none higher than 38.1%. (Note: samples

1 and 2 are for calibration, and sample 5 was damaged.)

A difference in sample mass was noted between the

pre-analysis weighing and post-analysis weighing. An

average of 7% weight loss, with a single-case maximum

of 40%, was seen. It is suggested that this loss is

due to evaporation of volatile matter on the particul-

ate sample in vacuum. This fact must be taken into

account when using PIXE-ISA dual analysis.

ISA Analysis may be used to supplement PIXE data.

An example of statistical correlations leading to

information about chemical structure is seen in

Figure 5. Here the concentrations of Silicon (by PIXE)

and Oxygen (by ISA) in large (3.5 ym to 20 ym)

atmospheric particulates show an excellent correlation,

with a correlation coefficient of 0.92. The least-

squares slope gives a gives a mass ratio of Silicon to

Oxygen of 0.484 • While the elemental ratio of Si02

in wind-blown dust is only .877 > the ratio of Silicon

to Oxygen in "Average Sedimentary Soil" H is .488 > in

excellent agreement.

0/SI IN SEDIMENTARY SOIL

LEAST-SQUARES FIT

25 _

200 400 600

Figure 3. Drift of Cross-section with Straggling

3s
LEAST-SQUARES SLOPE

1 .05

ACTUAL THICKNESS ;uG/CM^

I

Figure 5. Correlation of Oxygen and Silicon in

large atmospheric particulates.

0 400 800 1200

Figure 4. Linearity and Accuracy of ISA method.

Conclusions
ISA is seen to be an effective quantitative tool

for identifying the presence of very light elements in
thin samples.

As a method for monitoring potentially toxic light
elements such as Beryllium, the sensitivity is inad-
equate for ambient uses. However, as a method for
obtaining information about the total atmospheric
aerosol mass present on an element-by-element basis,
this method can observe all elements simultaneously,
with sensitivity adequate to observe 50% or more of

the 78 elements present in principle in atmospheric
particulate matter using only short irradiations.



Table IV

Comparison of PIXE + ISA to gravinetrlc values

Other Heavy Unloaded Loaded Net
ample Net Net Net Light Elements Sample Sample Sample Error
No. H C 0 Elements (PIXE) Total Weight Weight Weight (%)

3 53.1 1898 1668 0 81.8 3700 14300 18333 4033 -9.0

4 70.8 1880 235 0 211.3 2397 14276 16325 2049 14.5

6 31.8 877 245 0 184.0 1357 14120 15706 1586 -16.9

7 25.9 845 0 0 1.4 872 14108 14647 539 38.1

8 70.9 1991 158 0 6.8 2226 14537 16511 1974 11.3

9 73.6 1581 143 0 5.5 1803 14364 15938 1574 12.7

Values in \ig for entire sample (13.63 cm )

47 mm nuclepore membranes
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THE SPECTROMETRY OF MULTIPLICITY OF SECONDARY RADIATION AS A METHOD

OF MEASUREMENT OF NEUTRON CROSS-SECTION AND INVESTIGATION OF NUCLEI

G. V. Muradyan

I.V. Kurchatov Atomic Energy Institute,

Moscow, USSR

[Neutron cross section, multiplicity spectrum, a-value, U-235, Cd-113, Cf-252]

The present paper deals v/ith the new method of

neutron cross-section measurement and the investiga-

tion of ways of formation and decay of excited nuclei.

The idea of the procedure from the view-point of mea-

surement of partial neutron cross-sections has been

described in [1]. It involves the measurement of

total multiplicity sprectum of gamma-quanta and

neutrons arising from reactions with neutrons. The

object of the present article is the further generali-

zation of the multiplicity spectrometry method and the

broadening of the range of problems under investiga-

tion. At the same time a brief review of experiments

on the multiplicity spectrometry is given.

An ideal installation to study nuclear processes

can be a device which enable one to perform the

complete analysis of the parameters of all particles

resulting in the excited nuclear system, and of par-

ticles generated in the process of deexcitation . For

instance, under fission of a nucleus by protons it

would be possible by means of such a device to measure

the proton energy, the energy, the angle of emission

and other parameters of all neutrons, gamma-quanta and

fragments at the same time. In contrast to the tota-

lity of experiments where these values are measured

separately th=! ideal installation gives the complete

information on the process, since along with indivi-

dual values it gives all possible correlations of

them.

However, the creation of such a versatile instal-

lation at the up-to-date stage of development of

experimental technique presents a very severe problem.

Besides, in order to obtain physically clear results

it is necessary to create the alogrithms selecting

from great numbers of data the information which we

wish. Therefore, the need arises for searching such a

set of simultaneously measured values and of a

concrete method of their measurement which reflect the

main correlations of values of the process under

investigation. In this case the method of measurement

should provide the acceptable rate of accumulation of

statistics.

As a rule, energy spectra of particles (and

fragments), their angular distributions and spins are

considered as measurable values. We believe that one

more type of spectrum - the multiplicity spectrum

should be included in this list. By this definition

the distribution of number of particles emitted in the

process of deexcitation, for example, the ganma-quanta

number emitted in fission, is meant. The A(v) multi-

plicity spectrum shows in how many events one particle
(^=1) has been emitted, and in how many events two

particles (^=2) have been emitted, etc.

The multiplicity spectrum can be measured by the

multisectional 4iT-detector having efficiency ^100% in

the center of which is located the sample (Fig. 1).

The v-fold coincidence events number gives directly

the multiplicity spectrum A (v). For this purpose the

detector sections number should be much greater than

^max» ^^'^ detecting efficiency '^100%. Such a

device, in principle, can also give angular coordi-

nates of every particle. But here we shall concen-
trate our attention only on the problem of multipli-
city.

The high relative aperture in measuring the multi-

plicity spectrum follows from the essence itself of

this spectrum - from the necessity to detect all (or

almost all emitted particles, i.e. the detecting effi-

ciency is '^100%. Since the particles number is not

great, this 100% effect is distributed over a small

number of spectrum channels. If the neutrons and

gamma-quanta multiplicity spectrum is measured, the

relative aperture can be very high since one can use

samples with a thickness up to several g/cm^.

The relation between the multiplicity spectrum and

physical parameters of the nuclear process can be

found by calculations for every specific case.

Let us consider the case when this connection is

so unequivocal that it can be determined without calcu-
lations. The question is about the total multiplicity
A ( j;) of neutrons and gamma-quanta arising at the

interaction of slow neutrons with nuclei. In this

case the measurement of A (vj.) permits one to pick out

scattering, capture and fission events at the same

time. This is seen from Fig. 2, where the result of

the Imaginary measurement of A (vj.) is shown. Indeed,

Fig. 1.

for scattering, only one neutron, i.e. Vj; = 1 is

detected; the first peak corresponds to the scat-
tering. In the capture about 4 gamma-quanta are

emitted; the second peak corresponds to capture.
In fission the total number of gamma-quanta and

neutrons is of the order of 10; the third peak

corresponds to the fission. Thus, the multiplicity
spectrum in the given case reflects the spectrum of

the known decay ways of excited nuclei. The experi-
mental detection of additional peaks or peculiarities
can be indicative of other, possibly still unknown
ways of the deexcitation.

The imaginary experiment given shows that the

measurement of A (vj.) allows one to obtain neutron
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cross-sections and their rations with a high accuracy.

Such measurements are of great significance for a

reactor design.

The multiplicity spectrum of gamma-quanta arising

from neutron capture permits one in many cases to

group neutron resonances in accordance with spin and

parity values. It follows from the fact that at the

fixed low-lying state of radiation cascade the

multiplicity of gamma-quanta in the cascade depends on

the spin and parity of the neutron resonance. This

dependence to some extent is smeared-out because of

Porter-Thomas fluctuations. For Vy = 1 the smearing

is strong but already for Vy = 2 it drops by one

order. At the further increase of Vy fluctuations can

be intensified. The accuracy of grouping depends on

how do the spin difference of A (vy) compete with

Porter-Thomas fluctuations.

The problem of fluctuations of the multiplicity
spectrum can be of interest in itself, since there

exists the connection between fluctuations and the

number of channels through which the primary gamma-

transition (yI) proceeds in the cascade. As vy

increases the energy, Eyi ^ of this transition decreases

f (n,n)

Fig. 2.

on an average. Therefore, studying the dependence of

fluctuations upon vy one may obtain information on

the dependence of the state densities upon the excita-

tion energy.

The multiplicity spectrum A (vy) or A (vy) permits

one to reveal the (n, f) process. It is known that

the multiplicity of gamna-quanta in the (n,Yf)-process
is somewhat higher than in the usual fission.
Studying the dependence of A (v) on Er, one can

separate contributions of (n,Yf) and (n,f )-processes
since cross-sections of these processes depends dif-

ferently on neutron energies. Note that the relative
aperture of the method is far higher than those one

uses in the measurements of the mean multiplicity,
because A (Vy) as compared with J is far more sen-

sitive to the admixture of the (n,Yf)-process.
Besides, the multiplicity spectrum is measured with
the efficiency "^100% whereas the detection efficiency
in the measurements of the mean multiplicity must be

one order less.

The examples given show that by measuring the
multiplicity spectrum one can research a wide range of
problems.

Let us turn to concrete installations and results
of measurements.

The first installation "Romashka-I" measuring the
multiplicity spectrum has been installed in 1974 at

I.V. Kurchatov AEI [2]. The detector (Fig, 3) con-

sists of 12 light-isolated Nal(Tl) crystals with the

total volume of l6-l. In order to detect neutrons the

sample is surrounded with a (n y) converter, con-

sisting of the mixture B^'^ with moderator. To measure
neutron cross-sections the detector "Romashka-2" simi-

lar to "Romashka-I" but with volume of 26-1 in addi-

tion was used at the 26-m station of I.V. Kurchatov
AEI.

Figure 4 shows multiplicity spectra for the spon-

taneous fission of Cf-252 and the neutron radiative

capture in Cd-113. It is seen that "Romashka-2"
separates rather well the fission and capture events.
Preliminary measurements of the U-238 capture cross-
section [3], the a-value and fission and capture
cross-sections of U-235 over the energy range from 0.1
to 30 keV [4] were carried out by means of this

detector. Cross-sections obtained from U-238 and U-235
agree well with data by other authors. The relative
shape of a is in good agreement (the maximum deviation
- 3%) with ORNL data [5]. To make the a-value abso-

lute without using data from other work we had to

introduce the estimated fission and capture detection
efficiencies as well as the multiplicity spectrum

Fig. 3.

shape for the fission in the range v = 2. This could

reduce the accuracy of absolute a-value. Therefore,

in addition, the method of measurements has been

improved in order to obtain the absolute a-value with-

out reference to calculated corrections. The absolute

a-value has been measured by our group by means of 46-

sectional detector with the volume of 100-il. These

data are pressented in another paper of ours at the

present conference.

To investigate possibilities of the method for the

spin identification, the multiplicity spectrum of

Cd-113 [2] was measured and many new levels have been

found. For grouping the resonance through the multi-

plicity spectrum one can use the known methods of the

cluster analysis. But for the given case the method

described below is more effective.

The multiplicity spectrum for the i-th neutron

resonance was normalized to 1 (j:N(v) = 1) and was pre-

sented in the form:
^
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Ni(v) = aiNi(v) + (l-ai)N2(v) (1)

where Ni(v) is the corresponding multiplicity spectrum

for the first spin state, N2(^) is multiplicity
spectrum for the second spin state; a-j is the fraction

of the first spin state in the i-th resonance. For

isolated levels a-j = 1 or 0 depending on whether the

level belongs to the first or the second spin state,

respectively. The set of equations (1) was solved by

a least-squares method with regard to a-j. N]^(v) and

N2(v) were selected by a interaction method.

30

20

10

J I L K
8 iO K

Fig. 4.

Results of such a treatment of 26 levels over the

range up to Ep '^^1 keV are presented in Fig. 5. There
is seen the clear-cut grouping. The comparison with
data obtained by other methods for 13 levels within
the same energy range [6] shows the a-j = 1 corresponds
to J = 1, and a-j = 0 corresponds to J = 0 without
exception.

Note that the separation of s- and p-neutron
cross-sections is possible through the multiplicity
spectrum within the range of non-separated resonances.
In this case the multiplicity spectrum is averaged
over many levels and therefore the Porter-Thomas fluc-
tuations distort the results much less. The treatment
of results is similar to that mentioned above.

Now the 46-sectional detector "Romashka"
operates at I.V. Kurchatov AEI. The detector geometry
permits one to increase the number of sections and to

change the converter and sample values. This detector
is used to measure the nuclear-physical constants
needed for reactor design and for the study of the

process of neutron-interaction with nuclei.

Since the relative aperture of the method is

rather high it is possible together with the multipli-
city spectrometry to perform the spectrometry of indi-

vidual particles-fission fragments, soft gamma-
radiation, etc. The spectrometry of the fragments
gives valuable information on all possible corre-

lations in fission and permits one to pick out and

study such rare processes as the fission without
neutron escape or with escape of a great many
neutrons, etc. The spectrometry of soft gamma-
radiation permits one to investigate gamma-cascades
between levels above the neutron binding energy and

definite levels near the ground state. From results
of such measurements it is possible to reveal the low-
lying isomeric states and identify the spin and parity
of nuclear levels. Corresponding detectors can be

inserted into the "Romashka" and one can develop high

efficiency of detection since its practical to improve
the measurement of multiplicity spectrum. Work of

such a type have already started at I.V. Kurchatov
AEI. Besides, they have already done work with very
thin converter that permits one to measure also the
total energy of gamma-quanta for low-lying resonances.
Work on separation of multiplicity spectra of neutrons
and gamma-quanta emitted in fission is also per-

formed .

Thus the measurement of the multiplicity spectrum
opens wide possibilities to study nuclei and nuclear
processes and to obtain data of great significance.
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Neutron Total Cross Section Measurement at WNR

P. W. Lisowski, M. S. Moore, 6. L. Morgan, and R. E. Shamu
University of California, Los Alamos Scientific Laboratory*

Los Alamos, New Mexico 87545

The techniques involved in measuring fast-neutron total cross sections at the Weapons Neutron Facility
(WNR) of the Los Alamos Scientific Laboratory are described. Results of total cross section measurements on
natural carbon covering the range 2.5 to 250 MeV are presented.

... [C (n,n), total cross section, 2.5-250 MeV]
Introduction

The Weapons Neutron Research Facility^'^ the

first operating example of a new class of neutron

sources. A part of the 800-MeV proton beam from
LAMPF is used to bombard a tantalum target to produce
an intense white source of pulsed neutrons. Variable
width proton pulses may be supplied to permit a

t ime-of-f 1 ight capability covering the neutron energy
range from a few meV to several hundred MeV. The
first nuclear physics experiments have exploited the

fact that the neutron flux from the WNR is particu-
larly suited for measurements in the MeV energy
range. One such result, the total cross section of
242pLi measured from 0.7 to 170 MeV, is presented in

a separate contribution^ to this conference. We
give here a description of the measurement technique
used in that experiment together with results for the
total cross section of natural carbon, a measurement
which was provided as a reference case for both

and additional actinide samples.

Experimental Technique

The data were acquired using WNR as the neutron
source. Neutrons were produced by spallation proc-
esses due to 800-MeV protons incident on a water-
cooled aluminum-clad tantalum target (2.5-cm diam. by
1 5-cm high)

.

One out of every ten LAMPF H"*' beam pulses^)
was chopped at the injector to provide a 5-ps
proton pulse spacing. These pulses were then
diverted to the WNR after acceleration by LAMPF using
a kicker magnet operating at 12 Hz. The proton pulse
width at the WNR target was typically 0.2-ns FWHM. A

fiducial signal (to) was obtained from a capacitive
pick-off located upstream of the target in the proton
beam line. In addition to providing a start pulse
for the time-of-f 1 ight (TOF) electronics, this signal
was integrated in an analog-to-digital converter
gated by a random signal to provide a measure of the
relative proton intensity and the intensity variation.

The cross section measurements were performed
using a 31.78-meter flight path. About 30 m of the
flight path was evacuated in order to minimize any
structure in the neutron flux caused by resonances in

air.

The neutron beam at the sample was defined by a

main collimator in the flight path located approxi-
mately 16-m from the WNR target. For the 242pu
for one of the reference C results, the collimating
geometry and other experimental details slightly dif-
ferent from those of the C measurements described
here may be found Ref. 3. For these measurements.

larger samples and correspondingly larger collimators
were used. Because there are a significant number of
high-energy neutrons in the WNR beam, leakage through
the collimator and through an aligning sleeve was
found to be an important background contribution.
The main collimator was composed of brass, iron and
lead sections giving an average length of 80 cm. A

brass scraper collimator 29-cm long and having a 3-cm
diam opening was placed after the samples to remove
any neutrons penetrating the aligning sleeve.

A neutron flux monitor was placed in the neutron

beam after the main collimator. Because earlier
investigations had showed that the number of charged

particles^) in the neutron beam was not a reliable

indication of the neutron flux, a two-detector moni-

tor was used. This arrangement consisted of two

separate detectors separated by about 8 cm. Each

detector was an 0.3-cm thick 2.9-cm square Pilot-B

scintillator mounted on an RCA 8850 photomultipl ier

tube. The first of these detectors acted as a veto

counter for the second, thus eliminating a charged

particle contribution which was actually greater than

the neutron contribution due to the almost 100% effi-

ciency for charged particles.

The transmission samples were placed in a

motorized changer, located about 0.5-m downstream of

the main collimator. This sample changer was driven

by the data collection computer via a Camac interface

and stepping motors. An optical encoding system pro-

vided positioning accuracy to about 0.03 mm.

Because of the continuous distribution of high-

energy charged particles produced along with the neu-

trons, it was necessary to use a sweep magnet located

after the sample changer. This arrangement consisted

of a magnet constructed from four ion-pump plate-

magnets^r with an overall length of 20 cm, a sepa-

ration of 5 cm, and a central field of approximately

1 kG. Tests conducted using a thin fast-plastic

detector at the location of the main detector demon-

strated that the charged particles were completely

removed by the magnet.

The neutron beam was stopped in a beam dump

located at the end of an evacuated pipe approximately

30 meters beyond the neutron detector.

Two different neutron detectors were used in the

cross section measurements. For the 242pu and cor-

responding C reference data, a 10.2-cm diam by 3.1-cm

thick cylinder of NE 110 viewed by an RCA 8854 photo-

multiplier was used. This detector was replaced for

^During these experiments, LAMPF was obtaining
with an average current of 460yA and a 7.44% duty
cycle.

'^^For the ^'^'^Pu experiment, a spacing of 7 ys
was used to avoid frame overlap.

*
Work performed under auspices of U.S. Dept. of Energy

'Although no absolute measurements have been made,

calculations using the code NMTC indicate that about
0.3 protons/incident proton escape with an average
energy of 273 MeV from the cylindrical surface of the

target.

''^Available from Permag-Pacific Corporation, 5441

West 104th St., Los Angeles, California 90045.
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later measurements by a similar system having a

15.2-cm thick NE 110 cylinder to improve the detec-

tion efficiency for high-energy neutrons.

The electronics consisted of a complete TOP sys-

tem for the main detector and a fast-timing system

for the neutron-flux monitor. Anode signals from the

two monitor detectors were fed into an Ortec 934 con-

stant fraction discriminator with a bias set below

the minimum ionizing peak using a ^^Sr electron

source. The output of the veto monitor detector was
stretched and combined in anti-coincidence with the

output of a coincidence between the second monitor
detector and a time gating signal. This technique

gated out charged particle as well as very short and

very long time events. The resulting pulses were
counted in a fast (100 MHz) scaler. Deadtime losses

for this system were insignificant as the rate in the

detector was only about 0.1 counts per mioropulse
in gated and about 0.6 counts in ungated mode. The

time-of-f 1 ight spectrum from the main detector system

was obtained from an Ortec TDC-100 digital clock

operated in single-stop-per-start mode. Time-channel

widths were set at 1 ns or 0.5 ns for the two sets of

measurements. The proton to signal was used to

start the clock. The stop signal was derived from an

Ortec 934 constant-fraction discriminator. Data were

collected in four pulse-height windows, using bias

settings ranging from 2 MeV to -v- 10 MeV. The

total open-beam counting rate for the 242pu experi-

ment with a low bias of 300 keV and a small col-

limator was about 0.7/micropulse, whereas for the C

data with a low bias of 2 MeV and a large

collimator, the rate was only about 0.8/micropulse.

The background spectrum was measured by replacing
the sample with a 1.9-cm diam by 46-cm long tungsten
rod. These background spectra were measured several

times and the shape followed roughly that expected
for transmission of high-energy neutrons through the

collimator. The backgrounds were less than 0.6%
below 60 MeV, 0.8% at 100 MeV, and 2% at 200 MeV.

Data were accumulated using a Modcomp/IV computer
system via a Camac interface. Time-of-f 1 ight spectra

of 4096 channels for each bias were recorded along
with various scaler signals for diagnostic purposes.

The samples were cycled in and out of the beam at

about 15-minute intervals, based on a preset number

of monitor events. The spectra and scaler readings

were recorded on tape at about 2-hour intervals as a

backup against computer failure.

The carbon sample for the measurements reported
here was one of three machined from a single block of
high-purity, high-density, reactor-grade graphite.

The measured density of each of the cylinders was
found to be 1.836 g/cm^ and density differences
were less than 0.1% among all three. The sample
thickness was 1.3682 atoms/barn.

The data reduction was performed using the cen-

tral computing facility at Los Alamos Scientific
Laboratory. The sample-in and sample-out spectra
were corrected for dead-time losses and a normalized
dead-time corrected background spectrum was sub-
tracted from each. After subtraction of the measured
background spectrum, a small time-uncorrelated back-
ground, typically less than 1%, was also subtracted.

For data below 60 MeV, the lowest bias data were
used. Above 60 MeV, only the highest bias data were
used both to lower the time-uncorrelated background
and to avoid any contribution from time slewing of
the prompt y-ray peak produced when the beam struck
the target.

The data for individual time channels were com-
bined into bins of constant neutron energy resolu-
tion, as listed in Table I, and converted to total

cross sections as a function of neutron energy.

Results and Comparison with Other Data

The total cross section of carbon has been the
subject of many experimental investigations, particu-
larly in the energy range below 15 MeV. Between 15

and 250 MeV, the data are sparse, but several sets of

data from different laboratories are available for
comparison. The present results are shown in Fig. 1

compared to the ENDF/B-V evaluation.^ The measure-
ments of the carbon total cross section reported here
agree with the ENDF/B-V evaluation below about 8.5
MeV, to about 0.6% for the relatively smooth regions
between resonances where energy resolution is unim-
portant. Above 8.5 MeV, these data agree better with
the NBS data, 5 upon which the evaluation was
largely based, than the evaluation itself. Compari-
son with the data of Auchampaugh et al. ^ is of
similar quality. Above 15 MeV. the most recent data
are those of Auman et al.^ and Bubb et al. ^

covering the range from 24 to 60 and 20 to 45 MeV,
respectively. Agreement with data of Auman et al

.

is

generally better than 1%. The results of Bubb et
al .8 are generally higher than our results, those
of Auman et al

.

, or older results of Bowen et al. ^

From 80 t"o 150 MeV, there exist data from Meadsday
and Palmieri^O, Bowen et al.^ , Taylor and
Wood^l and several other less comprehensive cross
section measurements. ^^"^ ^ Agreement with the
present data is within about 2% for Meadsday and
Palmieri. The results of Bowen et al

.

are consis-
tently lower than our data below about 90 MeV; at

higher energies their data generally agree within
errors with our systematically higher results. Above
about 150 MeV, there exist no recent data; however,
several sets of early results have been reported.
Ragent^S^ DeJuren and Moyer^^^ and Mott et

al

.

^3 all provide values which compare well with
our data between 163 and 220 MeV. Table II provides
a summary of selected comparison points covering the
energy range of these measurements.

Conclusions

The technique for measuring fast neutron total
cross sections at WNR has been described and demon-
strated to yield accurate results using C as a test
case. Additional data covering the complete energy
range 2.5 to 250 MeV have been provided.

TABLE I

NEUTRON ENERGY BINS FOR FIGURE 1

En AEn

2.5 to 8.5 MeV 0.2%

8.5 to 20 MeV 0.5%
20.0 to 60 MeV 1.0%

60 to 250 MeV 2.5%
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Fig. 1. Present results for the carbon total cross section. The solid curve is from ENDF/B-V evaluation.

Table II. Comparison of the present carbon total cross-section results with
other work at selected energies

En '^En Present Work Previous Work Difference Reference

(MeV) Oj A6j 6 A6

(b) (b) w
3 60 0.04 2.602 ± 0.012 2.607 0 2 i 0 5 ENDF/B-V (4)

5 72 0.15 1.071 ± 0.002 1.078 0 7 ± 0 2

8 64 0.10 1.050 ± 0.004 1.066 1 5 ± 0 4

11 63 0.30 1.346 ± 0.006 1.337 + 0 7 ± 0 4

U 20 0.50 1.308 ± 0.004 1.303 + 0 4 ± 0 3

16 10 0.26 1.497 ± 0.007 1.502 0 3 ± 0 5

18 13 0.27 1.439 ± 0.007 1.445 0 4 ± 0 5

24 62 2.0 1.393 ± 0.003 1.390 ± 0.002 + 0 2 ± 0 4 Auman et al(7

36 33 2.0 1.175 ± 0.004 1.179 ± 0.001 0 3 ± 0.4

46 17 2.0 0.995 ± 0.004 1.013 ± 0.001 1 8 ± 0 5

54 36 2.0 0.882 ± 0.005 0.883 ± 0.001 0 0 ± 0 6

68 90 3.0 0.714 ± 0.004 0.698 i 0.009 + 2 2 ± 1 8 Bowen et a1 (9

88 2 2.0 0.560 ± 0.006 0.547 ± 0.008 + 2 3 ± 2 5 Measday (10)

98 10 2.0 0.502 t 0.006 0.490 ± 0.007 + 2 4 ± 2 6

110 0 2.0 0.445 ± 0.006 0.439 ± 0.006 + 1 3 ± 2 6

119 6 2.0 0.406 ± 0.007 0.403 ± 0.006 + 0 7 ± 3 2

129 4 2.0 0.384 ± 0.007 0.375 ± 0.005 + 2 3 ± 3 1

140 9 2.0 6.362 ± 0.006 0.346 ± 0.005 + 4 4 i 3 0

156 0 5.0 0.332 ± 0.006 0.325 ± 0.010 + 2 1 t 4 8 Mott (13)

180 0 7.0 0.290 ± 0.007 0.311 ± 0.009 7 2 1 5 5

216 0 6.0 0.292 ± 0.012 0.296 ± 0.005 1 4 ± 5 8
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STUDY OF NEUTRON- INDUCED CHARGED PARTICLE REACTIONS
ON DEUTERIUM USING A QUADRUPOLE TRIPLET SPECTROMETER

V. Kulkarni, P. Grabmayr, G. Randers-Pehrson, R.W.

Physics Department
Ohio University

Athens, Ohio 45701, USA

Finlay and J. Rapaport

S.M. Grimes
Lawrence Livermore Laboratory

Livermore, California 94550, USA

A Quadrupole Triplet Spectrometer similar to the one at Lawrence Livermore Laboratory
has been constructed at Ohio University to study neutron-induced charged particle reactions.
The D(n,p)2n break-up reaction was studied at incident neutron energies of 11 and 25 MeV,
and the angular distribution of the D(n,d)n elastic scattering was measured at E =9
and 11 MeV.

"

[Quadrupole Triplet Spectrometer; D(n,p)2n; E^ = 11, 25 MeV, a(E ); D(n,d)n, E^ = 9, 11 MeV, 0(6^)]

Introduction

The measurement of neutron-induced charged
particle reactions is important in both basic and
applied nuclear physics. These reactions serve as

a tool in the determination of Q-values, energy
levels, and angular momentum transfers, and in the
studies of few-particle problems, reaction mechanism
and nuclear spectroscopy. Among the applied areas
are the nuclear data needs of the fusion energy
program and dosimetry information in neutron cancer
therapy. However, available experimental data on
(n,z) reactions are inadequate because of the experi-
mental difficulties involved in these reactions.
Low counting rates and high background have been
the chronic problems with the traditional techniques.
A new technique recently developed at the Lawrence
Livermore Laboratory''"' has been implemented at
Ohio University.

Quadrupole Triplet Spectrometer (QTS)

This device is a charged particle spectrometer
consisting of three magnetic quadrupoles. It is a

poor-resolution momentum spectrometer, and the energy
resolution is regained by using a suitable detector
system. The target for the neutron beam (radiator)
is located close to the neutron source. The
device permits placement of the detector at a large
distance from the neutron source, while retaining
a substantial solid angle. The net result is a

significant improvement in the signal-to-background
ratio. The quadrupole triplet also has the advan-
tage that it may be operated with unit magnification,
so that the radiator area can be as large as the
detector area.

The Ohio University QTS is shown in figure 1.

It is 3.4 m long and has a beam transport tube with

DETECTOR
-AND
CRYOSTAT

BRASS COLLIMATORS

FIGURE 1

The Quadrupole Triplet Spectrometer at Ohio University
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20 cm diameter. The magnetic lenses, with lengths
80 cm, 40 cm and 80 cm are placed symmetrically along
its length. The distance between two quadrupoles is

30 cm. The radiators are mounted on a ladder which
can be moved along a verticle axis, and the entire
spectrometer can be rotated about this axis in order
to measure angular distributions. The enclosure of
the QTS is evacuated to a pressure of 'v 10"^ torr.
A detector telescope consisting of either two Si
surface barrier detectors, or one Si and one intrin-
sic Ge detector is employed to measure charged
particle spectra.

To reduce neutron-induced background, 25 cm
long brass collimators enveloping the charged par-
ticle trajectory are placed at the entrance and
the exit of the spectrometer. Brass shadow bars
are also placed at the center of the spectrometer
aperture to shield the detector from the direct
neutrons from the source (see figure 1) . The
spectrometer solid angle is 6 - 10 msr depending on
the area of the detector.

Charged particles produced in the radiator are
focused onto the detector system by the quadrupole
triplet. The focusing action of the magnets
substantially enhances the solid angle for detecting
charged particles over the geometrical solid angle
of the detector. The lenses also act as an energy
bandpass filter. These two effects define an effec-
tive solid angle for charged particles which is a

function of the charged particle energy and the
magnetic field gradients. The total acceptance
of the spectrometer is the product of the solid
angle and the efficiency of the detector system. In
practice only the acceptance needs to be known and
is determined by measuring a spectrum of protons
from a thick radiator. Energy calibration of
the detector is achieved by using charged particle
sources

.

Experimental Procedure and Results

Neutron-induced charged particle reactions on
deuterium have been studied using the QTS. The
objective is to obtain cross-sections at various
neutron energies and to study the effect of
nucleon-nucleon interaction in the few-nucleon
system. The D(n,p)2n deuteron break-up reaction was
studied at neutron energies of 11 and 25 MeV and the
D(n,d)n elastic scattering angular distribution was
measured at neutron energies of 9 and 11 MeV. The
spectrometer solid angle was restricted to 2 - 3 msr
during these measurements by placing a collimator
with a circular aperture at the entrance of the
spectrometer. This was done to limit the angular
spread of the charged particles emitted from the
radiator and to improve the energy resolution.

Monoenergetic neutrons were produced using a
pulsed deuteron beam obtained from the Ohio Univer-
sith Tandem Van de Graaff Accelerator, and D(d,n)-^He
or T(d,n) He reactions in a gas cell. The radiator,
with 280 mm area, was located 14 to 18 cm away from
the neutron source. The neutron flux incident on
the radiator was 1.5 x 10'' neutrons/sec at 11 MeV
and 3 x 10^ neutrons/sec at 25 MeV. The radiator
was a 0.8 mg/cm^ deuterated polyethylene ICD2) film
for the break-up experiment and a 3 mg/cm CD-, film
for the elastic scattering experiment. The films
were made using 99% pure CD2 powder* and according
to the method outlined by Bartle and Meyer^^ . The
uncertainty in the radiator thickness was estimated
to be 8%.

D

20 40 60 80 100

Obtained from Bio-Rad Laboratories, Richmond,
California.

FIGURE 2

Mass spectrum from a thick deuterated polyethylene
(CD2) radiator. The background is also shown.

The AE-E detector telescope consisted on a 30 y
thick Si surface barrier detector and a 1000 y thick
Si surface barrier detector for energies up to

11 MeV, and a 200 y thick Si surface barrier detector
and a 3.5 mm thick intrinsic Ge detector for energies
about 11 MeV. The Ge detector was constantly cooled
with liquid The effective area of the detector
telescope was 280 mm .

Time-of-flight and conventional slow coinci-
dence electronics were used to identify charged
particle spectra according to their masses in the
OU-8000 minicomputer developed at Ohio University^ .

The digital multiplication of the energy and the
square of the time-of-flight satisfying the coinci-
dence requirement gave a signal proportional to the
mass of the particle. A typical mass spectrum is

shown in figure 2.

Proton spectra from a thick CH2 radiator were
measured to obtain energy bandpasses. Proton spectra
from a thin (1.1 mg/cm^) CH2 radiator was measured
to obtain the energy resolution. A thick CD2
radiator was also prepared to obtain protons and
deuterons at the same time. The spectra were stored
on-line in an IBM-1800 computer, and charged particle
cross sections were calculated using the data analysis
code TANKA. The deuteron break-up experiment con-
sisted of a sample-in (radiator) and sample-out
(blank) measurements. These measurements took five
to six days at each energy. The break-up proton
spectrum near 0° shows a peak at the maximum allowed
energy corresponding to the final state interaction
between the two neutrons. The value of the neutron-
neutron scattering length, a^n^ is directly related
to the width and the shape of this peak. The spectra
at Ej^ = 11 and 25 MeV are shown in figures 3 and 4

respectively. The energy resolution was 170 keV at

11 MeV and 350 keV at 25 MeV.
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FIGURE 3

2
The double differential cross section d o/dQEp as

a function of proton energy in the D(n,p)2n break-up
reaction at E^^ = 11 MeV and <9p> = 2°. The width
and the shape of the final state interaction peak
are related to the neutron-neutron scattering
length a

FIGURE 4

2
The double differential cross section d a/dJ^dEp as a

function of proton energy in the D(n,p)2n break-up
reaction at E

n
25 MeV and <ep> = 2.7°.
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The angular distribution of deutrons elastically
scattered from 9 MeV neutrons. Statistical errors
and estimates of angular spread are shown. The
cross sections by Seagrave et al. have been taken
from ref . 6.
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The angular distribution of deuterons elastically
scattered from 11 MeV neutrons. Statistical errors
and estimates of angular spread are shown.

529



2. CM, Bartle and H.O. Meyer, Nucl. Inst, and

Meth. 112^, 615 (1973)
3. D.E. Carter, Nucl. Inst, and Meth. 160 , 165 (1979)
4. P. Doleschall, Nucl. Phys. A201 , 264 (1973);

Nucl. Phys. A220 , 491 (1974)
5. R.C. Haight, S.M. Grimes, and J. A. Anderson,

Phys. Rev. C16, 97 (1977)
6. J.D. Seagrave, J.C. Hopkins, D.R. Dixon,

P.W. Keaton, E.G. Kerr, A. Niiler, R.H. Sherman,
and R.K. Walter, Ann. Phys. 74, 250 (1972)

o

W
(nEV)

FIGURE 7

Neutron cross sections for deuterium, a-j- and Og^

are the neutron total and total elastic cross sections

for deuterium. The values are taken from ref. 6.

o(0°)q are the deuteron elastic differential cross

sections measured in this laboratory at <9d^lab ~ ^ "
^°

'

The analysis of these data using a computer
code based on the Faddeev three-body formalism'*'

is in progress with the intention of investigating
the discrepancy in the value of a.^^^ reported by
Haight e_t aJL^. . They have obtained a value
aj^j^ = -23 3 fm in a similar incomplete experiment
performed at 14 MeV, while many other complete
experiments, in which two break-up particles are
detected, have resulted in a much less negative value
of a^j^ = -16.6 +_ 0.5 fm.

The angular distributions of deuteron elastic
scattering were measured at incident neutron energies
of 9 and 11 MeV, from Q^^^ = 0° to 55° in 5° steps.
The results are shown in figures 5 and 6. The
9 MeV results are compared with the data of Seagrave
et al.^> .

In addition to the elastic scattering angular
distributions, deuteron differential elastic cross
sections were measured at 0° at 7, 8, 9, 10, 11

and 23 MeV neutron energies. The results are shown
in figure 7, along with the total and elastic cross
sections at these energies.
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EFFICIENT NEUTRON PRODUCTION USING LOW ENERGY ELECTRON BEAMS

C. D. Bowman
National Bureau of Standards

Washington, D.C. 20234, USA

A comparison of (Y,n) and atomic cross sections shows that neutron production with an

electron beam can be as energy efficient with 10 MeV electrons as with the conventionally
used 30 to 100 MeV electrons. Neutron production from W using 100 MeV electrons is compared
with a thin W converter followed by a deuterium-containing target using electrons near 10 MeV.

[Bremsstrahl ung , electron beams, linear accelerator, neutron physics, neutron radiography, neutrons.]

Introduction

The production of neutrons through the use of

electron beams is well established and has played an

important role in neutron experimental physics.! Con-
ventional accelerators of this type are r-f systems
which accelerate electrons in the 30-100 MeV range.

The electron beam strikes a tungsten or other heavy
metal producing bremsstrahl ung which through the (y^n)

reaction produces neutrons in subsequent layers of the
target. Above thirty MeV the neutron production is

very nearly proportional to the power in the electron
beam. The efficieqcy for this system is about 3000

MeV per electron^ '-^ or about 2 x 10^2 total neutrons
per kilowatt of electron beam power. With conventional
accelerators operating in the 5-40 kW range, the method
provides a very useful intensity for experimental appli-
cations even though the conversion efficiency is not
high. These accelerators must be large to achieve the
high energy, they usually have a reputation for high
maintenance costs, and require a rather large operations
staff. If neutrons could be generated with comparable
efficiency at a more modest electron energy, the size,
operation costs, and operating staff could be signifi-
cantly reduced. The purpose of this report is to com-
pare the opportunities for neutron production with
lower energy electrons with the established methods at
higher energy.

Beryllium and Deuterium Targets

For production of neutrons with lower energy elec-

trons, attention is immediately focused on beryllium
and deuterium owing to their low reaction thresholds
of 1.67 and 2.22 MeV respectively. While these thresh-
olds are quite low compared to heavy elements, the

cross sections for the (y.n) process also are smaller
by about two orders of magnitude than the giant reso-
nance cross sections for heavy nuclei. Perhaps for this

reason, the possibilities at low energies have been
largely overlooked.

It is important to recognize that the yield of
neutrons is determined perhaps more by the atomic pro-
cesses governing attenuation of the y-rays than by the

(y,n) cross sections which actually produce neutrons.
For example, in the case of the heavy material W, the
nuclear cross section is about 0.4 barns at the peak

of the giant resonance near 14 MeV whereas the atomic
cross section at the same energy is 16 barns. The
mean free path in W for y-rays is therefore limited
by the atomic cross section. The yield Y of neutrons
from a y-ray beam of intensity I is given by

Y % I — 1-e

a N
- a

Y =
I a
0 n

(a +0
)^ a n'

.(a^+ajN
(1)

where N is the target thickness in atoms/cm and
a and a are the atomic and nuclear cross sections,
rSspectiOely . For heavy metals for which o »o , Eq.

(1) reduces to ^ "

(2)

For W nearly all of the neutrons are produced
within the first mean free path which is about 1 cm.

For the lighter targets of Be or deuterium compounds,
both the atomic and the nuclear cross sections are
much smaller. However, the ratio of atomic to nuclear
cross sections is essentially the same. Therefore,
neutron yields as high as those from heavy metals are
in principle possible if the target thickness is in-

creased to one atomic mean free path. For Be metal at

5 MeV this thickness is 23 cm. While the physical
thickness of the target is much greater for the light
element compared with the heavy element, the yield
might be comparable depending on the details of the
energy dependence of the (y,n) cross section with
energy, etc. In those experiments where target size

is not an important factor, the lighter targets of
deuterium or beryllium might compete.

In order to place these calculations on a more
quantitative basis, an estimation of neutron yield per

MeV of electron energy has been carried out from first
principles. It is necessary of course that conversion
of electron energy to bremsstrahl ung must be done with
the greatest efficiency. This implies the use of a

thin heavy metal target which we take to be tungsten
followed by a layer of the neutron emitting material.
Calculations of Berger and Seltzer^ are used which
take into account bremsstrahl ung production and atten-
uation of the radiation in the heavy target for various
incident electron energies. Their calculations show
that the maximum conversion efficiency is obtained for
a radiator of about half the thickness of the electron
range. At 10 MeV the efficiency is about 0.18; for

20 MeV, it is about 0.32.

The bremsstrahl ung has been measured by O'Dell

et al at 0° for a tungsten-gold radiator with a

thickness 20°^ of the electron range. The measured
spectra estimated from his work are given in Table I.

The numbers appearing in the table are the number of
y-rays per MeV per steradian per electron of energy of

8, 10, 15, or 20 MeV. Even though the spectrum is

sharply peaked in the forward direction, the effects
of angular distribution must be taken into account.
This is done in an approximate way by normalizing
these spectra to the Berger and Seltzer calculations
of total y-ray energy in the forward hemisphere for a

target of optimum conversion efficiency, which are
given at the bottom of each column of Table I. It is

assumed that all the y radiation is emitted in the

forward direction so as to strike a target containing
either deuterium or beryllium. Averaged (y,n) cross
sections for neutron production from deuterium and

beryllium were used in these calculations. Neutron
yield calculations were carried out for several com-

pounds using the non-nuclear cross sections of Table II,

531



Table II also gives the thickness of the target giving

an attenuation of 1/e for 5 MeV y-i^adiation

.

Table I. Bremsstrahl ung spectra,

te^^'lev j
pO 1 n

1 u 1 D on

E (MeV)

3 .055 .09 .35 1

5 .030 .06 .25 .6

7 .010 .035 .15 .45

9 .01 .10 .35

11 .06 .25

13 .04 .17

15 .10

17 .06

19 .025

Total 1 .3 1 .8 3.75 6.4
Energy
(MeV)
The numbers in the table are the number of y-i^ays

per MeV in the forward steradian of solid angle per
incident electron of given energy. The numbers
labeled total energy at the bottom of the table are
the total energy in the forward hemisphere for a

given electron energy.
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Fig. 1. Neutron production efficiency for various
target materials. The number of neutrons produced
per 1000 MeV of electron energy is shown vs the
electron beam energy for various target materials.
A target thick enough to attenuate 5 MeV y-rays by j

factor of 1/e is assumed. The dashed line is the
efficiency for 100 MeV electrons on tungsten. Note
that no significant gain in efficiency is obtained
for an electron energy exceeding 10 MeV.

Table II. Non-nuclear cross sections for various targets.

t

Cross Section Cross Section Thickness (cm)

Compound (b/molecule) (b/Be and/or D atom) (1/e attenuation)

BeD2 .52 .18 44

CD4* .88 .22 72

\iD .34 .34 48

Be .35 .35 23

ND3* 1 .12 .37 37

0,0* 0.91 0.46 33

*
Liquid targets.

tFor 5-MeV y-rays.

The bremsstrahl ung yield, target thickness, and
(Y,n) cross section are folded together to give the
neutron yield/per 1000 MeV of electron energy as a

function of the energy of the electron beam. The
results are shown in Fig. 1 for several different
beryl lium-and deuterium-containing targets. The
efficiency possible using a thick tungsten target
with a 100 MeV electron beam also is shown by the
dashed line. It is interesting to note that 0^0 with
10 MeV electrons is only a factor of two less
efficient than W with 100 MeV electrons. A beryl-
lium metal target is a factor of three less efficient
than tungsten with 100 MeV electrons. If a CD. or
BeD2 target could be used, the neutron production
efficiency would exceed that for tungsten at 100 MeV.
For deuterium and beryllium containing targets, very

little gain in efficiency is obtained by working at

electron energies above 10 MeV.

These results have interesting implications for

neutron production for some research and industrial

purposes. If accelerator technology permits the

exchange of current for beam energy, electron accel-

erators for neutron production need not operate at

energies above 10 MeV. The accelerator could be far

more modest in space since the length of the accelera-

tor could be greatly reduced. For high power opera-

tion, probably D„0 is the only suitable target owing

to target heating problems which necessitates a red-

uction in efficiency by a factor of two. If the neu-

tron source strength requirements are sufficiently

low, BeD„ or even liquid CD^ might be suitable targets
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with greater efficiency than W at 100 MeV. For

some experiments, the larger size of the target nec-

essary for use of beryllium or deuterium might be a

disadvantage depending on the source strength. Also

no neutrons will be produced with energies above 4 MeV.

Nevertheless these results indicate that a one-section
L-band linac operating at 2000 pps with a 20 amp peak

pulse and a pulse width of 30 nsec on a D„0 target
coul d produce 1 .2 x 10l3 n/sec at an average power of
12 kW. With an induction linac^ the average current
might be higher by a factor of 25 permitting an

average source intensity as high as 3 x lOl^ n/sec.
Developing pulse-switching technology might permit
such an accelerator soon. The operating character-
istics of these accelerators are compared with that

of the Oak Ridge National Laboratory accelerator
ORELA in Table III.

Some advantages of neutron production at lower
electron energy are (1) reduced capital for the

accelerator, (2) reduced physical space requirements,
(3) more reliable accelerator operation, (4) lower
maintenance, (5) simplicity of operation, and

(6) greatly reduced activation of accelerator and

neutron target. The disadvantages are less source
brightness (larger target) and the unavailability of
neutrons above 4 MeV. For industrial applications
such as thermal and resonance neutron radiography or

various measurements for safeguarding nuclear fuel,

the disadvantages do not appear to be serious and the

advantages appear to satisfy many of the past reserva-
tions about the practicality of industrial accelera-
tors for neutron production.
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Table III. Neutron production with electron accelerators,

*
One Section

Linac

Induction
Accelerator ORELA

Energy (MeV) 10 10 140

Current (amps) 20 1000 20

RF frequency L-band L-band

Pulse width (nsec) 30 30 30

Rep rate (pps) 2000 1000 1000

Length (meters) 2 6(?) 30

Average power (kW) 12 300 84

Average neutron rate 1 .2X10^3 3X1014 1 .7X1014

Built with existing technology, D2O target.
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PERFORMMCE IMPROVEMKNTS OF THE GEEL LINAC NEUTRON SOURCE

J. M. Salom^ and K. H. Bockhoff
Commission of the European Communities, Joint Research Centre,
Central Bureau for Nuclear Measurements, 2kh0 Geel, Belgium

(Linear accelerator, stationary U target, rotating U target, post-acceleration beam compression)

The Geel Electron Linear Accelerator, acronymed
GELINA, is a 150 MeV S-band Linac which - together

with its targets - serves as a pulsed neutron source

in a multiple neutron time-of-flight spectrometer.

It has recently been modernised with the aim of

narrowing the electron burst widths down to 3 ns and

of increasing the peak currents for the short bursts.
The accelerator is shown schematically in Fig.l and

its characteristic parameters in Table I.

STAiDING WAV( SUICHEtl

The natural Uranium/Molybdenum core is cladded with
stainless steel and Helium fills the small gap
between the cladding and core to improve the heat
transfer. Helium is also present in the conical spa-
ce of the core and between the two windows, both con-
sisting of stainless steel. The temperature can be

measured with 3 Chromel-Alumel thermocouples placed
near the centre of the heat production and near the

clad. The cladded core is cooled by a stream of

mercury steered helically around the cylinder.

Another target has been constructed which is

geometrically identical with the one just shown. The
only difference is that the front part of the uranium
core, which produces the major part of the neutrons,

has been replaced by 93% enriched Uranium-235. The

neutron outputs have been compared for both targets
by measuring the flux of moderated neutrons under
identical conditions. It turned out that the "U-235
target" produced only 10% more neutrons than the

other one. On the other hand the temperatures in

the "U-235 target" were 10% higher than in the "Natu-
ral Uranium target" under comparable circumstances.
This can be seen in Fig. 3. It was concluded there-
fore, that the use of enriched Uranium is not justi-
fied with such a configuration.

Fig. 1 : Schematics of the Linac.

Table I : Characteristic Parameters of the Linac.

Pulse Width

ns

Repetition Rate

Hz

Peak Current

A
Mean Current Nom Mean

Energy MeV

Mean Power

kW

L 900 9 32 120 3 8

10 900 9 81 105 8 5

100 BBO 15 132 87 11 5

1000 380 022 83 100 8 3

2000 250 0 22 110 100 11

The targets which have been used so far (all

were constructed by CERCA-Paris) consist of Uranium
alloyed with 10% Molybdenum. They are cooled by
Mercury. For more than 13 years stationary cylindri-
cal targets have been used. Their latest design can
be seen on Fig. 2.

Thermocouples

Mercury flow guide

700-

600-

500-

Q.

E
300-

200-

100H

Center

Electron beam power (kW)

Fig. 3 : Temperatures in the Stationary Targets.

The temperature readings indicate that a beam
power of about 6 kW is the limit for this type of

stationary cylindrical Uranium-target. The critical
point is reached when the Mercury starts to boil

(327°C at normal pressure)

.

Mercury

Fig. 2 : Stationary cylindrical Uranium Target.
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Because the modernised accelerator can deliver

electron beams with up to 12 kW power there was a need

for another type of target to be constructed which

could stand such beam power.

Wishing to retain Uranium as target material be-

cause of its high neutron/electron "conversion" ratio,

we decided to transfer the principle design of the

stationary target to a rotary system, (Fig. 4).

Fig. 4 : Rotary Uranium Target.

The cross sections of both targets look very
similar. Fig. 5 gives another schematic view of the
rotary target, illustrating the flow of the mercury
coolant

.

UPPER SECTION

URANIUM TORUS

Fig. 5 : Flow of Mercury Coolant within the Rotary
Target.

The target is divided into three sectors. The
mercury enters each sector individually from a common
input pipe in the shaft of the rotor and moves in
serpentines along the lower side of the uranium, it
then moves further in serpentines on top of the ura-
nium and flows back to a tube in the shaft which is
common to the flow from each of the sectors. The
height of the passage decreases from the inside to
the outside of the cooling cross section. The pur-
pose of this flow guide is to assure equal mercury
flow velocities in every part of the circuit.

The contact area between the Uranium clad and
the mercury is a factor of 10 larger for the rotary
than for the stationary target. The area of the

safety windows is enlarged by a factor of 50.

The large reserve in cooling potential allows a

decrease in the height of the Uranium annulus to

2 cm and thereby also the height of the target disc
to 3.2 cm as compared to the corresponding dimen-
sions of the stationary target (3 cf. 4 cm). There-
fore, the moderators can be closer to the source of

the neutrons, which results in a 25 % increase in

the yield of moderated neutrons for comparable beam
power

.

The complete assembly of the rotary tareet with
its mercury pump and heat exchanger is shown in

Fig. 6, Rotation speed is 20 to 30 rpm.

Fig. 6 : Assembly of the Rotary Target System.

The rotary target has been operated now for
500 hours without any problem at a beam power level
of 8-9 kW,

The temperatures near the centre of the heat
source and near the cladding are lower by a factor
of 4.4 and 3.3 respectively than for the stationary
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target, all measured at a 6 kW beam power level which

is the limit for the stationary target. It may be

concluded that the rotary target could be safely

operated up to a beam power of 20 kW.

The absolute flux of moderated neutrons from the

stationary target as measured with a ' Li glass scin-

tillator at 3,7 kW beam power is shown in Fig. 7.
'

io' \o' lo' vf

ENERGY lev I

Fig. 7 : Absolute Flux of Moderated Neutrons at

GELINA.

Extrapolating this to the maximum possible beam
power of 12 kW, one arrives at a neutron yield which
is comparable to that of ORELA at 40 kW. At Oak Ridge

a Tantalum target is used, together with a water mode-
rator, which gives about a factor of 3 less neutrons
than our Uranium target with its polyethylene modera-
tors.

Future development program

Improvements on the injection side

A new gun with an emission of 50A, rather than
25A of the present one, has been developed together
with an optimised design of the gun structure and the

magnetic field. It has been successfully tested in

a laboratory version.

an electron pulse ("macro-burst") of a travelling or

standing S-band linear accelerator consists of a

train of micro-bursts, each of about 40 picoseconds
duration and 330 picoseconds separation. For short
macro-bursts, of the order of 10 ns , the electro-
magnetic energy stored in the cavities is used for
the acceleration of the electrons. Each of the

micro-bursts uses up a certain part of that stored
energy, with the result that their average energy
drops down sequentially from the beginning to the

end of the macro-burst.

If we inject after acceleration such a pulse
into a 360° magnetic deflection unit, then the elec-
trons of the first micro-bursts of a pulse move on
trajectories with larger diameters than those of the

later micro-bursts. Because all the electrons have
practically equal velocities the macro-burst will be

reduced in width when it leaves the magnet, the re-
duction depending on the difference between the

maximum and minimum trajectory lengths. If each
micro-burst could have zero energy spread, the ini-

tial pulse width would be compressed almost to zero
by an appropriate choice of the magnetic field. In

reality, however, the micro-bursts have a finite
energy spread which limits the compression.

Experiments have been carried out at GELINA
aiming at an assessment of these accelerator-immanent
limitations. Although the study is not yet complete

due to the lack of available beam time, the results
obtained so far look very promising and demonstrate
the feasibility of the method. It may be expected
that a pulse compression from e.g. 15 ns down to
~ 5 ns can be realised, which means that the neutron
output at pulse widths of 5 ns can be improved by a

factor of about 2.5 with respect to the present si-
tuation .

Reference
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Post-acceleration buncher

A method of post-acceleration bunching is being
studied in collaboration with the firm CGR-MEV which
aims at an electron pulse compression from 15 ns

down to 3 ns, maintaining the charge in the pulse.

The method is based on the following considera-
tions (see Fig. 8) :

Fig. 8 : Principle of Post-Acceleration Compression.
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RECENT MODIFICATIONS OF THE TUNL FAST NEUTRON CROSS SECTION FACILITY

L.W. Seagondollar, A.G. Beyerle, & C.R. Gould
North Carolina State University & TUNL

Raleigh, North Carolina 27650 USA

F.O. Purser, S. El-Kadi, S.G. Glendinning, & C.E. Nelson
Duke University & TUNL

Durham, North Carolina 27706 USA

The Triangle Universities Nuclear Laboratory fast neutron cross section facility has been
modified so that tritium as well as deuteriiim gas targets may be used and so that two detectors

can be used simultaneously to measure angular distributions of neutrons scattered from samples

of interest. The targets, the new detector, and associated equipment are described.

[Fast neutron time-of-flight a (9) equipment, D and T gas targets, movable detectors.]

Introduction

The overall layout of the TUNL accelerator faci-

lity is shown in Fig. 1. In the original TUNL time-

of-flight facility^ , deuterons from the tandem acce-

lerator were sent through magnets 1,2,3, and then

deflected by a final beam-switching magnet into the

time-of-f light area. Neutrons produced in a deu-

terium gas target were scattered from samples of

interest into a movable, heavily-shielded detector.

The detector was an 8.9 cm-diameter NE-218 liquid

scintillator deep inside a 4400 kg shield made pri-

marily of paraffin and Li2C03 with a double trun-

cated conical collimator for the transmission chan-

nel^ for sample-scattered neutrons to reach the

detector. A 111 kg tungsten shadow bar shielded the

collimator aperture from neutrons coming directly

from the deuterium target. The detector could be

moved manually to radial flight paths of 2 m to

nearly 4 m and through scattering angles up to 155°.

Scattering samples were suspended, one at a time, on

a taut 0.4 mm-diameter steel cable.

Recent modifications to be discussed below are:

a tritium gas target system, a new beam leg, a

second neutron detector and shield, a mechanical aid
to shadow bar positioning, a multiple scattering-
sample support system, and new electronics arrange-
ments.

Tritium Gas Target System

A cross section of the tritium gas target is
shown in Fig. 2. The tritium, usually at about 2

atm absolute pressure, is separated from the vacuum
in the beam leg by a 3.5 ym molybdenum foil. In

accord witn the measurements of Drosg et al.^, a

^®Si collimator and a ^^Ni beam stop are used.

Foils are cemented in place with epoxy glue**. A
new foil is used in each week-long run. With no
beam on target, the cell is tested at 3 atm abso-
lute using helium. A beam of about 2 yA is then
run on the helium-filled cell for at least ten mi-
nutes. If the cell integrity appears satisfactory.

V»iT£n TANKS

Fig. 1. The Triangle Universities Nuclear Laboratory accelerator facility.
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Fig. 2. Cross section of the TUNL gas target.

The curved foil is 3.5 pm molybdenum. Gas en-

ters cell through tube at bottom of drawing.

it is evacuated and filled to 2 atm absolute with
tritium by means of a heated uranium-tritium fur-
nace. The pressure in the cell is read by a small
Bourdon gage which is continuously connected to the
cell. During runs, the gage reading is monitored
visually by closed circuit television.

A new pressure monitoring system has been
developed and calibrated. The Bourdon gage will be

replaced with a silicon pressure transducer^ which
puts out a voltage proportional to the pressure on

the transducer. The advantages are twofold: the

volume of the tritium in the transducer is consi-
derably less than that in the Bourdon gage and the

output voltage of the transducer can be used tor
varied and remote readouts. We have digital read-
out of the pressure in the target room and in the
control room of the accelerator. Also in the con-
trol room, the voltage runs a D'Arsonval meter with
adjustable upper and lower limit switches on it. If

the meter reading is not within these limits, an
audio alert sounds. The voltage is also recorded on
a strip-chart recorder so we know how the pressure
is varying with time.

5y means of "zeroing" bias, the digital read-
out was adjusted to 14.4 at atmospheric pressure
and the transducer was calibrated against a preci-
sion Bourdon gage from "good fore-vacuum" to nearly
50 psia. The calibration curve is shown in Fig. 3.

The target can be used for bombardment of
either deuterium or tritium gas. Accelerated par-
ticles are either protons or deuterons from a pulsed
direct-extraction negative-ion source. Typical ave-
rage current on target is about 2 pA at a pulse
repetition rate of 2 MHz. Widths of charged par-
ticle bursts have been measured to be 1.8 nsec
and overall system resolution is ^2, nsec.

New Beam Leg

The fragility of the thin foil in the gas
target demands both health and equipment safety con-
siderations. If the foil should rupture, tritium
will get into part of the vacuum equipment and could
get into the laboratory. To handle both these pro-
blems, a new beam leg 25 m in length was run from
magnet #1 (See Fig. 1) to the time-of-flight area.
In addition to suitable strong-focussing lenses,
beam stop, and alignment-slit electrodes, two spe-
cial systems exist. The first is an automatically

triggered fast-acting valve^ located just on the
target side of magnet //I (approximately 25 m up-
stream from the target). The valve consists of a
low-mass polyethylene conical cup sitting below a
mating conical hole at right angles to the beam line
axis. A conducting ring is on the bottom of the
cup. Just below the cup, outside the vacuum region,
are a few turns of heavy copper. When a rise in
pressure near the target triggers a Geissler circuit,
a 5 KV capacitor bank discharges through the copper
conductor and this slams the cup into the conical
hole thus isolating the 25 m beam line from the rest
of the TUNL accelerator vacuum system. The valve
"closes" in 5-7 msec which is much less than the
calculated time for a pressure pulse to traverse the
25 m. As a test, a valve in the vacuum line near
the target wep opened. The fast-acting valve closed
before any observable change occurred in the vacuum
on the other side of the valve.

PRECISION BOURDON GAGE(psio)

Fig. 3. Calibration of silicon pressure trans-
ducer against a precision Bourdon gage. The
normalization point was 1 atm — 14.4 psia on
both gages. Readings taken in ascending order
are "x"; in descending order

The second special system concerns vacuum pumps
on the new beam leg. Very near the target is a
large titanium sublimation pump operating with no

exhaust to the laboratory. Further upstream towards
the magnet are two vacuum stations each having an

oil diffusion pump, a LN2 cooled charcoal trap, a

mechanical forepump and an exhaust from the fore-

pump going into PVC lines which are part of our

air exhaust system.

Normally the exhaust system keeps the pressure

in the time-of-flight area slightly below atmo-

spheric pressure thus causing a continuous flow of

air through the region. In addition to air intakes
near the ceiling, there is a hood just over the

target and tritium filling system, a glove box,

a chemical hood and the above mentioned forepump
exhausts that feed this exhaust system. The out-

put of the exhaust system is a metal stack that
terminates 10 m above the laboratory roof. Tritium
monitors sample the air in the stack. If the

fast-acting valve closes or if the tritium monitor
measures excessive tritium content in the stack, the

exhaust rate automatically is stepped up by a factor
of ten and alarms sound.

New Neutron Shield and Detector

A second, movable, massively-shielded neutron
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detector system has been built. A cross section of

the shield (and detector) is shown in Fig. 4. It is

similar to our original detector except: 1) it uses

a larger scintillator (12.5 cm-diameter, 5 cm-thicki

2) the shield has about 30 cm more material in back

of the detector to further reduce background neu-

trons scattered from the laboratory walls and thus

is more massive (approximately 5000 kg) , and 3) the

radial position of the detector can be adjusted

from 2.5 m to almost 6m. The angular swing of the

new detector is the same as the older unit. Both

detectors are used simultaneously. Both detector

carriages pivot about the same axis (the axis of the

scattering samples) . Detector angles are measured

by vernier scales that are part of the precision

pivot system. A geared-down, 1/2 hp electric drive

is located under each carriage so that a single ope-

rator can stand near the vernier scales and "push-

button" position either detector at any desired

angle within the angular range.

6 METER DETECTOR SHIELD

Copper

t ^ I Poratfin and U2C03

SCALE IN CM

Fig. 4. Cross section of the new detector and

and shield

.

Both detectors are used with massive tungsten

shadow bars. The position of the shadow bar is

supposed to be such that: 1) the neutron flux from

the target into the collimator aperture will be

very greatly attenuated, and 2) there will be mini-

mal "inscattering" of neutrons into the detector

that would not have happened if the shadow bar were

absent. This inscattering can occur by any of

three routes of neutrons: a) from target to shadow

bar to aperture, b) from target to scattering

sample to shadow bar to aperture, and c) from tar-

get to shadow bar to scattering sample to aperture.

Unfortunately, the position of the shadow bar that

comes closest to satisfying these criteria depends
in complex manner upon the scattering angle involved.

Precise resetting each shadow bar after each angle

change is time consuming, tiring, and subject to dif-

ferent precision by different experimenters. Being

unaware that details of an aid to this problem had

been published^, we used a full scale mock-up of the

target, scatterer, shadow bar and detector system to

determine the optimum position of the shadow bar rel-

ative to the axis from the center of the scatterer to

the center of the detector. The back corner of the

shadow bar closest to the axis travels in a straight
line. A point near the front of the shadow bar fol-
lows a complex curve not unlike a Maxwellian distri-
bution curve. A base plate was then constructed on
which the shadow bar sits . Beneath the back corner
is a pin which is constrained to move in straight
milled groove beneath this plate. A pin under a

point near the tip of the shadow bar is connected to

a roller-chain that is moved by rotation of a sproc-
ket and the chain moves over a machined contour of

the above ascertained curve. This assembly is moun-
ted on posts connected to the detector shield car-

riage. With the back pin in the furthest back posi-
tion, the shadow bar is aligned for the 150° angle.

The carriage is then placed at 25° and the sprocket

shaft is turned until the pins are in far forward

position. If the shadow bar was correctly aligned at

150°, it is good in this 25° position. With this

shadow bar mounting, the detector is swung to 60°,

90°, and 120° and the sprocket is rotated to find

optimiim positions for each of these angles. The

angles are marked on a dial connected to the sprocket

shaft. During an experimental run, the shadow bars

are not moved on the base plate. The position of

the shadow bar is determined by the angular position

of the sprocket shaft.

Scattering samples are mounted in a chain of
"modules" which are connected to 0.4 mm-diameter
steel cable that goes over precisely located upper
and lower pulleys. The pulleys define the vertical
axis of the scatterers. They are far enough away
from the height of the target that any of four scat-
tering samples and a section of bare cable can be
located at the height of the gas target. The upper
portion of the cable goes over the upper pulley and
and is attached to a 1 kg weight. The lower portion
of the cable makes a 90° turn on the lower pulley,

goes to a 2.5 cm-diameter brass drum on which there is

a spiral groove, makes about 6 turns around the drum
(in the groove), and then goes to another 1 kg weight.
The brass drum is mounted on the shaft of a stepping

motor ^. Each module is a 15 cm-length of the 0.4 mm
cable with a scattering sample at its center. Coup-
lings are made of 0-80 brass screws and mating 0-80
sleeves. Static breaking strength of the assembly is

about 16 kg. The electronic driving circuit for the
stepping motor can drive it at speeds of about 1 step/
sec to a thousand steps/sec or it can take pulses from
computer output and drive the motor. Limit switches
prevent driving the assembly too high or too low.
Vertical positioning of a sample is determined by use
of a precision Zeiss optical level telescope.

The sample can be positioned within about 1/4 mm
accuracy using either manual control of the driving
circuit or a predetermined number of pulses from the
computer. Some assembly breakage has occurred due to

resonant transverse vibrations caused by the "step-
ping" action of the motor. Computer drive is not
being used at present and a heavier cable system is
being investigated.

New Electronics Arrangement

The electronic equipment for the detectors has
been upgraded to take advantage of the superior pulse
shape discrimination capabilities of the Canberra
Model 2160 NIM modules. The wide dynamic range of
these units also permit operation at low bias set-
tings without saturating the circuits for high energy
recoil events.

A block diagram of the electronic set-up for one
of the scintillators is shown in Fig. 5.

The anode signal from the photomultiplier is
used for both pulse shape discriminator information
and linear information. The single channel analyzer
in the ORTEC 490B is used for setting the bias level
for the the experiment. The constant fraction dis-
criminator strobes the pulse shape discriminator unit
and also provides the start signal for a Canberra

1443 time-to-amplitude converter. The stop signal
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Fig. 5. Block diagram
of the electronic cir-
cuitry for one neutron
detector. Four such
systems are used.
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comes from the pulse shape discriminator unit which
is operated in the n + y mode, and the single chan-
nel analyzer output of the time-to-amplitude con-
verter is used to select neutron and/or gamma ray
events. A separate ORTEC 437A time-to-amplitude con-
verter is used for neutron time-of-flight measurement
with the stop signal coming from a delayed capacitive
beam pick-off pulse. Any of the three signals, neut-
ron time-of-flight , neutron pulse shape discrimination
or linear neutron energy can be gated through to an
analog-to-digital converter subject to the logic re-
quirements established in the ORTEC universal coin-
cidence unit.

At present, four neutron detectors are opera-

tional. The two main detectors are in the heavily

shielded systems. These detectors are located at

3.71 m and 5.67 m from the scattering samples for the

elastic, discrete inelastic measurements and at

2.76 m and 3.73 m for the low-bias continuum measure-

ments. Two small scintillators are used to monitor

ENERGY
(MeV)

10 12

Fig. 6. Efficiency curves for the main neutron

detectors. The curves are the same for both

detectors. The upper curve is for E^ > 300 keV

and the lower curve is for E > 1.9 MeV.
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neutrons produced in the source reaction. One is at
0° at about 7 m and it is used to monitor timing
variations in the pulsed beam. The other is mounted
above the reaction plane at about 90° and a flight
path of 2 m. It is used for normalizing angular
distribution measurements from angle to angle.

New detector efficiency curves have been deter-
mined for the two main neutron detectors. Efficien-
cies for two bias settings (E > 1.9 MeV and E >

n n
300 keV) were obtained bv measuring the response
functions of the detectors to monoergic neutrons of

6.0 and 10 MeV from the ^HCd.n) reaction and of 2.5,

5.0 and 10 MeV from the ^H(p,n) reaction. The over-
lapping data sets spanned the neutron energy range
from 300 keV to 13 MeV. The energy range was extended
to 16.8 MeV by measuring the 0° excitation functions

for the 3H(d,n) reaction. All cross-section data
used to convert yields to efficiencies were obtained

from the compilation of Drosg^ except for the 2.5 MeV

^H(p,n) data which were taken from Liskien and Paul-

sen^''. Efficiency curves for the two bias conditions
are shown in Fig. 6.
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A STUDY OF SOURCE NEUTRON REACTIONS
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Kulkarni

The breakup of deuterons incident on deuterium and He has been studied at energies
between 5 and 8 MeV by the neutron time-of-flight method. Shifting the beam energy
by 250 keV results in a better match of the shapes of the continuous spectra of breakup
on 0 and ^He. Thus it is possible to correct contaminations of the source neutron
spectra.

[Nuclear Reactions:

Introduction

Accurate cross section measurements are basics
for any theoretical interpretations of reaction
mechamism or nuclear structure as well as for any
application in neutron therapy or reactor design.
There exist many data for charged-particle induced
reactions because charged particles are easily
produced and detected with high precision.

As for neutrons there exists the disadvantage
that they have to be produced by reactions. This,

in fact, reduces the flux available on target and
secondly deteriorates the energy resolution of the

projectiles. A further problem is the monochromati-
city of the source. Only at very low energies the
most common source neutron reactions, the p-T, d-D,

d-T and p-Li reactions, are considered truly mono-
energetic. At higher energies there are contamina-
tions due to breakup or exitation of other levels.
This may distort experimental results, since this
contribution is not taken care of in a "sample out"
background spectrum. The usual procedure is to set

a high bias in the analog branch. This in turn is

not possible if a larger range is desired in TOF
experiments or if contributions to the low energy
part of charged particle spectra by the continuous
neutrons are to be expected in (n,a) or (n,p)

reactions measured with the Quadrupole-Triplet-
Spectrometer (QTS) . No bias setting at all is

possible in neutron therapy.

Common methods employ measurements of the same
reaction at several lower bombarding energies or
simulation of the contaminations by means of Monte
Carlo Methods. This is a rather laborious and
time consuming procedure. A different approach is

pursued at Ohio University, which needs only one
additional run. Figure 1 shows TOF spectra of
the deuteron breakup on different helium and hydro-
gen gases. The shapes of the different source
reaction yields are compared in order to match up
the breakup spectrum for the source neutron reactions.
Due to the configuration at the Ohio University
Tandem Accelerator Laboratory, our interest was
focused on the T(d,n) He and D(d,n)-^He reactions at
deuteron energies between 5 and 8 MeV.

Experimental

D(d,n), He(d,n), E^ = 4.8, 6.15, 6.40, 6.66, 7.75, 8.00, 8.25 MeV,

measured o(E^,0°), gas target]

deutron energy by 250 keV. The gas cell, which
contained either deuterium (D) , tritium (T) or
helium (^He) gas up to 40 psi, was sealed off against
the vacuum system by a 5 ym Mo foil. Ta and W foils
of similar thickness were also used for comparison
of their contribution to the background (figure 2)

.

We have successfully used a 5 ym W foil at 3 yA for
a total charge of 1 C. A special double-neck gas
cell was developed, which by means of a bellows and
motor drive allows the alternative positioning of
two gas cells in the deuteron beam. Quick gas cell
changes are possible, and successive measurements are

easily compared since the interval between them is

minimized. Switching the cells from the control
room also reduces the radiation dose to the operator.

A standard TOF spectrometer with n-y dis-

crimination employing a 2" x 8" liquid scintillator

175 225 350

The Ohio University Tandem Accelerator provided
a pulsed beam of deuterons with energies between
4.8 MeV and 8.25 MeV. At 6 and 8 MeV respectively,
groups of 3 data sets were taken varying the

Figure 1. Neutron TOF spectra at 0° obtained by

bombarding different helium and hydrogen isotopes

with 8 MeV deuterons.
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Figure 2. Variation in the continuous neutron TOF
spectra due to different entrance foils in the gas

cell (5 ym Mo, 5 ym Ta, 8 ym W) at a deuteron
energy of 8 MeV.

(NE224) was set up at 0° at a distance of 8.5 m. A
repetition rate of 1.25 iAHz was chosen in order
to reduce deadtime and to allow for setting a bias
of 0.7 MeV neutron energy. Electron suppression
in front of the gas cell was employed to allow
charge normalization for comparison of "^He and
liydrogen spectra. "Gas out" runs were taken to
determine the contribution of the gas cell to the
background. The pressure of ^He was adjusted so

that the deuterons experience the same energy loss
as in D gas.

Results

The deadtime-corrected and charge-normalized
TOF spectra were converted into neutron energy
spectra (laboratory system) averaging over 125 keV.

Detector efficiencies of the neutron detector as

function of neutron energy, if calculated by
different codes |l,2| vary in magnitude but show
very similar shape. Therefore, the yields were
normalized to the well known cross sections of

the monoenergetic reaction |3|. Several energy
spectra are shown in figures 3 to 5, which were
taken at 6 and 8 MeV deuteron. No data are shown
for deuteron energy of 4.8 MeV since the breakup
is negligible.

In figure 3 the contamination due to oxygen
and carbon are very distinctive. By flushing the
cell several times with D or '^He, their contribution
may be reduced by an order of magnitude. Below
neutron energy of 4.5 MeV breakup of the deuterium
is observed thus limiting the energy range in TOF
or QTS experiments.

In order to compare D and '^He measurements, the
total yield and the mean energy of the breakup
spectra were calculated within the range of 1 to
4.5 MeV. The average energy of the continuous

neutrons produced from He or D differs by an amount
which is nearly independent of bombarding energy.
Except for very low energy, the average energy is

0.25 MeV higher in case of the breakup on D. There-
fore, the continuum spectrum of ^He at deuteron
energy of 7.75 MeV is plotted against the breakup of
D at 8 MeV (figure 4) . The D spectrum is arbitrarily
normalized to fit the shape between 3.2 and 4.6 MeV.

Also shown is the d-D spectrum at the same energy.

Figure 5 gives the comparison for deuteron energies
at about 6 MeV. Both figures reveal the same
features. The shapes of the breakup spectra are
similar but not the same due to different kinematics.
It is possible to overlap the high energy parts of
the breakup spectra. This is sufficient for investi-
gations of certain (n,p) reactions, where the reaction
Q-value is in the range of -2 to -4 MeV as for
e.g. 27ai, 18o, 2851, 56pe^ 116,118sn or ^^Zr . In

those cases only that part of the deuteron breakup
peak has to be matched, which is higher than the
threshold energy.

As far as the d-T reaction is concerned, the

energy difference between peak and the monoenergetic
neutron peak is much larger due to the Q-value of
17.6 MeV. Nonetheless, one has to consider those
background neutrons, if a (n,p) cross section
measurement at very low proton energies is wanted.
Besides a peak due to build up of deuterium in the
gas cell, the low energy contamination of the

T(d,n)^He reaction arises from the T(d,np)T and
from the T(d,2n)^He reactions. The latter one

^
yields a distribution similar to breakup of d on He
or D, whereas the first one gives a narrow peak. It

is thought that a combination of a breakup spectrtim

and a monoenergetic peak produced by a d-D or p-T
reaction might resemble this shape.

D (D.N)

Figure 3. Neutron energy spectrum from the d-D

reaction at zero degrees. The spikes at '^^ 5 MeV
are due to contaminations by oxygen and carbon.
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DEUTERON
BREAKUP

Figure 4. Comparison of the continuous neutron
energy spectra after breakup of 8 MeV deuterons on
D and ^He. The yield at 8.0 MeV is normalized to

fit the shape of the He spectrum in the range of
3.2 to 4.6 MeV.

Conclusions

Breakup spectra of different neutron producing
reactions were investigated in order to correct for
low- energy contamination. These corrections are
essential if high lying states are looked for in
TOF experiments or if low energy (n,p) or (n,a}

spectra should be measured with the Quadrupole-
Triplet-Spectrometer . The breakup of deuterons on
^He is used to match up the contamination of the
neutron spectrum produced by the d-D reaction.
There is only one additional "dummy gas" measurement
needed to correct for all contributions. Thus,
this method is much more efficient and less time
consuming than scanning through all neutron energies
and/or employing laborious corrections by different
Monte Carlo Methods. Much work has been done at
higher energies, especially by the group in
Wisconsin. The continuous spectra measured by
Kerr |4| and Lefevre et al. |5| relate to each
other in a similar way as pointed out in this paper.
Therefore, it can be anticipated that the described
procedure can also be used at higher bombarding
energies. Further investigations of the source
neutron reactions, which will employ the QTS as a

giant proton-recoil-telescope, are underway.
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Figure 5. The continuous energy spectra of deuteron
breakup on ^He and D at a beam energy of 6 MeV . The

d-D spectrum at 6.4 MeV is reduced by a factor 0.55

to match the shape of the ^He spectrum.
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NEUTRON SPECTRA MEASUREMENTS UPON A SPHERICAL ASSEMBLY OF THORIA
*
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A cooperative research program between the Kyoto University Research Reactor Institute (KUR) and the

Gaerttner Linac Laboratory at RPI has carried out neutron spectra measurements upon a thoria assembly. The
assembly consists of 300 kg of throia contained in a 0.6-m-dia. stainless steel sphere and is the same
assembly reported by Nishihara et al.^ A 1-kw air-cooled spheroidal Ta photoneutron target was developed
for use with this assembly. Neutron spectra measurements have been carried out from approximately 1 keV to

15 MeV at radii of 15 and 20 cm with angles of 90° and 130° respectively. The high-energy spectra were ob-

tained with the 50-cm-dia.-by-12.5-cm-thick pi^oton recoil detector at 100 meters, and the low-energy spectra
were obtained with the 30-cm-dia . -by-5-cm-thick '^B-Vasel ine-plus-Nal detector at 33 meters. In order to

compare with experiment, spectra are being calculated with the DTF-IV one-dimensional transport code with
ENDF/B-IV data, and results will be presented.

[Thoria, neutron flux spectra, MeV, keV, cross section, ENDF/B, multigroup calculation, time-of-f 1 ight, LINAC ]

R. C.

S.

Introduction

A comprehensive program to assess the adequacy of
differential nuclear data of thorium via integral ex-

periments has been under way at the Gaerttner LINAC
laboratory of Rensselaer Polytechnic Institute (RPI)

in cooperation with the Kyoto University Reactor Re-

search Institute (KUR). Our approach involves preci-
sion time-of-fl ight measurements of position-dependent
angular flux spectra over a wide energy range in a bulk
assembly of simple geometry. Then we compare our ex-

perimental spectra with the results of transport theory
and Monte Carlo calculations utilizing nuclear data
from current ENDF/B and other available data libraries.
The interpretation of these results provides meaning-
ful conclusions as to the thorium cross section data.

Recently there has been renewed interest in alterna-
tive fuel cycles and novel breeder systems involving
thorium. The evaluation of these systems and fuel

cycles depends critically on accurate thorium nuclear
data that go into their analyses. Our measurements
provide information both on the quality of current
thorium data sets and on changes in thorium data re-

quired to conform with these integral experiments.

through a reentrant hole from different spatial and
angular positions in the medium are viewed by detec-
tors located at the end of 100.52 and 33.3 meter flight
paths. To cover the energies above about 0.5 MeV, a
large 50-cm-diameter, 1 2. 5-cm-thick liquid scintilla-
tor is used whose relative neutron detection efficien-
cy has been determined experimentally using the
D(Y,p)n reaction and also deduced from Verbinski's
analysis.^ For energies below about 1.5 MeV, the
principal detector used is a

' ^B-vasel ine-Nal unit
which has been calibrated using a combination of
measurements and calculation. ^ The signal from the
detector is fed into a 31.25-nsec, 18-bit digital
clock and the data are stored in an on-line 8-k
memory PDP-7 computer. The neutron time-of-fl ight
data are corrected for background, deadtime losses,
relative detector efficiency, transmission through
materials in the flight path, etc. The spectra from
the two detectors are matched in the energy region of
overlap.

Experimental Setup and Procedures

The present set of measurements utilize a thoria

assembly, currently on loan to RPI from Japan where it

was designed, constructed and originally used in con-
-j

junction with^the integral experiments program at KUR.

This assembly , shown in Fig. 1, consists of about
300 kg of thoria powder (99.9°^ ThOp),packed to an aver-
age density of approximately 2.70 gm/cm-^ in a spherical
airtight stainless steel vessel of 60 cm I.D. (see
Ref. 1 for details). Re-entrant holes of 5-cm diameter
allow the placement of a target at the center of the

sphere and the extraction of a beam reaching to sever-
al locations in the assembly

The over-all experimental setup is similar to

earlier integral measurements^'^ at RPI. The electron
beam from the Gaerttner Laboratory LINAC is defined by

air-cooled aluminum strippers and strikes an especial-
ly designed air-cooled spheroidal tantalum target^
which is imbedded inside the thoria assembly near its
center. This target converts the electron beam via
brehmsstrahl ung into a fission-type spectrum of neu-
trons, whose angular distribution is very nearly
spherically symmetric. The neutron beams extracted

. m

Fig. 1 The Spherical Stai'nl ess-Steel Vessel of Thoria Assembly

The experimental parameters and conditions em-
ployed in the present set of measurements are summar-
ized in Table I.

* Supported by US DOE Contract No. ET-78-S-02-4933
+ Manufactured by Sintoku-Kinzoku Co., Ltd.
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Table I. Experimental Parameters and Conditions

Electron Beam Energy :

Pulse Repetition Rate:

Pulse Width :

Neutron Target :

Electron Beam
Power on Target :

High-Energy Measure-
ments (0.5 - 15 MeV)

Flight Path

Material in Beam

Low-Energy Measure-
ments (1 keV-1.15 MeV):

Flight Path :

Material in Beam :

32 and 62 MeV

500 pps

19 nanoseconds

Air-Cooled Tantalum Spheroid

600 - 800 watts

100.52 m

1 .5 mm Mylar + 4.262 cm

depleted U + .398 cm Al

+ 10.76 m air.

33.198 m

1 .5 mm Mylar + 4.262 cm

depleted U + .158 cm Al

+ 6.13 m air.

Calculational Approaches

For assessing the neutron cross section data of
thorium, the measured spectra are compared with spec-

tra calculated by the one-dimensional transport theory
which appropriately models the source-assembly geom-
etry of the experiment. For this purpose we use the
one-dimensional discrete S,^ code DTF-IV° which repre-

sents the system in the form of three concentric
spherical regions: a target region represented by a

black absorber, a void region and a spherical outer
shell of thoria. The validity of the spherical repre-
sentation and of the black-absorber representation of
the target are checked through supporting calculations.

This report presents analyses based on nuclear
data for thorium and oxygen taken from ENDF/B-IV.
Analyses based on ENDF/B-V are underway. The basic

^
data are converted into a 49-group set using SUPERTOG
and related codes for input into the transport calcula-
tions. For the DTF-IV calculations the source above
720 keV is the measured spectrum from the bare tantalum
target. Below this energy the measured bare-target
source is joined to a Maxwell ian with temperature
0.8 MeV; this Maxwell ian was fitted to the measured
source shape. The DTF-IV calculations reported here
utilized S-jg quadrature and scattering matrices up to

Results and Discussion

An earlier set of measurements of neutron spectra
on this same thoria assembly were undertaken at the KUR
laboratory in Japan. These measurements, reported in

Ref. 1, employed a 5-cm long by 5-cm diameter cylin-
drical low-power lead target which was not specifically
designed to yield a completely isotropic distribution
of emergent neutrons; this complicates the analysis
and interpretation of experimental results using one-
dimensional transport theory codes. The smaller flight
path lengths used at KUR also limited the experimental
resolution. The measured spectra were compared, in

this earlier work, to the results of S^, calculations
utilizing mainly ENDF/B-III data for thorium and
oxygen.

The present integral experiments on the same
thoria assembly at the RPI Gaerttner LINAC Laboratory
have extended the measurements over a wider range of

neutron energies. We also use a more isotropic higher-

power neutron source^ than used at KUR; our analyses
utilise ENDF/B-IV data, and ultimately will be extended

to EN0F/V. Furthermore Monte Carlo calculations are

underway and will provide an additional support to our

comparisons.

We include in this paper, our results of neutron

angular flux spectra for two positions (r=15 cm, y=0

and r=20 cm, p=-.66) in the thoria assembly. As a

means of validating the over-all experimental setups

at the two facilities. Fig. 2 shows a comparison of

the measured spectra at KUR and RPI, for the same posi-

tion in the assembly when bombarded by a 32-MeV elec-

tron beam. The RPI experimental data are presented in

the same 49-group structure utilized in the DTF-IV

calculation. The over-all agreement is quite good and

lends confidence to the reproducibility of the

measured spectrum. The higher energy range of the RPI

measurement is also evident.

E = 32 MeV
e

r = 15 cm

u = 0

X - KUR

RPI

10"' 10"

E (MeV)
n

Fiq 2 Comparison of Spectra in The Thorium Assembly Measured at

KUR and RPI.

Figure 3 shows a comparison of the measured and

calculated (S-jg, 49-group, ENDF/B-IV) flux spectra for

T=20 cm and iJ=-0.66. This angular orientation (about

130° with respect to the direction of electron beam)

makes this position less susceptible to uncertainties

in the source spectrum arising from any contribution

of brehmsstrahlung leaking from the target in the for-

ward direction and producing (Y,n) reactions in the

thoria. The effect of uncoil ided flux from the source

is also minimized at this position and direction. The

overall agreement over most of the energy range is

good. Toward lower energies, part of the disagreement

is expected to be due to the presence of the 0.133 w/o

water present in the thoria powder, which has not been

taken into account in these preliminary DTF-IV calcu-

lations. Inclusion of the HpO content can augment the

calculated neutron flux by almost a factor of 2 around

10 keV.' Improved DTF-IV calculations are under way.

However, this sensitivity result points out the ambig-

uity of interpreting the low-energy data from measure-

ments on a thorium oxide assembly in which the concen-
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tration of is necessarily difficult to ascertain

(ThQ2 is hignly hygroscopic).

10" 10"

E„(MeV)

Fig. 3 Comparison of Measured and Calculated (S,^ DTF-IV, ENDF/B-IV)

Spectra in The Toria Assembly.

4. Saeed A. Bokharee, Richard W. Emmet, Martin Becker,
Robert C. Block, Donald R. Harris, Bimal K.Malaviya,

Shu A. Hay?ishi, Shuji Yamamoto, "Photoneutron Tar-

get Design for Fast Neutron Spectrum Measurements,"

Trans. Am. Nucl . Soc, 32, 750 (1979).

5. V. V. Verbinski, J. C. Courtney, W. R. Burrus,

T. A. Love, "The Response of Some Organic Scintil-

lators to Fast Neutrons," ORNL-P-993 (1965).

6. K. D. Lathrop, "DTF-IV-A Fortran-IV Program for

Solving the Multigroup Transport Equation with

Anisotropic Scattering," LA-3373 (1955).

7. B. q. Wright, J. L. Lucius, N. M. Greene and

C. W. Crawen, Jr., "SUPERTOG: A Program to Gener-

ate Fine Group Constants and P Scattering Matrices

from ENDF/B," ORNL-TM-2679 (1959).

Our studies with the thoria assembly have shown

that transport theory calculations utilizing ENDF/B-IV

data can predict the measured spectra well over the

high-keV to low-MeV range. To obtain a more comprehen-
sive assessment of thorium data, additional measure-
ments supported by more definitive Monte Carlo cal-

culations are desirable. In order to minimize uncer-
tainties arising from source- related effects, a larger
and/or higher-density assembly is needed, so that
several locations, well removed from the source and at
different angular positions can be studied. The
present thoria assembly dimensions correspond to only
about 4 mean free paths around 1 MeV. A thorium metal

assembly of about 5 times the density and dimensions
approximately 10 mean free paths would considerably
improve the over-all integral experiment. It will per-
mit experiment- theory comparison of neutron angular
flux spectra from locations less sensitive to source-
related uncertainties. The effect of moisture content
would also be eliminated. Further, in a thorium metal
system, complications arising from oxygen resonances
will not cloud the interpretation of data.
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[integral capture cross section, integral fission cross section, 0.1-2000 keV]

To improve upon the lack of fast integral data for higher actinides, an effort has been underway to measure
integral capture and fission cross sections for ^"^^Pu, ^'tiAm and ^'^^Am in the fast neutron zone of the Couple
Fast Reactivity Measurements Facility (CFRMF). Fission cross sections are determined based on the Ge(Li) gamma
spectrometric measurements of the absolute emission rates of the 537-keV and/or 1596-keV lines in the I'+OBa -

^'*'^La decay. The capture rate for ^'^^Pu is based on the measurement of the absolute emission rate of the
84.0 keV line in the ^"^^u B" decay. Although the capture cross sections for ^'^^Am and ^'^^Am are not obtained
directly, the cross sections for production of ^'*^Cm and ^'*'*Cm are based on the quantitative alpha spectrometry
and total alpha counting. Measured integral and capture cross sections for ^'*^Pu are 357 mb + 10% and 146 mb +_ 15%

Corresponding spectral averaged cross sections calculated using ENDF/B-IV data and 489 nib and 238 mb, respectively.
For ^'*^Am fission and capture the measured cross sections are 504 mb + 12% and 1.01 b +_ 3%, respectively. For
^'*^Am fission and capture, the measure cross sections are 0.352 b and .10 b, respectively.

Introduction

Considerable attention is being focused on the
adequacy of neutron cross-section data for higher mass
actinides, in particular ^'^^Pu, ^"^^Am, ^'^^Am, ^^^Cm
and ^'*'*Cm. The reasons for this interest are varied;
however, our involvement stems from fast reactor
applications where the impact of these nuclides present
in high-burnup plutonium fuel needs to be evaluated.
From the reactor physicist's viewpoint, credit for

these nuclides must be considered either as fuels or
as poisons. In addition, one of the modes of decay
for both ^'*^Cm and ^'*'*Cm is spontaneous fission. This
effect has been estimated to be significant and must
be considered in reactor shutdown and startup and also
in handling the waste from processing the spent fuel.

As a result of the renewed interest in higher-
actinide cross-section data, our program at INEL began
a measurement series whereby integral cross-section
data would be determined for the fission and capture
reactions of ^'^^Am, ^'^^Am and ^'^^Pu. The facility
used in this measurement series is the Coupled Fast
Reactivity Measurements Facility (CFRMF) which provides
a fast neutron environment which is similar in a

spectral sense to a typical fast reactor environment.
These measurements are similar to and do compliment
other integral measurements in fast reactor environ-
ments; e.g., the ongoing work in the U.K. The U. K.

effort is performing measurements in ZEBRA, PFR and
DFR on the higher mass actinides and has reported
progress^ ^ in measuring integral fission and capture
cross sections for the nuclides reported here. In
this paper, the CFRMF measurements on 2itiAm, ^^^M
and 242p^J discussed. Brief descriptions of the
CFRMF, sample preparation procedures and analysis
procedures are given. The results are presented
and compared where applicable with other data derived
from either the U.K. measurements or from ENDF/B-IV.

Measurements

Irradiation Facility

These measurements were performed using the
CFRMF as the irradiation source. It is a thermal
reactor with a fast neutron flux trap in the center
of the assembly. The neutron spectrum has been
tailored to be similar to the "typical" fast reactor
neutron spectrum. An extensive measurement and cal-
culational program has been devoted to characterizing
the environment inside the CFRMF. The facility and
the results of the characterization effects are des-

cribed in the references^ The mean energy of the
neutron spectrum has been determined to be 750 keV.

For these measurements, the reactor was operated
at a power level which produced a flux integrated
ov^r energy of approximately 8.6 x 10^^ neutrons/
cm /sec. In each irradiation the actual flux level
was determined from .40 cm dia x .0127 cm thick gold
foils which were irradiated along with the sample.
The measured reaction rates from the gold monitor
foils were reduced to absolute flux values using a

correlation procedure reported by Harker, et al.^^
and Grundl, ^ The reported accuracy o7~"the

absolute flux determined by this method is approxi-
mately + 3%.

2't2p^ Measurements

The ^'^^Pu sample, in the oxide form, was irradiat-
ed and analyzed inside an aluminum container. The
container was designed to have an internal plunger
which, when the lid was tightened, forced the sample
against the bottom. This was done to insure the loca-
tion and shape of the sample for counting purposes.
The sample was irradiated in the CFRMF and the capture
cross section was determined from the 84 keV gamma
activity of ^"^^Pu. The fission cross section was
determined by measuring the activity of ^'*°La in

equilibrium with ^'*°Ba. The ^'^^Ba/i'^OLa activity was
reduced to a fission cross section using a fission
yield of 4.963% reported by Meek and Rider'^^. Table I

lists the parameters used in the analysis and the
results of the ^"^^Pu measurements.

TABLE I. ^"^^Pu Analysis
'

Capture Fission
m 30.21 mg 30.21 mg

E 84 keV^''^ 537 keV/1596 keV^'^^

0.23 (+8.7%) .244 (+1.2%/. 9 540 (+.08%)^''^

fission yield 0.04963

1.26xlO-13^P^/^ 4.81xlO-13^P5/^

<|) 8.63xl0^^n/cm^/sec 8.63xl0^^n/cm^/sec

a 0.146 b(+15%) 0.557 b(+10%)

^^^From

^'^^From

reference

reference

14.

15.
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In a review of the measurements, it was dis-

covered that the sample material did not remain in

the bottom of the holder as designed, consequently,

the gamma self-absorption factor and sample position

during analysis are somewhat uncertain. This problem

is considered to be of greater importance in inter-

preting the capture measurements than in interpreting

the fission measurements. As a result, large uncer-

tainties have been assigned to ^'*^Pu values.

Am to Cm Capture Cross-Section Measurements

A sample of 2itiAm, in the oxide form, was

dissolved in nitric acid to make a stock solution.

Tv^o aliquots (-1 mg 241 Am each) were transferred to

7mm (od)x6.4 cm quartz ampules. Samples were taken

to dryness and the ampules sealed. Each ampule was

placed inside a thin-walled aluminum capsule for

irradiation. Two samples were irradiated; however,

the results presented here are from one of the irra-

diations, the remaining sample is being analyzed at

this time.

The post-irradiation analysis was done by isotope

dilution alpha spectrometry which proceeded in the

following sequence:

1. Ampule was opened. The sample was dissolved

in nitric acid and transferred to volumetric

flask and diluted to volume.

2. Four mass aliquots (""Ig each) were removed,

three were spiked with 2'+'+Cni. The unspiked

fourth sample was processed along with the

other three to determine the ^^t^Cm concen-

tration present in the irradiated sample
prior to spiking.

3. Each of the aliquots was prepared for and

run through an Am-Cm separations^.

4. Curium fractions from the separation were
collected, prepared and electroplated on

stainless-steel plates.

5. The prepared sources were analyzed by alpha

spectrometry to determine the 2^2ci„/2iti+(;^

atom ratios. From these ratios and the
known spike, the concentration of ^'^Km was
determined in the irradiated sample.

The ^'*^Am concentration was determined in a

similar way using ^'^^Am as the spike. A check of the

unirradiated ^'*^Am stock solution found it to be free
of ^'*Km. Similarly the ^'^'^Am and ^'^'^Cm spikes were

checked for purity. From these analyses, the ^'^^Cm/

^'*'*Cm atom ratio in the curium spike was 1.85x10"^
and the ^^^^m/^'*^^m atom ratio in the americium spike

was 1.508x10"^. These ratios were used to correct

the ^'*^Cm/'*'*Cm atom ratios in the irradiated stock and

the 2'+iAm/2'+3Am atom ratios in the americium deter-
mination, respectively.

The results of the isotope dilution alpha spectro-
metry were quoted as atoms ^^^Cm/mg 2"*^ Am at the time
of separation. These ratios were converted to cross
sections using the following half-lives:

2k2m
Am)=152 y Tj^2(^'*^C'^)=1^2.9 d

^l/2(

T^/2(^'*^^A'")=16.01 h J^^^{^''^l^m)=A32.2 y

The results of the first irradiation are:

't'a(2'*iAm(n,Y)2'*2gAm ^ 2it2Cm)=9. 03x10-1 3 rps/a(+0.8%)

•l" = 8.97x10^^ n/cm^/sec (+3%)

a= 1.01 b (+3%)

If an isomer ratio of 0.8 as calculated by Mann and
Schenter^^is assumed, then the total a(n,Y)=1.26 b.

2'^^Am and ^'*^Am Fission Cross-Section Measurements

In the ^'^^Am fission cross-section measurements,
the sample (41.9 mg ^'^^Am) in the oxide form was sealed
inside a stainless steel capsule for both the irradia-
tion in CFRMF and for the post-irradiation analysis.

The fission rate was determined by measuring the in-

tensity 1596 keV gamma activity of the ^'^"La in

equilibrium with the ^'^^Ba. The decay parameters for

La are given in Table I. To reduce the gamma
activity from the decay of ^'*^Am, a 1.02 cm lead

absorber was placed between the Ge(Li) detector and

the source. As a result, a correction factor of

1.704 was applied to the measured count rate to

account for the absorption of the 1596 keV gamma in

the lead absorber. The fission yield for ^ °Ba used
in this analysis was 0.0577. The results reduced to
fission rate and fission cross section are:

3.90 X lO'-^-^fps/a for

11 2
7.736 X 10 n/cm /sec

21+1
Am

o = 0.504 b for ^^^Am (n,f
) f.p.

In the 2'*^Am fission cross-section measurements,
the samples (~1.2 mg 2'+3Ani per capsule) were sealed
in quartz ampules in the same manner as described in

the ^'*^Am capture cross-section measurements. The
2'*^Am stock material was obtained via the Transpluto-
nium Committee from the research materials inventory
at ORNL. Prior to shipment to INEL, the material had

undergone extensive chemistry to remove any ^'*\m.

The post-irradiation analysis for fission rate followed
the same procedure used for 2'*^Am, except that 487 keV,

815 keV and 1596 keV lines from ^^1a and 537 keV line

from i^°Ba were all analyzed and a different procedure
was used to obtain the lead absorber corrections. In

the 2it3Ani case, the absorption correction for counting
the sample at 10 cm from the detector was based on

transmission measurements for the absorber configura-
tion using a i52Eu point source and a mixed radio-
nuclide source. The absorption correction for counting
the sample at 25 cm from the detector were calculated
utilizing mass absorption coefficients from Storm and
Israel i8.

In these measurements, the amount of ^'^^Am was
determined by counting the activity of 239Np which is

in secular equilibrium with parent 2't3Ani. In fact,
the actual analysis called for relative measurements
of the fission product activities to that of 239i^p^

consequently there was no need for an absolute mass
determination, and other corrections required in abso-
lute measurements.

A fission yield of 0.055^^ was used to determine
a fission rate. The results from two separate irradia-
tions are given in Table II.

TABLE II. 2'*^Am Fission Rate and Cross Section

Irradiation
1

Irradiation
2

<j>a^(fps/a) 3. 069x10"-^ "^(+2. 2%) 3. 079x10"-^ -^(+2. 2%)

<f> (n/cm /sec) 8. 74x10^ ^(+2%) 8.70xl0^^(+2%)

a^(barns) 0.351 0.353
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Am Capture Cross-Section Measurements

The ^i+sAm capture cross-section measurements were
performed at the same time as the fissiosn rate

measurements. The capture reaction rate is based on

the measurement of the intensities of 744.1 keV and
898.1 keV gamma lines from the decay of the 10.1 h

half-life relative to the 277.6 keV line from

the decay of ^^^Hp (see the ^'t^Afj, fission cross-section
measurements). The decay data for these determina-
tions are listed in Table III. The results of the

analyses are given in Table IV.

TABLE III. Decay Data for ^''^Am Experiment

^

Radionuclide 1/2 Y y

TABLE V. Comparison of Integral Cross Section Values

CFRMF CFRMF ZEBRA ZEBRA
Reaction (meas.

)

(ENDF.) 12 14 PFR

2'*iAm(n,Y)2'*2gAm 1.016 1.50 b 1.275 b 1.29

2'*iAm(n,f) f.p. .504 b .316 b^^^

2'*3Am(n,Y)2'^'* Am 1.0 b 1.51 b 1.39

2'*3Am(n,f) f.p. .352 .23 b^^)

2'*2pu(n,Y)2^3Pu .146 b .238 b

2^2pu(n,f) f.p. .557 b .489 b .26 b

Fission rate ratio relative to 239p^j fission rate
was reported in reference 2. Values shown use a

fission cross section for 2 39pL, Qf i^jq 5^

244gAm

2.354d(+.25%) 277.6 keV .143(+1.4%)

10.1 h (+.9%) 744.1 keV .666(+4.5%)

898.1 keV .273(+4.5%)

U) From INEL Decay Data Master Library.

TABLE IV. ^^\m Capture Cross-Section Measurements

Irradiation
1

Irradiation
2

pa^ (rps/a)

t>
(r/cm /sec)

o^(barns)

8.41xl0"-^^(+15%) 8.70xl0"-^^(+2.3%)

8.74xl0^^(+3%) 8.70xlO^^(+3%)

0.0962(+3.4%) 0.100(+3.8%)

If the calculated isomer ratio from Mann and Schenter^'^
of 0.1 is assumed then the total capture cross section
for 2't3Ani is 1.0 barn.

Results

The data from these measurements, from measure-
ments in ZEBRA and PFR and from calculations using
ENDF/B-IV are listed in Table V. For the americium
reactions, there appears to be a good consistency
between the CFRMF results and the ZEBRA/PFR data.
The CFRMF neutron spectrum is the "hardest" of the
three neutron fields and consequently the capture
values should be the lowest and the fission values the
highest. Semi-quantitati vely, this appears to the
the case; however, more quantitative comparison need
to be made by using, for example, integrals based on
the reported spectra and a common cross section file
such as ENDF/B.

For the 242pu reactions, it is difficult to draw
any conclusions; hov/ever, in the case of fission, a

review of the differential data such as that reported
by Daveyi^ would suggest that an integral value of
0.557 b is consistent with the differential data over
the energy response of the CFRMF.

For Pu capture, the sample configuration con-
trol problems identified in the measurements places a

great deal of uncertainty on the results reported
here. It is planned to duplicate the ^^^Pu measure-
ments using sample containment like that used in the
most recent americium measurements.

Future Work

The measured integral data presented here along
with the U. K. integral data and possibly other inte-
gral data, form a complimentary set to use in the
evaluation of differential data in the in1;ermediate
to fast neutron energy range. Further work is planned
at INEL to finalize these measurements plus make
further comparisons with ENDF/B evaluated data.
Capture measurements for 2^3Am are in progress where the
total production of 2't'tCm will be determined, conse-
quently for 2'+3An, an isomeric capture ratio will be
derived. Fission rate measurements using fission
chambers are also planned. By doing both chamber
measurements and radiometric measurements fission
yields for key fission products will be determined also.
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EVALUATION OF ACTINIDE CROSS SECTIONS BY INTEGRAL EXPERIMENTS
IN FAST CRITICAL ASSEMBLY FCA

T. Mukaiyama, H. Mltanl, K. Koyama, M. Obu and H. Kuroi

Japan Atomic Energy Institute
Tokai-mura, Ibaraki-ken, Japan

The preliminary study has been performed to determine the effects of actinide cross sections
uncertainties upon the long term characteristics of the actinide burning reactor. A program for
the integral measurement of the actinides is planned at JAERI to improve the actinide cross section
data. The small sample (20 gr) perturbation and the reaction rate ratio are to be measured in the
neutron spectra of varying hardness. Measurements are planned for ^^^Np, ^^^Pu, ^"^^Am and ^"^^Am.

[actinide recycle, fast reactor, cross section evaluation, integral experiment, least square fitting,
sample perturbation, neutron spectrum, fast critical facility]

Introduction

One of the major problems which may govern the

very future of the nuclear power is the risks from the

high-level, long-lived radioactive wastes. Among the

radioactive wastes, most of fission products decay to

innocuous levels in a relatively short time span of

about 500 years, whereas the radiological hazards of

actinides continue for a hundred thousands years. In

order to alleviate the long-term radiological hazard
of actinide nuclides, it has been proposed to recycle
actinides in a suitable reactor to transmute them into
fission products which are a shorter-term hazard.^
From the neutron economy point of view, the actinide
recycle concept may be acceptable especially with the
fast reactors because the most of actinide isotopes
possess appreciable fission cross sections in the high
energy region. The assessment of the actinide recycle
concept requires the reliable fission and capture cross
sections of the actinides over the whole energy spec-
trum of potential actinide recycling systems.

Status of Actinide Cross Section

The reliability of the prediction of reactor phys-
ics parameters depends upon "the data and the method"
used. As far as actinides are concerned, the "data"
available at present are much less reliable than the
"method". In Table 1, some of one-group actinides
cross section sets for fast reactors are shown.
The first three sets in Table 1, i.e., ENDL, ENDF/B-IV
and FD5, are collapsed using the central spectrum of

the NEACRP LMFBR benchmark model^ calculated using
JAERI-Fast^ set for the first and the second set and
FGL5'' for the FD5 set. The 25-group ENDL set was
generated^ using the Evaluated Nuclear Data Library of

Lawrence Livermore Laboratory'*(U.S.A.) as the source
data. In collapsing the multi-group cross section into
one-group cross section, the weighting function plays
an important role. When the central neutron spectra of

the large LMFBR proposed as a benchmark model by Till^
(a soft spectrum case) and of the Actinide Burning
Reactor ABR which utilize only oxide actinides as the

Table 1(a) One-group Capture Cross Section of

Actinides in Fast Reactors
(unit inbarns)

Isotope ENDL^^' ENPF/B-lv'^ TKSY^ ORIGEN^"

Th232 0 53 0 43 0 44
U233 0 30 0 27 0 40
U23/. 0 64 0 44 0 61 0 45

U235 0 72 0 72 0 53 0 62 0 57

U236 0 71 0 59 0 61 0 66

U237 0 0 41
U238 0 kl^ 0 41 0 29 0 30 0 30

Np237 1 94 1 95 1 72 0 77

Pu238 0 58 0 45 0 50 0 22

Pu239 0 71 0 64 0 55 0 47 0 50
Pu240 0 54 0 56 0 63 0 45 0 42

Pu241 0 62 0 59 0 62 0 47 0 43
Pu242 0 46 0 45 0 39 0 42 0 34

Pu243 0 46 0 57

Am241 1 59 2 01 1 40 0 99
Am2A2m 0 46 0 11 0 65 0 40
Am243 0 55 1 73 0 91 0 56
Cm242 0 45 0 51 0 68 0 38
Cin243 0 48 0 10 0 44 0 40

0 66 0 49 0 S3 0 37
Cm245 0 48 0 5<i 0 40
Cip.246 0 47 0 5= 0 30
Cm247 0 57 0 5^^ 0 36
Cm248 0 43 0 5C 0 31
Bk249 0 53 1 7<^ 0 39
Cf 249 0 51 0 5^^ 0 83
Cf 250 0 59 0 5^^ 0 42
Cf 251 0 58 0 5^^ 0 41
Cf 252 0 46 0 5<^ 0 39

Table 1(b) One-group Fission Cross Section of

Actinides in Fast Reactors
(unit in barns)

Isotope ENDL^^ ENDF/B-r^'^ FD5^^ TKSY^ ORIGEN^

"

Th232 0 010 0 0094 0 014

U233 3 03 2 85 3 15

U234 0 30 0 29 0 29 0 51

U235 2 15 2 12 1 98 2 05 2 03

U236 0 10 0 088 0 10 0 12

U237 0
h

1 82

U238 0 044° 0 044 0 043 0 051 0 043

Mp237 0 33 0 31 0 33 0 36

Pu233 1 31 1 13 1 13 1 38

Pu239 1 94 1 94 1 83 1 90 1 85

Pu240 0 36 0 37 0 35 0 41 0 35

Pu241 2 66 2 69 2 69 3 05 2 49

Pli242 0 26 0 28 0 22 0 29 0 28

Pu243 0 81 2 03

^241 0 44 0 31 0.43 0 46

Am 2 4 2ra 3 97 3 33 3 74 1 83

Ara243 0 24 0 19 1 97 0 24

Oii242 0 40 1 23 1 93 0 42

Cni243 2 85 2 89 2 66 0 32

Cra244 0 39 0 38 0 53 0 41

Cra245 3 03 2 3C 2 45

Cm246 0 31 0 3C 0 30
Cm247 2 31 2 3C 2 15

Cm243 0 34 0 3C 0 29

Bl<249 0 17 0 2C 0 13

Cf 249 2 87 2 3C 2 55

Cf 250 0 99 0 3C 1 22

Cf251 3 16 2 3C 2 03

Cf 252 0 68 0 3C 1 24

a. one group sets with a are collapsed using
the central spectrum of the NEACRP LMFBR
benchmark model^ calculated using JAERI-Fast^
set for ENDL, ENDF/B-IV cases and FGLS^ data
for FD5 case

b. the figures with fa are obtained using ENDF/B-IV
data

C. the figures with C are derived by the following

rule:

capture fission
even Z, any N 0.5 even Z, even N 0.3

odd Z, even N 1.7 even Z, odd N 2.3

odd Z, odd N 0.1 odd Z, even N 0,3

odd Z, odd N 3,3
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fuel (a hard spectrum case) are used as the weighting
spectra , the maximum difference of two sets in one-

group capture and fission cross section was 45% and 20%,

respectively. This case is rather an extreme one.

Even if we assume that the different weighting in col-
lapsing causes 30% and 15% difference in capture and

fission cross section, respectively, between the cross
section sets, there still exist big differences between
the sets especially in the capture cross section. The

uncertainty effects of actinide cross sections upon the

characteristics of the actinide transmutation system
was investigated. In Table 2 the uncertainty level
estimated for decay constants and cross sections are

given as the reference set for this study. The effect
of cross section uncertainties of Table 2 upon the

Table 2 Estimated Cross Section and Decay

Constant Uncertainties

Nuclide ^ (%) °f (%) °c (%) On,2n ('/\

U-235 2 5 5 40

U-236 2 15 25 50

1

U-238 3 5 5 40

Np-236 1 30 50

Np-237 2 20 40 50

Np-238 1 30 50

Np-239 1 30 50

Pu-238 1.5 20 50

Pu-239 1 5 5 40
Pu-240 5 10 20 40

Pu-241 5 10 20 40

Pu-242 5 20 30 50

Am-241 2 30 40

Am-242m 2 30 50 50

Am-242 1 30 50 50

Am-243 2 30 50

Cm-242 2 30 50

Cm-243 3 30 50 50

Cm-244 3 30 50

Cm-245 3 30 50

Table 3 Effects of Cross Section Uncertainties'

upon Actinide Production'' in LMFBR

Isotope
Uncertainty of
Production in %

U-235 3.7
U-236 5.6
U-238 0.5

Np-237 36.4
Pu-238 29.1
Pu-239 3.4
Pu-240 3.1
Pu-241 10.0
Pu-242 7.0
Am-241 9.8
Am'-242ra 36.4
Am-243 28.9
Cm-242 35.2
Cm-243 61.2
Cm-244 55.0
Cm-245 74.0

prediction of actinide production in a typical LMFBR
is given in Table 3 for the irradiation of 2 years and
the cooling of 180 days.

The Actinide Burning Reactor ABR utilizes the
oxide of actinide mixture recovered from the wastes

generated by the reproccessing LMFBR fuel of 33000 MWD/
MT with the assumptions of reprocessing 30 days after
fuel discharge and of 0.5% of uranium and plutonium
lost to waste. From this actinide waste, uranium
must be partitioned off because the large amount of
^^^U is unfavorable for the criticality of a reactor
and for the hard neutron spectrum necessary for an
efficient actinide fission. The volume fraction of
ABR is chosen as,

oxide actinide:sodium:structual material=40:40:20.

Recycling calculation has been made for the irra-
diation of 1x10^ ^n/sec-cm^ for 300 days and 300 days
cooling per cycle. At the beginning of each cycle,
the criticality is adjusted by feeding the fresh actin-
ide mixture from the reprocessing. The actinide con-
centrations in ABR investigated are tabulated for the
initial state of 1st and 20th cycle in Table 4. The
effect of the cross section uncertainties upon the
atom density of ABR is calculated for the cross sec-
tion uncertainties given in Table 2 and the atom den-
sity uncertainties in the final state of 1st and 20th
cycle are given in Table 5. The uncertainties of atom
density in Table 5 cause 3% and 17% actinide fuel vol-
ume uncertainties at the final state of 1st and 20th
cycle, respectively.

Density coefficient of multiplication factor per
one percent change of atom density is given in Table 6

for the 1st and 20th cycle of ABR. Assuming no corre-
lation between the uncertainties of different nuclides,
the uncertainty of the multiplication factor due to
the uncertainties of actinide density of Table 5 is
0.9%Ak and 5.9%Ak for the 1st and 20th cycle.

The multiplication factor uncertainty due to
errors of actinide cross section is calculated under
the following correlation conditions and for the cross
section uncertainties of Table 2;

Case A: full correlation between errors in
different energy groups and between
errors in different nuclides.

Case B: full correlation between errors in
different energy groups only.

Case C: full correlation between errors in
different nuclides only.

Case D: no correlation.
The results of the calculation are given in Table 7.

Table 4 Actinide Atom Density in ABR Core

unit in 0. 6023xl02'*n/cm3

Initial 20th Cycle

Np-237 1 38( -3)^^ 1.38( -4)

Pu-238 3.65( -5) 1.99( -3)

Pu-239 3 18( -3) 1.99( -4)

Pu-240 1 06 ( -3) 3.22( -4)

Pu-241 2 91 ( -4) 5.19( -5)

Pu-242 1 81 ( -4) 9.63( -4)

Am-241 5 31( -3) 1.34( -2)

Am-242m 0 0 3.08( -4)

Am-243 2 81( -3) 2.78( -3)

Cm-242 2 17( -4) 1.20( -4)

Cm-243 0 0 5.20( -5)

Cm-244 2 06 ( -4) 6.49( -4)

Cm-245 0 0 4.06( -5)

a. read as 1.38x10

cross section uncertainties given in Table 2

irradiation for 2 years and cooling for
180 days
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Table 5 Effect of Cross Section Uncertainties

on Actinide Atom Density in ABR at 1st

and 20th cycle^

Isotope

Uncertainty of Atom Density in %

1st cycle 20th cycle

U-235 2.2 5.4

U-236 29.1 17 .6

U-237 8.6 26 .

3

U-238 11. 9 32.4

Np-237 7 .

4

30 .

5

Pu-238 18 .

9

32.9

Pu-239 2 .4 41 .

7

Pu-240 2 .

5

ZD . 4

Pu-241 7 • 2 Zb • U

Pu-242 10.9 31.5

Ain-2A1 5.6 25.9

Ain-2A2m 39.2 39.2

Am-243 4.9 31.7

Cm-242 29.2 29.8

Cm-2A3 52.7 61.7

Cm-24A 25.7 39.3

Cm-2A5 52.8 63.9

a.

b.

cross section uncertainties given in Table 2

each cvcle consists of irradiation of

l.OxlO^^n/sec.cm^ for 300 days and 300 days

cooling

Table 6 Density Coefficient*^ of

Reactivity in ABR at

1st and 20th Cycle

1st cycle 20th cycle

Np-237 -1. 03(-2)^ -6.61(-A)
Pu-238 2 36(-3) 1.28(-1)
Pu-239 3 lO(-l) 1.78{-2)
Pu-240 2 02(-2) 5.22(-3)
Pu-241 3 9A(-2) 6.13(-3)
PU-2A2 7 A6(-3) 3.00(-2)
Ain-241 5 27(-2) l.lA(-l)
Ain-242m 5.97(-2)
Am-2A3 2 68(-2) 2.03(-2)
Cm-242 A 71(-3) 1.30(-3)
Cm-243 8.A0(-3)
Cm-2AA A ll(-3) 1.22(-2)
Cm-2A5 7.29(-3)

a. (% change of Ak)/(% change of atom density)

b. read as -1.03x10"^

Table 7 Uncertainty in Multiplication Factor of ABR

due to Cross Section Uncertainties'a

1st cycle
CASE '

20th cycle

cap. f iss

.

cap. f iss

.

A 7.3% 11 % 8 5% 17 %

B 4.6 6 0 7 0 12 0

C 2.4 A 2 3 0 6 5

D 1.6 2 3 2 5 A 4

a. cross section uncertainties given in Table 2

b. see the text at the end of section "Status
of Actinide Cross Section"

Improvement of Accracy of Actinide Cross
Section by Integral Measurement

Least Square Fitting of Cross Section Utilizing
Integral Data

Experiences on cross section evaluation studies
suggest that the improvement of accuracy of cross sec-
tion data is most efficiently achieved by the combina-
tion use of differential and integral measurements.

The theory of least square fitting of cross sec-
tions utilizing integral data is Informative to demon-
strate the contribution of the integral data to im-
provement of the multi-group cross section data. The
error of the adjusted group cross section by the least
square fitting of integral data is given as follows
according to the formula derived by Mitani and Kuroi,''^^

Adi = Aaid - «ii) /

H (N-n)a^

nmmn _j

•^il = ?^^^PijAkjBk5.A5,mPmi

(1)

(2)

jk!lm

where

M:

n: number of group cross sections to be adjusted
m: number of integral data used for adjusting

cross sections
N: n + m

a^: a known proportional constant of the weight

-j^j
: (i,j) element of the correlation matrix p of

cross section
(k,j) element of the sensitivity coefficient
matrix A of integral data
(k,!!,) element of the inverse matrix B"-'-

(B = E+ApAT)

vector of the difference between the measured
and calculated values of the integral data

M'^B'^M
The quantity q = of the third term of Eq.l has

(N-n)a

a Chi-square distribution with N-n degree of freedom.
The value of q distributes around 1 and the factor of

(l-6j[^)2 is proved to be always smaller than 1.0.

Therefore, the behavior of this factor showes how the

integral data contribute to improving the accuracy of

cross section data.

Program of Integral Experiments in Fast Critical
Assembly FCA at JAERI

The small sample perturbation and the reaction
rate ratio are the realistic integral data of the ac-
tinide elements because of the high radioactivity of

actinides and the difficulty of obtaining pure samples.

In contrast with the differential measurements, the

integral measurements are very accurate, but the infor-

mation with respect to the energy dependence is not so

straightforward. Therefore, the choice of appropriate
variety of neutron spectra where integral measurements
are taken place is most important to obtain a success-
ful result for improving the cross section data.

The following twelve cores are planned to be built at FCA

of JAERI to cover a wide range of neutron spectra. The

core composition of twelve cores are given in Table 8.

The maximum amount of actinide samples available for
perturbation measurements is 20 gr. Therefore, the
core configurations are selected so as to satisfy the

condition that their critical masses are less than 150
kg of the fissile material. Only 93% enriched uranium
metal plates are used and plutonium is not used for

this experiments in order to minimize temperature drift
during the perturbation measurement. Iron or graphite
is used as a diluent material for shifting neutron
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NEUTRON ENERGY I EV

I

O JEZEBEL
A NERCRP
+ 20X EU
X HE-F-1

10 10

NEUTRON ENERGY ( EV

I

Fig. 1(a) Hard and Soft Neutron Spectra among Those

of Cores to be built. Spectra of Jezebel^

^

and NEACRP LMFBR Benchmark Model for

Comparisons

Fig. 1 Central Neutron Spectra of Cores
For the Core Name, see Table 8

Fig. 1(b) Some of the Spectra of the Cores to be

built

spectrum appropriately. Natural uranium is also used to

adjust the neutron spectrum in the relatively low ener-

gy region. Some of the central spectra of these cores
are shown in Fig.l. Fig. 1(a) showes the hard and soft

spectra among those of the twelve cores and the spec-

trum of the plutonium metal core "Jezebel-^ ^" and that
of NEACRP benchmark model^are also shown for the com-
parison. In Fig. 1(b), some of the typical spectra of

varying hardness of the planned cores are shown.

The sample perturbations of 20 gr of ^'^^Np, ^^^Pu,

^'*-^Am and ^'^^Am.and the fission rate ratios of these
isotopes to ^^^U are to be measured in these cores.

1

The values of (l-5ii)T in Eq.l was calculated with
the assumption of 3% errors in the measurements of the

perturbation and the fission rate ratio. The result is

tabulated in Table 9. From the values of the table and
the experiences on the values of the statistical factor
in Eq.l, we can conclude that the uncertainty of the
group cross section can be reduced by factor 2 to 5 for

the important energy region of fast reactors after
adjusted by the least square fitting of the integral
data measured with 3% error.

Table 8 Volume Fraction of Cores to be built

Core Fissile Diluent NU Steel Void

HE-C-1 HEU 29 1% C^ 55 6% 0 0% 10.8% 4 5

HE-C-2 HEU 21 2 c 63 5 0 0 10.8 4 5

HE-C-3 HEU 10 6 c 74 1 0 0 10.8 4 5

HE-C-4 HEU 5 3 c 79 4 0 0 10.8 4 5

HE-NC-1 HEU 10 6 c 63 5 10 6 10.8 4 5

HE-NC-2 HEU 10 6 c 52 9 21 2 10.8 4 5

HE-NC-3 HEU 10 6 c 31 8 42 3 10.8 4 5

HE-F-1 HEU 29 1 F^ 55 6 0 0 10.8 4 5

HE-F-2 HEU 21 2 F 63 5 0 0 10.8 4 5

HE-F-3 HEU 10 6 F 74 1 0 0 10.8 4 5

HE-F-4 HEU , 5 3 F 79 4 0 0 10.8 4 5

EU EUO 84 7 0 0 0 0 10.8 4 5

a. natural uranium metal plate
b. structual material
C. 93% enriched uranium metal plate
d. graphite plate
e. . steel plate

20% enriched uranium metal plate

Table 9 The values of (l-6ii) ' in Eq.l

Energy Upper Pu-238 Pu-238 Np-237 Np-237 Am-243 Am-243 Am-241 Am-241

Group Energy (CAP) (FIS) (CAP) (FIS) (CAP) (FIS) (CAP) (FIS)

1 10.5 Mev. 0. 99 0 49 0 86 0 37 0 95 0 33 0 99 0 77
2 4.02 "

0. 85 0 07 0 68 0 04 0 88 0 03 0 97 0 63

3 2.48 "
0. 81 0 05 0 64 0 03 0 85 0 02 0 97 0 37

4 1.41 "
0. 65 0.04 0 50 0 01 0 68 0 01 0 96 0 20

5 0.795 "
0. 29 0 04 0 11 0 05 0 19 0 15 0 95 0 85

6 0.399 "
0. 23 0 04 0 03 0 13 0 06 0 30 0 89 1 00

7 0.200 "
0. 24 0 06 0 03 0 18 0 06 0 35 0 79 1 00

8 100. Kev 0. 20 0 06 0 03 0 21 0 04 0 37 0 62 1 00

9 46.4 0. 15 0 08 0 03 0 29 0 04 0 41 0 44 0 87

10 21.5 0. 18 0 18 0 03 0 53 0 04 0 55 0 65 0 59

11 9.96 t, 0. 30 0 31 0 03 0 79 0 08 0 72 0 66 0 92

12 4.61 - 0. 44 0 41 0 03 0 93 0 13 0 83 0 34 0 58

13 989. ev 0. 57 0 92 0 28 1 00 0 78 0 99 0 52 0 86

14 212. 0. 66 0 98 0 33 1 00 0 16 1 00 0 32 1 00

15 9.74 1. 00 1 00 1 00 1 00 0 97 1 .00 0 92 1 00
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Summary

The preliminary study has been made to investigate

the cross section requirements for the actinide incin-

eration in the fast reactor system. The effect of the

cross section errors causes the large uncertainty in

the multiplication factor of Actinide Burning Reactor.

The improvement of the cross section errors by factor

2 to 3 will be necessaxy for the conceptual study and

for the engineering study of the concept. Such integral

data as the small sample perturbation and the reaction

rate ratio can greatly improve the reliability of the

actinide cross sections.
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NEODYMIUM, SAMARIUM AND EUROPIUM CAPTURE CROSS-SECTION ADJUSTMENTS
BASED ON EBR-II INTEGRAL MEASUREMENTS
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EG&G Idaho, P.O. Box 1625

Idaho Falls, Idaho 83415

F. Schmittroth
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[Integral Cross Sections, EBR-II, Nd, Sm, Eu Isotopes, Dosimetry]

Integral capture measurements have been made for highly-enriched isotopes of neodymium, samarium and

europium irradiated in a row 8 position of EBR-II with samples located both at mid-plane and in the axial

reflector. Broad response, resonance, and threshold dosimeters were included to characterize the neutron spectra

at the sample locations. The saturation reaction rates for the rare-earth samples were determined by post-

irradiation mass-spectrometric analyses and for the dosimeter materials by the gamma-spectrometric method.
The HEDL maximum-likelihood analysis code, FERRET, was used to make a "least-squares adjustment" of the
ENDF/B-IV rare-earth cross sections based on the measured dosimeter and fission-product reaction rates.

Preliminary results to date indicate a need for a significant upward adjustment of the capture cross sections
for I'^^Nd, I'^SMd, I'+^Sm and I'^ssm.

Introduction

In recent years, integral data (capture reaction

rates and reactivity worth measurements in fast-
reactor fields) have played an important role in the

evaluation of fission-product capture cross sections
of importance to reactor technology, especially the
development of fast reactor systems^. In the simplest
evaluation application for isotopes with sparse or

no measured differential data, integral measurements
have been used to normalize capture cross sections
based exclusively on nuclear model calculations. For

isotopes with a more extensive base of measured
differential data, integral measurements have been

used to make integral tests of cross-section curves

based on the differential measurements and nuclear
model calculations. Such integral tests have been
helpful to the evaluator in sorting out normalization
problems between differential measurements. In a more
sophisticated application, integral data obtained from
measurements in different spectra have been used to
adjust both multigroup and/or point-wise cross
sections-^. This latter application requires a realis-
tic treatment of the uncertainties and correlations
in the integral data and in the a-priori flux spectra
and fission-product cross sections.

A significant fraction of the integral data used
in the fission product cross-section evaluation pro-

cess comprises reactivity worth measurements in the
fast reactor spectra of the STEK cores^ and activation
capture rates in the fast neutron field of the Coupled
Fast Reactivity Measurements Facility (CFRMF) at the
Idaho National Engineering Laboratory^. This paper
presents the integral capture results for enriched
isotopes of neodymium, samarium and europium irradiat-
ed in different spectra in the Experimental Breeder
Reactor-II (EBR-II). The Nd and Sm cross sections are
of importance to fission product poison effects in

fast reactors and/or to the establishment of a relia-
ble burnup monitor for fast reactor fuels. Cross
sections for the Eu isotopes are needed in the evalua-
tion of europium oxide as a control material. For
most of the isotopes in the irradiation, some integral
data exist as reactivity worths. Little, if any,
integral capture data have been published. The EBR-II
experiment differs significantly from experiments in

the CFRMF and STEK facilities in terms of neutron
spectrum characterization. The neutron fields in the
latter two facilities are well characterized by means
of neutronic calculations and active neutron dosimetry
Characterization of the neutron spectra in the EBR-II

557

is dependent on the use of passive dosimeters (activa-
tion monitors).

Included in this paper are a brief description of

the EBR-II irradiation experiment and a detailed pre-
sentation of the measured reaction rates for the rare-

earth samples and for the neutron spectrum dosimeters.
In addition, preliminary results of the application
of the FERRET Code'*'^ for spectrum unfolding and for
the adjustment of ENDF/B-IV multigroup cross sections
based on the measured integral data are presented.

EBR-II Irradiation Experiment

Irradiation Configuration

A detailed description of the irradiation experi-
ment was presented earlier^. Only pertinent details
will be given here. Shown in Figures 1 and 2 are the
subassembly and axial loading patterns for this experi-
ment. The irradiation package consisted of multiple
samples (0.1 ug to 50 yg deposits on Ni or V foils) of

the isotopically enriched isotopes shown in Figure 2

and dosimeter sets consisting of Co, Cu, Fe, Ni, Ti

,

Sc, ^^^Np, 235U, 238U monitors. Two B-7 capsules pro-
vided the primary containment of the eight experiment
capsules. Each experiment capsule contained up to

five subcapsules each of which contained the sample or
dosimetry materials.

Reaction-Rate Determination

Dosimeters . Saturation reaction rates for the
dosimeters were determined by the radiometric
technique^*^ using calibrated Ge(Li) spectrometers.
Decay data for the analysis was taken from reference
8. The fission-rate determinations were based on the
consensus fast reactor fission yields given in refer-
ence 9. Infinitely-dilute reaction rates for the
dosimeters in each set for the irradiation are
summarized in Table I. Accurate fission rates for
^^^U, not given in the table, are difficult to obtain
because a large correction is required to account for
fission-product activity due to fission of the "grown-
in" ^^^Pu. Uncertainties in the reaction rates for

the Co dosimeters reflect significant neutron self-
shielding corrections (-factor of 2) required for
these monitors.

Rare-Earth Samples . The saturation reaction
rates summarized in Table II for the Nd, Sm and Eu

samples are based on mass-spectrometric or gamma



Subassembly environment X-177 loading

R: Stainless steel reflector

P: 1/2 driver fuel, 1/2 stainless steel

D: MARK II driver fuel

X-287: structural

X-214: oxide fuel

X-235: MARK II driver fuel

X-268: structural

Subassembly: X-177

Position: 8A4
Irradiation time: Cycles 87C-88B, 2504 MWd
MIdplane fluence: 4.3 x lO^I n/cm2

INEL-A-13 718

Fig. 1. Subassembly Loading Pattern for EBR-II Irradiation.
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EC-4 151 Eu 153eu, 144Nd, ^^^Ud, '^^^N6

EC-5 "'47sm, 149sm, ^^^Ud

EC-6 '47sm, 149sm, 150N(j

EC 7 '>43nc) 145nc|, xX-3

EC-8 "'43Nd, 145^1^, xX-4

Dosimeter sets: XX I, XX-2, XX-3, XX-4

Spacers: SI, S2, S3

INEL-A-13 717

Fig. 2. B-7 Axial Loading Pattern for EBR-II Irradiation.

spectrometric measurements for the post-irradiation
samples. For the Nd and Sm isotopes for which inte-
gral results are reported here, both the parent and
the capture products are stable and the reaction rates
are determined easily from mass spectrometer measure-
ments of the (A-Hl)/A atom ratios for the samples^.
Prior to mass spectrometric analysis, the rare-earth
deposits were chemically isolated from the backing
foil. A minimum of three mass-spectrometric analyses
were made for the Nd and Sm samples from each axial
location. The quoted errors for the Nd and Sm isotopes
result from averaging the isotopic data from each
mass-spectrometric analysis and accounting for an
estimated 0.5% systematic error in the mass-spectro-
metric determination.

For the Eu isotopes, which involve radioactive
parent or capture products, the reaction-rate deter-
mination is more complicated. Because a significant

fraction of the capture in ^^^Eu goes to the 9.6 h

^^^Eu metastable state (estimated to be 41% from the
data in reference 3), chemical isolation of the Eu

fraction from the Gd and Sm decay products from the
9.6 h activity was required prior to mass-spectrometri
analysis for the 152/151 atom ratio. Consequently,
the capture rates for ^^^Eu in the table were derived
from decay-corrected measured-atom ratios divided by

.59 to account for the isomer production. The errors

in the measured capture rates for ^^^Eu are dominated
by a 5% uncertainty estimated for the isomer ratio.

Capture rates for ^^^Eu are based on decay
corrected 153/152 atom ratios obtained from mass
spectrometric measurements for Eu samples isolated
from the nickel backing and from the Sm and Gd decay
products from the decay of the 13. 2y ^^^Eu. The

sizable errors estimated for the quoted ^^^Eu capture
rates result from uncertainties in the mass-
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TABLE I. Infinitely-dilute Reaction Rates for Dosimeters
in EBR-II Experiment X-177

React i on

Reaction

Y Y 1
^

AA-i

rate (reactions/sec-atom) x lO'^'''

XX-3 XX-2 Y Y 4A A —

H

c;q fin

^^Co(n,Y) Co 20.2(9)° 97 Q / 1 0\ OH. [0) 70.(6)

'^•^^U(n,f) 231.(7) 230.(8)

"^•^^NpCn.f) 63.(4)
,

50.(2) 19.J(1U) 11.0(5)

Sc(n,Y) Sc 3.75(9) T QQ^q^ 4.07(8)

^Te(n,p)^Mn
,

1.300(22) 0.910(15) 0.2162(37) 0.1024(17)

^"Fe(n,Y)^Te 0.965(13) 0.998(14) 1.239(16) 1.166(15)

58.,., .58„
Ni(n,p) Co 1.74(4) 1.27(3) 0.306(6) 0.152(3)

Ti(n,p) Sc 0.1570(19) 0.1142(14) .02364(28) 0.01169(14)

Cu(n,oi) Co 0.00728(12) 0.00527(8) .00212(3) 0.00104(2)

^Label for dosimetry set.

'^Number in parenthesis is the 1-sigma error in the last significant digits.

TABLE II. Infinitely-dilute (n.y) Reaction Rates
for Rare-Earth Samples in EBR-II

Experiment X-177

Isotope

Appl icable
Dosimeter

Set

Reaction
Rate ,Q

(rps/atom)xlO
C

^

M

XX-3 5.03(6)*^ .822

l^^Nd

XX-4 8.75(5) .863

XX-1 1.06(2) .997

XX-4 0.993(11) .970

XX-3 7.64(8) .653

147eSm

XX-4 14.55(9) .765

XX-3 23.11(14) .658

149eSm

XX-2 44.8(5) .813

XX-3 40.9(10) .721

XX-2 81.5(27) 1.07

XX-1 54.(3) .705

XX-4 113.(7) .794

XX-1 52.(5) .913

Eu

XX-2 75.(8) 1.26

XX-1 29.6(15) .804

154^
Eu

XX-4 61.9(25) .934

XX-1 38.(3) .757

XX-2 62.(5) 1.03

Dosimeter set identification which relates rare-earth
reaction rates to dosimeter rates in Table I.

'Number in parenthesis is the 1-sigma error in the last
significant digits.

Calcul ated-to-measured reaction-rate ratios based on
the unadjusted fission-product cross sections and
the multigroup fluxes obtained from spectrum
unfolding analysis.

spectrometric determination of the 153/152 atom ratios
in the unirradiated and irradiated samples. Similarly,
the capture rates for ^^^Eu are based on decay-
corrected 154/153 atom ratios obtained from mass-
spectrometric measurements. The dominant contribution
to the error for the ^^^Eu capture rate is due to un-

certainties in the mass-spectrometric determination of

the 154/153 atom ratios.

The capture rates for the ^^'*Eu samples are
based on decay-corrected atom ratios determined by

the Ge(Li) spectrometric measurement of the relative
gamma emission rates of the 123.14-keV and 105.3-keV
lines in the S>~ decay of ^^"^Eu and ^^^Eu, respectively.

The dominant contributors to the uncertainty in the
capture rates are errors in the gamma-ray branching
ratios and half-lives used in the computation of the

atom ratios from the relative gamma intensities.

Decay data from these analyses were taken from the
INEL Decay Data Master File^°.

Data Analysis

Neutron Spectrum Characterization

The FERRET data analysis code"*'^ was used to
obtain 47 group* representations of the neutron spectra
based on the measured reaction rates for the dosimeters
in Table I. A priori information for this analysis
included the following:

1) 47 group fluxes derived from 29 group fluxes
obtained from XY-geometry (for mid-plane)
and RZ-geometry (for reflector) neutronics
calculations for applicable core configura-
tions of EBR-IIii

,

2) parametric representations for the flux

covariance matrices,

*Slightly modified version of the HEDL 42 group energy
structure with maximum energy extended to 16.91 MeV.
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(

3) 47 group dosimeter cross sections based on

ENDF/B-IV, 620 group cross sections
collapsed with a weighting function repre-

sentative of the neutron spectra in EBR-II.

4) parametric representations for the cross

section covariance matrices.

The covariance matrices generated for both the

fluxes and cross sections are composed of two compo-
nents: An overall fractional normalization uncer-
tainty, c, and a second term, r^.rjP^-j, that describes

any additional uncertainties and correlations. The
correlation matrix is parameterized by

(1 ) 6,- e e

where e denotes the strength of the short range
correlations and y denotes their range. For example,
completely uncorrelated data or a priori values are
described by e=0 so that p^j = 6^.^. The values,

{r^} are the group-by-group fractional uncertainties.

In the present analysis, a mid-plane a-priori
flux was assumed to have a 10% normalization uncer-
tainty of 20% with short-range correlations specified
by 9= 0.9 and y= 3.0. A reflector a-priori flux was
assumed to have a 20% normalization uncertainty and a

group-by-group uncertainty of 40%. A more extensive
evalution by one of the authors (F. Schmittroth) of

the uncertainties and correlations for the dosimeter
cross section is beyond the scope of this paper.

Two examples of the spectrum-unfolding analysis
which simultaneously treated all four dosimeter sets
are illustrated in Figures 3 and 4. In Figure 3, one
notes that the adjusted multi-group flux appears to be

somewhat softer than the a-priori flux. Group-to-group
fractional uncertainties were reduced to as low as 12%
in the region of maximum response above the sodium dip

(25 keV). Illustrated in Figure 4 is the overall
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INEL-A-13 764

Fig. 3,

Energy (eV)

Comparison of a-priori and adjusted
multigroup fluxes for XX-1 dosimeter
at midplane.

hardening of the a-priori reflector neutron spectrum
by the adjustment. The two figures illustrate the
significant differences in the energy distribution of
the neutron flux between a mid-plane and a reflector
location and point to the sensitivity of the reflector
reaction rates to resonance capture.

Cross-Section Adjustment _

A least-squares adjustment of the fission-product
multigroup cross sections was made with FERRET based
on the following a-priori information:

1) Adjusted multigroup fluxes and adjusted flux
covariance matrices from the spectrum
unfolding analysis,

2) 47 group fission-product cross sections
based on ENDF/B-IV,

3) parametric representations for the cross-
section covariance matrices.

Summarized in the 4th column of Table II and
illustrated by Figures 5-8 are some of the results of
the FERRET analysis. The C/M ratios given in Table
II present "conventional" integral tests of the
fission-product cross sections. For example, both the
midplane and reflector C/M ratios for ^'^^Nd indicate
the need for an upward adjustment in the cross section
throughout the region of sensitivity of the fluxes.
The C/M ratios based on the adjusted fission-product
cross sections and fluxes were essentially 1 for all

cases except those with large errors in the measured
reaction rate, e.g.

1 52 Eu. Shown in Figures 5-8 are
comparisons of the a-priori and adjusted cross
sections for ^'*^Nd, ^"^^Nd, i'*''Sm and I'+^sm, isotopes
for which no previous integral capture data have been
reported. As expected, the adjustment in the cross
section is mainly over the region of maximum response
in the neutron fields and the magnitude of the adjust-
ment is approximately given by the inverse of the C/M
ratios from Table II.
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Fig. 4. Comparison of a-priori and adjusted
multigroup fluxes for XX-2 dosimeter
in the reflector.
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Discussion

Some qualitative comparisons of the present inte-
gral results and cross section adjustments with other
integral data, measured differential cross sections

and/or evaluated cross sections were made. Integral
checks of the ENDF/B-IV cross sections for I'^^Sm and
^"^^Sm based on reactivity-worth measurements in the
STEK cores has been reported as C/M ratios^. The C/M

ratios from the present experiment are in good agree-
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ment with the STEK results. For ^''^Hd, i'+'*Nd and
I'^^Nd, Gruppelaar^^ has reported adjusted cross

sections (RCN-2A set) based on reactivity-worth
measurements in the STEK cores. A comparison of the

adjusted Nd cross sections from the present work with

those of Gruppelaar indicates good agreement for

^'*^Nd and reasonable agreement for ^'*^Nd and ^^'^Nd.

A comparison of the preliminary EBR-II adjusted cross
sections with recent differential data indicates
reasonable agreement for ^'^^Sm and ^"^^Nd and good
agreement for I'^^Nd and ^'^'^Nd^'*.

We consider the present integral results and
FERRET analyses to be of more use in data evaluation
than just for qualitative comparisons of C/M ratios
and adjusted cross sections. Especially of use to the
data evaluator are the adjusted cross sections and

associated adjusted covariance matrices. The adjusted
covariance matrices embody all the uncertainties and
correlations associated with these integral exper-
iments. The data could subsequently be used by the
evaluator to adjust evaluated point cross sections
based on nuclear model calculations and measured
differential data^. Furthermore, with the advent and

utilization of covariance files for ENDF/B cross
sections, this approach to data evaluation will uti-
lize in the most consistent way all the measured and

calculated information important to determining point-
wise cross sections for fission-product isotopes.

In summary, we would like to emphasize the
unique features and contributions of the present
experiment and analyses. From an experimental
standpoint,

1) small sample sizes were required (pg
quantities of highly enriched rare-earth
samples were prepared with the INEL
electromagnetic mass separator),

2) short -time (""30 days) irradiation of samples
in different neutron fields of high flux
test reactor,

3) spectral characterization of neutron fields
by use of passive dosimetry,

4) capture reaction rate measurements based on
conventional mass spectrometric and Ge(Li)
spectrometric techniques and capabilities
at the INEL.

From an analysis standpoint, we have demonstrated the
adjustment of cross sections based on the present
integral results to be consistent with other evalua-
tions and differential measurements.
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MEASUREMENTS AND ANALYSES OF NEUTRON TRANSPORT THROUGH IRON

N. E. Hertel , R. H. Johnson, J. J. Doming, and B. W. Wehring
University of Illinois at Urbana-Champaign

Urbana, Illinois 61801

Integral experiments have been performed using a thick homogeneous spherical shell of iron

to test existing neutron cross section data. Neutron leakage spectra were measured for Cf-252-
fission and DT-fusion neutron sources using an NE-213 spectrometry system. An associated
particle detector monitored the absolute DT neutron source strength and the amount of DD neutron
contamination in the DT source spectrum. The leakage spectra were calculated using the con-
tinuous-energy Monte Carlo code VIM and the discrete-S code ANISN. For neutron energies
between 1 and 5 MeV, the calculations underpredicted tne leakage spectrum by factors of 2 to 1.4

for the Cf neutron source and of 3 to 2 for the DT neutron source. The large discrepancies
are attributed to inadequate representation of cross-section resonance structure (viz.,

minima); inadequate representation of the angular and secondary energy distributions for

continuum inelastic scattering and (n, 2n) reactions may also contribute to these discrep-

ancies.

(Integral tests of ENDF/B-IV; iron)

Introduction

Integral tests of evaluated nuclear data for

iron were obtained by comparing measurements and calcu-
lations of the absolute energy spectrum of neutrons
leaking from a bare homogeneous spherical iron shell

containing a neutron source at its center. Iron was
selected for testing because of its extensive use as a

structural material in traditional nuclear engineering
applications, its projected use in fusion reactors,^
and its use as a shielding material in neutron
radiotherapy shielding and collimators/

The measurements were made for neutron energies
between 1 and 15 MeV using a NE-213 proton-recoil
spectrometer.^'"* Two different neutron sources were
used, a ^^^Cf fission neutron source and a 14-MeV DT

fusion neutron source provided by a neutron generator.
The neutron generator drift tube was accomnodated by

a reentrant hole in the spherical shell.

The leakage calculations of neutron spectra were
done using the one-dimensional discrete S^ code ANISN^
and the continuous-energy Monte Carlo code VIM^ both
with cross section data derived from ENDF/B-IV.''^
The Monte Carlo code VIM was also used to investigate
the effects of the reentrant hole, the base and supports
of the iron sphere, and impurities in the iron.

Experiment

The spherical iron shell used in the integral
tests was constructed and used previously by Gulf
General Atomic to perform integral tests of iron cross
section data in the keV region. ^»^° It is supported

on a steel base by two stanchions and pinions. The
full-density 38.1-cm radius iron sphere has a shell

thickness of 6.5 mean free paths for 14-MeV neutrons
and 6.9 mpf for 2-MeV neutrons. Two cylindrical re-
entrant holes with plugs provide access to the 7.7-

cm radius central void.

To perform the ^^^Cf neutron leakage measure-
ments, a ^^^Cf sealed needle was suspended in the
center of the central void. The neutron source
spectrum for ^"Cf has been thoroughly investigated at
the University of Illinois^ and was determined to be
well -represented above 1 MeV by a Maxwell ian distri-
bution ((}) « /E e-E/T) with a temperature T of 1.43 +

0.02 MeV. The DT neutrons for the DT measurements
were produced using a Texas Nuclear neutron generator
utilizing a bombarding deuteron energy of 60 keV. One
of the reentrant holes was used to accommodate the
neutron-generator drift tube.

The absolute normalization of the experimentally
determined leakage spectra is essential to extracting
information for the comparisons with calculations.
Measurements using the ^^^Cf source were performed on

an absolute basis by recording the live time duration
of the measurement. Fluctuations in the deuteron beam
current and tritium burnup in the target made this
difficult when the DT neutron source was used. There-
fore, an associated particle system was constructed to

monitor the neutron production rate by counting the
associated alpha particle from the DT reaction. -"^

The associated particle system also served as a

monitor of the DD neutron contamination of the DT

source spectrum.

The neutron leakage measurements were made using
the NE-213 spectrometry system assembled at the

University of Illinois.^'"* The NE-213 proton recoil
spectra obtained in the measurements were unfolded
using the FORIST unfolding code^^ and the University
of Illinois neutron response matrix.^ Background was
measured by placing a paraffin shadow cone midway
between the detector and the spherical assembly. For
the DT leakage measurement the detector was 265 ± 1 cm
from the source (the center of the sphere) and at an

angle of 45° to the incident deuteron direction. For
the ^^^Cf measurement, the source-to-detector distance
was 227 ± 1 cm. The detector and source were both
located approximately 1 m above the concrete floor for
all measurements.

Calculations

Calculations of the leakage spectra for the iron

sphere were performed with the Monte Carlo code VIM^
and the one-dimensional discrete-ordinates Sp code
ANISN. ^ These calculations were performed using
cross-section data derived from ENDF/B-IV.^'® The
fixed source option of each code was employed. Be-

cause of its multidimensional capabilities, the VIM
code was also used to analyze the effects of the
spherical shell reentrant hole and the base and
supports on the DT neutron leakage spectra.

The VIM code is a continuous-energy Monte Carlo code

with a combinatorial geometry package which allows for

the description of complicated and irregular assembl ies

for one-, two-, and three-dimensional calculations.

Cross section definition in VIM was by composition-
independent microscopic data sets derived from
ENDF/B-IV for neutron energies between 1 eV and 14.2

MeV. Cross sections are specified pointwise and
interpolated linearly in energy to provide a continu-
ous energy cross section description.®
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The ^^^Cf source spectrum was randomly generated

using a Maxwell ian with a 1.43 MeV temperature. The

DT source was randomly generated between 13.8 and

14.2 MeV. For all VIM calculations, the source was

located in a 0.24-cm radius spherical region at the

center of the central void. The results were binned

in the 171 group energy structure of the DLC-41/

VITAMIN-C multigroup cross section set.^'

All leakage calculations using ANISN were per-

formed with $32 P3. Previous studies for similar

calculations showed that these values were adequate

for calculating leakage spectra to the degree of

accuracy needed. Eighty spatial intervals were used

with 24 of them in the spherical void. All calcu-

lations were performed for a distributed source

located in the 0.24-cm radius inner mesh of the central

void.

The ANISN leakage calculations were performed

using two coupled neutron and gamma-ray cross-section

sets generated at ORNL, DLC-41/VITAMIN-C^ ^ and DLC-47/

BUGLE.'"* The DLC-41 multigroup cross-section set has

171 neutron groups from 10"^ eV to 17.33 MeV and 36

gamma-ray groups from 10 keV to 14 MeV. The multi-

group neutron cross sections were generated in MINX

from ENDF/B-IV for a weighting function which con-

sisted of a Maxwellian from 10"^ eV to 0.125 eV, a

1/E shape from there to 820.8 keV, a fission spectrum

from 820.8 keV to 10 MeV, a 1/E shape from 10 to

12.57 MeV, a velocity exponential fusion peak from

12.57 to 15.57 MeV, and a 1/E shape above 15.57 MeV.

Calculations were performed using infinitely dilute

and self-shielded versions of the DLC-41. The self-

shielding was done using the BONAMI code which imple-

ments the Bondarenko formalism.

Since the calculations done using the DL_C-41

cross section set are large and costly, most leakage

calculations for the ^"Cf, DT and DO sources were

performed using the DLC-47 cross-section set which was

collapsed to provide the 45-neutron and 16-gamma-ray

multigroup DLC-47 cross section set. The DT distri-

buted source was represented by the 13.50 to 14.19

MeV group and the DD distributed source by the 2.365

to 2.725 MeV group.

Results and Discussion

The DT leakage spectrum at the neutron detector

location (45° from the deuteron beam) calculated by

VIM with the reentrant hole defined exactly was in

good agreement with the VIM results with no reentrant

hole (one-dimensional calculation). The agreement for

other neutron detector locations was not as good; this

was the reason the detector location at 45° was

selected for the neutron measurements. The leakage
spectrum calculated with VIM which included the base

and supports was also in good agreement with the one

dimensional VIM results. These comparisons showed
that the neutron spectrum at the neutron detector can

be adequately predicted by a one-dimensional calcu-
lation. The VIM calculation of the leakage spectrum
from tne sphere incorporating the various impurities
demonstrated that the effect of neglecting these im-

purities in the iron was also small.

^"Cf Source

The neutron leakage spectrum calculated using VIM
and ANISN (self-shielded DLC-47) for the ^^^Cf source
is shown in Fig. 1. Above 2.5 MeV, the agreement is

good; however, the VIM calculation suffers from

statistical error at high neutron energies. Below

2.5 MeV, the VIM calculation predicts a higher neutron
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Fig. 1. Neutron leakage spectrum from the iron
sphere for the ^^^Cf source. The circles are
the VIM results and the histogram is the ANISN
results using DLC-47. The ratios of the ANISN
to VIM results are plotted in the top portion of
the figure for the DLC-47 group structure.

leakage. The results of the fine-group self-shielded
DLC-41 calculation were in good agreement with the
DLC-47 results shown here. Figure 2 shows the
measured neutron leakage spectrum compared to the DLC-
47 calculation. To facilitate this comparison, the
calculated spectrum has been smoothed with the reso-
lution used in FORIST to smooth the unfolded spectrum.
These measured data agree well with the previous
measurements made by Johnson.'^ However, they do not
agree with the calculated results. Both the ANISN
calculation and the VIM calculation significantly
underpredict the measured leakage with the disagree-
ments increasing for lower neutron energies. These
results are tabulated in Table I.

The present results are in general agreement with
previous results using cylindrical samples ("broom-
sticks") of iron at ORNL.'^ These "broomstick" ex-

periments revealed disagreement between the measured
and calculated transmitted fluxes between 1 and 5 MeV.

The conclusion drawn from those discrepancies was that

the average iron total cross section in ENDF/B-IV was

about 4% high from 1 to 5 MeV. The results of the

present work also indicate that a reassessment of the

total cross section of iron below 5 MeV is warranted.
These deficiencies in the evaluated total cross section

are explained in part by errors in the cross sections

for inelastic scattering exciting the first three
discrete levels in iron. Cramer and Oblow observed
that the evaluated inelastic scattering cross section
in ENDF/B-IV is 30-100% too large for energies up to

1 MeV above the discrete inelastic level scattering
thresholds.-'^ Since the first three levels in iron are

at 0.861, 1.43, and 2.12 MeV, the lowering of the in-

elastic cross section in the 1 to 5 MeV region would
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Fig. 2. Neutron leakage spectrum for the iron

sphere and the ^^^Cf neutron source. The ratio
of the ANISN calculation (histogram) using the

DLC-47 cross-section set to the measured leakage
spectrum (± 1 standard deviation error bars) is

shown in the upper plot. The calculation was
smoothed with the resolution of the unfolded
spectrum.

improve the ability to predict the measured leakage
spectrum.

The deficiency of the ANISN calculations as

compared to the VIM calculations in the 1-2.5 MeV

energy region also is the result of inadequate repre-

sentation of the inelastic scattering cross section.

The DLC-47 cross section set used in the ANISN calcu-
lation has self shielding applied only to the absorpt-
ion and elastic scattering cross sections. As a

result, the inelastic scattering cross section is too
high in the vicinity of the inelastic scattering
threshold. ^«

1 2 3 4
hELTTRON EhERGY

6 8
(MeV)

15 20

Fig. 3. Neutron leakage spectrum from the iron
sphere for the DT neutron source including 5% DD
contamination. The ratio of the ANISN calcu-
lation (histogram) using the DLC-47 cross-section
set to the measured leakage spectrum (± 1 standard
deviation error bars) is shown in the upper plot.
The calculation was smoothed with the resolution
of the unfolded spectrum.

D-T Source

The measured DT neutron leakage spectrum for the
iron sphere is compared to the ANISN calculation using

DLC-47 in Fig. 3. The source for this ANISN
calculation included DD neutron contamination equal to
5% of the DT source strength. This amount of DD

contamination was determined to be present during the
neutron leakage measurement by use of the associated
particle system. However, this calculated leakage
spectrum is not significantly different than the one

calculated with the fine group DLC-41 assuming no DD

contamination. Both ANISN calculations substantially
underpredict the measured DT neutron leakage spectrum

Table I. Measured and ENDF/B-IV-calculated neutron leakage for the iron sphere

containing the ^^^Cf neutron source.

Energy Region
(MeV)

Measurement
(n/source n)

VIM'^

(n/source n]

ANISN ,° DLC-47
(n/source n)

5 - 10 (5.0 ± 1.7) X 10
^

(4.4 ± 0.5) X 10-4
5 2 X 10-4

2.23 - 5 (5.6 ± 0.2) X 10'^ (4.1 ± 0.3) X 10-3 4 1 X 10-3

1.0 - 2.23 (8.7 ± 0.3)
-2

X 10
^

(5.2 ± 0.1) X 10-2 4 2 X 10-2

The calculations were smoothed with the resolution of the measurement (unfolded spectrum).
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Delow 10 MeV, whereas the transmitted 14-MeV neutron

peak is accurately predicted by these calculations.

The comparison of the DT neutron leakage spectrum

calculated by VIM with that calculated by ANISN
revealed an error in VIM. From approximately 10 MeV

down In energy, the VIM results were consistently lower
(20-30%) than the ANISN results. In the version of VIM

ENDF/B-IV cross sections used, the second energy prob-

ability tables for continuum inelastic scattering and
(n, 2n) events were generated for incident neutron

energies up to only 10 and 11.4 MeV, respectively. In

order to provide secondary distributions for continuum
inelastic scattering, the VIM code extrapolated the

data for an incident energy of 10 MeV to 14 MeV result-
ing in the underprediction of the leakage spectrum from
1 to 10 MeV. Hence, the discrepancy between these VIM
and ANISN calculations shows that the results of this
integral test are sensitive to inelastic scattering and

(n, 2n) data.

Neutrons emitted in continuum inelastic scattering
with iron nuclei are forward peaked particularly for

neutrons emitted above 3 MeV.'^ However, the ENDF/-
B-IV data treats continuum inelastic scattering as

isotropic. To approximately incorporate the effect of

anisotropy in continuum inelastic scattering for ENDF/-
B-IV, an ANISN calculation was performed using a modi-
fied version of the DLC-47 cross-section set. The set
was modified to include a P;^ component equal to
one-half of the Pq component at zero degrees for

neutrons reacting at the source energy. The use of

this modified DLC-47 cross section set decreases the
discrepancies between the calculated and measured leak-
age spectra, however this reduction was small compared
to that which would be necessary to bring them into
even rough agreement. The DT leakage results are
summarized in Table II. The number of neutrons calcu-
lated to leak from the sphere above 10 MeV using
ENDF/B-IV data agrees well with the measured value.
Between 5 and 10 MeV this calculation underpredicts the
measured value; although the number calculated using
the modified DLC-47 cross section set is in slightly
better agreement with the measured value in this energy
range, both calculations agree with the measurement
within experimental error. However, all three calcu-
lations grossly underpredict the measured numbers of

leakage neutrons in the two lower energy intervals in

Table II.

The secondary energy distributions for continuum
inelastic scattering and (n, 2n) events are averaged
over their angular dependencies in the present ENDF/B-

IV data. However, experimentally observed emitted
neutron spectra for these reactions in iron^^

indicate that the temperature describing the

secondary energy distribution of neutrons emitted in

the forward directions is higher than that of neutrons
emitted in the backward directions. Since forward
scattered neutrons are more likely to escape from the
iron sphere, calculations performed with the secondary
neutron energy distribution averaged over all emission
angles, such as those reported here, should be expected
to underpredict the leakage spectrum due to the in-

correct effective downward shift in energy of these
neutrons. This effect is less important in smaller
spheres, such as those used in the LLL pulsed sphere
program,^" since the leakages from them are less

significantly affected by forward-scattered neutrons.
A calculation which roughly takes into account the re-

coil energy of the iron nucleus and assumes that the
i;NDF/B-IV average emission spectrum corresponds to neu-
tron emission at 90°, indicates that the low-energy
part of the calculated leakage spectrum would shift
upward in energy if these effects were included in the
'lata, and that substantially better agreement between
the calculated and measured leakage spectra would
result. For example, the computed leakage value at 1

ileV would shift up in energy by about 0.27 MeV and the
leakage value at 10 MeV would shift up in energy by

about 0.4 MeV. Thus, the inclusion of a correlated
angle-energy description for secondary neutrons emitted
in continuum inelastic scattering and (n, 2n) events
would result in a better prediction of the DT neutron
leakage spectrum from the iron sphere. It is recom-
mended that such a change be considered for inclusion
in future evaluated nuclear data files.

Conclusions

Comparisons of neutron leakage spectra calculated
using ENDF/B-IV data with measured neutron leakage
si^|ctra from an iron sphere have been made for a

Cf fission neutron and a DT fusion neutron source.
The neutron leakage results for the ^^^Cf source in

the iron spherical shell showed that the ENDF/B-IV
total cross section for iron is too high between 1 and

5 MeV. It was concluded that a poor representation of
the inelastic level cross section just above the

Table II. Measured and ENDF/B-IV-calculated neutron leakage for the iron sphere
containing the DT neutron source.

Energy Region
(MeV)

Measurement
(n/source n)

DLC-41

ANISN^
(n/source n)

DLC-47'^ DLC-47^

(2.0 + 0.1) X 10-2
1 9 X 10-2

1 9 X 10-2 1.9 X
10-2

10 (5.3 ± 2.2) X 10-3 3 5 X 10-3 3 7 X 10-3 4.0 X 10-3

5 (2.3 + 0.1) X 10-2
1 0 X 10-2

1 1 X 10-2 1.2 X 10-2

2.23 (1.9 + 0.1) X
10-1

6 2 X 10-2 6 7 X 10-2 6.9 X
10-2

The calculations were smoothed with the resolution of the measurement (unfolded spectrum),

'includes 0.05 DD neutron contamination per DT source neutron.

The continuum inelastic cross sections in the DT source group were changed to have a P,

component equal to 50% of the Pq component.
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thresholds for the first three levels contributes to

this deficiency in the total cross section. The neu-

tron leakage spectrum for the DT source in the iron

spherical shell was greatly underpredicted by the cal-

culations done using ENDF/B-IV. The effect of includ-

ing the anistropy of inelastically scattered neutrons

was investigated and found to account for only a small

portion of this large discrepancy. It was concluded

that a correlated angle-energy description of secondary
neutrons emitted in continuum inelastic scattering and

(n, 2n) events should be included in future evaluated
nuclear data files for iron

Finally, the fact that the computations signifi-

cantly underpredict the measured spectra in the 1 to 5

MeV region for both the ^^^Cf and DT sources

leads to .the historic question of the adequacy of the

measured and evaluated total cross section data in the

energy regions of the cross section interference minima

(windows) immediately below scattering resonances. The

low impurity level, combined with the large shell-
thickness of the sphere used in the present experiment,

increases the significance of the contributions to the
leakage spectra of neutrons which stream through
portions of the shell at energies in the windows
associated with narrow cross section minima. Deeper
minima in the total cross section data in the 1 to 5

MeV region would directly increase the leakage calcu-
lated in this region in the VIM Monte Carlo calculat-

ions and indirectly increase it in the ANISN transport

calculations through the self-shieldingfactors used in

developing the multigroup cross section sets. Clearly

other experiments, in which the impurity levels were

higher than the very low values here and/or the

shell thicknesses less than that of the very thick

sphere used here, would be far less sensitive to such

cross section minima.
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NEUTRON ENERGY SPECTRA IN THE FAST BREEDER BLANKET FACILITY

D. W. Vehar, R. H. Johnson and F. M. Clikeman
School of Nuclear Engineering

Purdue University
West Lafayette, Indiana 47907, USA

Neutron energy spectra have been measured for the initial loading of the FBBF, in the
energy range from 1 keV to 3 MeV and for radii of 0.385, 0.563 and 0.711 m. Hydrogen- and
methane-filled proton-recoil detectors are used for the measurements. Energy spectra are cal-
culated using the two-dimensional diffusion code 2DB and a self-shielded cross section set

based on ENDF/B-IV. Measured and calculated spectra are compared on an absolute basis for a

source strength of lO^*-* neutrons per second. The calculations overpredict the measured total
flux between 1 keV and 3 MeV at a radius of 0.385 m and underpredict it at a radius of
0.711 m. Thus, the calculated flux decreases with radius more rapidly than the measured flux.

The shape of the neutron spectrum is predicted reasonably well at all three radii, although
less structure is seen in the calculations due to the large energy group widths.

[Fast reactor. Fast Breeder Blanket Facility, neutron spectrum, proton-recoil, calculated neutron spectrum, 2DB]

Introduction

The Fast Breeder Blanket Facility (FBBF) is a

subcritical facility designed to test mock-ups of fast

breeder reactor blankets.^ The experiments are
designed to provide information about reaction rates,

neutron energy spectra and gamma-ray energy deposition

rates as a function of position in the blanket. Com-

parisons between calculations and experiments should

serve as a test of both the calculational methods and

the cross sections used for the calculations. Meas-
urements of neutron energy spectra are useful in veri-
fying the calculational methods and aiding in the

investigation of any discrepancies between calcula-
tions and measurements of integral data. Proton-
recoil proportional counting is the method best suited
for measurements in the FBBF due to the small size and

relatively fine resolution of the detectors. Although
the energy range for which proton-recoil gas-filled
detectors is limited to approximately 1 keV to 3 MeV,

this is the most significant region of the neutron
energy spectrum.

Facility Description

A view of the FBBF is shown in Figure 1. At the

center of the cylindrical facility are four Cf-252
spontaneous fission sources, each containing approxi-
mately 1 mg of Cf-252, and spaced so as to approximate
a cosine distribution. The total source strength is

approximately 10^0 neutrons per second. The source
rod is lowered into a concrete storage cask below the
facility when it is not in operation.

Surrounding the source region are inner and outer
transformer regions for shaping the energy spectrum of
neutrons from the Cf-252 sources. The neutron energy
spectrum at the outer radius of the transformer
regions (0.22 m) closely matches that at the core-
blanket Interface of a commercial LMFBR. The inner
transformer contains stainless-steel clad, A. 8 percent
enriched fuel rods in a close-packed hexagonal array.
The inner transformer has an inner and outer radius of
0.025 and 0.16 m, respectively, and an active height
of 0.91 m (3 feet). The outer transformer contains
the same type of fuel, but on a wider pitch. Sodium
in stainless-steel cans is placed between the rods.
The remaining spaces in both transformer regions are
filled with boron carbide powder.

The initial loading for the FBBF consists of a

two-region blanket, with outer radii of 0.57 and
0.74 m. The fuel is aluminum-clad natural UO2 fuel
rods with an active length of 1.22 m (4 feet). Each
fuel rod in the inner blanket is placed in a secondary

cladding of stainless steel,

close-packed hexagonal array,
materials In the inner blanket
of current LMFBR blankets,
aluminum, which was substlt
outer blanket, the secondary
Since the outer blanket co

natural UO2, somewhat cleaner
ted. A carbon-steel and NaCl
blanket regions.

The rods are loaded in a

Number densities of
are comparable to those

with the exception of
uted for sodium. In the
cladding is aluminum,

ntalns only aluminum and

experiments are permit-
reflector surrounds the

Drive Package

Upper Blanket

Radial Reflector

Inner Transformer

Outer Transformer

Source Holder

Figure 1. Cross Sectional View of the FBBF

Calculations ,
-

Calculated spectra were obtained for the FBBF
using the two-dimensional diffusion code 2DB.^

Region-dependent cross sections for the calculation
were generated using the one-dimensional diffusion
code IDX. Resonance self shielding is treated in IDX

by the Bondarenko self-shielding factor method. An

external source option was added to the IDX code to

allow the use of a multlregion one-dimensional model

of the FBBF.^ Region-dependent weighting spectra were

used to collapse cross sections to 30 energy groups
from the 50-group DLC-40/LIB-IV cross section
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library.^ The two-dimensional (R-Z) diffusion calcu-

lation was done using a 15-region model in 30 energy

groups

.

Measurements

Neutron energy spectra were measured using

proton-recoil proportional counters. The detector and

preamplifiers used were designed to fit inside metal

tubing with an inner diameter of 15.3 mm. Thus, only

one fuel rod must be removed from the blanket to

accommodate the detector and preamplifier. Two

hydrogen-filled proportional counters (with different

fill gas pressures) and one methane-filled detector

are used for the measurements. The three detectors

are cylindrical and identical in construction except

for the fill gas. The active length of the detector

is 25.4 mm (1 inch) with an outside diameter of

12.7 mm (0.5 inch) and a wall thickness of 0.89 mm

(0.035 inch). Two-parameter analysis is used for

measurements with the hydrogen detectors to distin-
guish between neutron and gamma-ray events in the

detector.^ The methane detector can be used without

gamma-ray discrimination, and single-parameter anal-

ysis is used. Neutron spectra are obtained from the

proton-recoil data by differential unfolding with the

PSNS-N data reduction codes. ^ The PSNS-5 code which
actually does the differential unfolding has been

rewritten to incorporate a different method of numeri-
0

cal dif ferentiation.°

Results

Neutron energy spectra have been measured in the

FBBF blanket at radii of 0.385, 0.563 and 0.711 m at a

height of 0.460 m above the bottom of the active fuel.

This corresponds to the midplane of the transformer

region. Figures 2-4 show measured and calculated
spectra for each of the three radii. The data are

presented on an absolute basis for a neutron source

strength of 10^" neutrons per second. The experimen-
tal data is presented in the figures as vertical bars

representing ± one standard deviation statistical

error. The systematic errors are not shown, but are
estimated to be about 5 percent. Sources of sys-

tematic error include the neutron source strength
(approximately 3 percent), detector sensitivity (less
than 1 percent) and energy calibration errors (less

than 0.5 percent). Errors in energy calibration will
affect the magnitude of the neutron flux per unit
lethargy by the same percentage.

The calculation overpredicts the magnitude of the

measured spectrum at 0.385 m by about 30 percent, with

the calculation yielding a very slightly softer spec-
trum. The calculated spectrum shows a dip in group 12

(24.78 - 40.87 keV) corresponding to the 28 keV iron

and 35 keV aluminum resonances, and a dip in group 7

(301.97 - 497.87 keV) corresponding to the 440 keV

oxygen resonance. The group structure in the calcu-

lated spectrum is too coarse, however, to show the
other resonances of aluminum and oxygen. At a radius
of 0.563 m, the calculation again overpredicts the

experimental spectrum, but only by about 12 percent.
The calculated spectrum is slightly softer than the

experimental spectrum. At a radius of 0.711 m, the

calculation underpredicts the experiment by about 9

percent, with the calculated spectrum again softer
than the experimental spectrum. It is seen from the

figures that the calculation in general predicts a

slightly softer spectra than actually measured. In

addition, the magnitude of the calculated flux falls

off more rapidly than the experimental, although it

starts out higher in the inner portion of the blanket.

The softening of the spectrum with blanket radius is

readily apparent.

Figures 5-7 compare the 2DB calculated spectra

with the experimental spectra collapsed to the 30-

group structure. The agreement between the calcula-
tion and experiment in the shape of the spectra is

more easily seen.

The 2DB diffusion code with the present cross

section set does a reasonable job of predicting neu-

tron energy spectra in the FBBF blanket. It has prob-

lems, however, with the magnitude of the flux. The

reasons for this have not been fully resolved.
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^^°U AND '^^'^TH CAPTURE RATES IN THE FBBF

G. A. Harms, F. M. Clikeman
R. H. Johnson, R. C. Borg

and K. 0. Ott
School of Nuclear Engineering

Purdue University
West Lafayette, Indiana 47907, USA

The Fast Breeder Blanket Facility (FBBF) is designed to test mock-ups of fast reactor
blankets. The FBBF currently has a -two-region blanket consisting of natural UO2, aluminum,
and stainless steel. Neutron capture rates for ^'^U, ^^^Th, ^^^Au, and ^^Mn were measured at

the midplane of the FBBF. A two-dimensional diffusion calculation of reaction rates in the

facility was performed and the results compared with the measurements. The C/E values range
from 0.99 to 0.57 for 238^^ o.97 to 0.89 for ^^^h, 0.95 to 0.85 for ^^^Au, and 1.21 to 0.88
for 5^n. The calculation agreed well for materials not present in the FBBF (^-^^Th and ^^'Au)
but diverged for ^-""U and -^-"Mn which are significant constituents of the facility. An
independent Monte Carlo calculation gave 238^ capture rates that agree well with the experi-
mental results.

[fast reactors, blankets, breeding, capture rates. Fast Breeder Blanket Facility, foil activation]

Introduction

The Purdue University Fast Breeder Blanket Facil-

ity^ (FBBF) is a subcritical, cylindrically-symmetric
facility designed to test mock-ups of the blanket
regions of commercial fast breeder reactors. The FBBF

OCT
is driven in its central region by four discrete Cf

sources spaced on the axis of the facility to simulate
a chopped-cosine distribution. The total neutron
source rate is approximately 10^*^ neutrons per second.
The source is surrounded radially by a two-region
transformer that modifies the spontaneous fission neu-
tron spectrum of the '^^^Cf sources to one that closely
approximates the spectrum at the core-blanket inter-
face of a comercial fast breeder reactor. The outer
radius of the transformer is 0.22 m. The transformer

is surrounded by the blanket region. The current
blanket loading has two regions of outer radii 0.57 ra

and 0.74 m. The inner blanket consists of natural UO2
fuel rods clad in aluminum with a secondary cladding
of stainless steel. The outer blanket also consists
of aluminum-clad natural UO 2 fuel rods but with a

secondary cladding of aluminum. The outer blanket is

surrounded by a carbon steel and sodium chloride
reflector of outer radius 0.89 m.

Measurements

A number of fuel rod locations contain removable

experimental rods. These locations are identical in

every other respect to ordinary rod locations. Spe-

cial rods were fabricated with removable ends to allow
the placement of experimental assemblies between the

fuel pellets of these rods. Single foils ranging in

thickness from 0.03 mm to 0.13 mm were used to measure
activation rates in the FBBF. Gold and thorium foils

were placed inside stainless steel covers with a wall
thickness of 0.7 mm and overall length of 1.9 mm.
Depleted uranium and manganese-copper foils were used

without covers. The foil assemblies were then placed

at the axial midplane of the FBBF. After irradiation,
the foils were removed and counted for neutron capture

product activity.

of the Ge(Li) detector and corrected for geometrical

effects by counting a foil at the face of the detector
and at a distance of 105 mm from the detector face.
Foils with two or more radioactive isotopes present

were counted only with the Ge(Li) system. Foils in

which a single radioactive nuclide was produced were

counted with the Nal(Tl) system and this system

cross-calibrated with the Ge(Li) system.
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Two counting systems are available: an end-well

Nal(Tl) system and a Ge(Li) system. Data acquisition
and analysis for the Ge(Li) detector was performed

using a Canberra Scorpio 3000 system. The Ge(Li) sys-

tem was calibrated for energy and absolute efficiency
using a mixed radionuclide source and a ^^^Eu source,
both supplied by the National Bureau of Standards.

Foils irradiated in the FBBF were counted on the face

Fig. 1. Ratio of diffusion to Monte Carlo calcula-
tions for 238y capture.

572



The neutron capture rates for the following reac-
tions were measured In the FBBF:

238u(n.Y)239u , 239^^ , 239p„

232xh(n, Y)233Th + 233pg ^.233^

197Au(n,Y)198Au > l^S^g

55Mn(n,Y)^^ + ^^Fe.

The gannna-ray energies. Isotopes, and photon yields
used are as follows:

Uranium- 277.6 keV
photons per decay^

239Pu peak, 0.141 ± 0.004

2. Thorium- 311.9 keV 233u peak, 0.36 ± 0.02 pho-
tons per decay3

3. Gold- 411.8 keV ^^^g peak, 0.955 ± 0.001 pho-
tons per decay^

4. Manganese- 846.8 keV 56pg peak, 0.989 ± 0.003
photons per decay.

^

A more recent measurement of the ^SSpg photon yield of
0.386 ± 0.005 photons per decay was reported by Gehrke
et. al.^ The values taken from Refs. 2-5 were used,
however, to obtain the results given below. The abso-
lute capture rate for the reaction of interest was
calculated from the absolute foil activity and foil

irradiation history. The reaction rates were normal-
ized to a neutron source rate of 10^^ neutrons per
second for comparison with the calculations.

Calculations

A two-dimensional 30-group diffusion calculation

was performed using the code 2DB.^ A homogenized 15-

region model of the facility was used for the calcula-
tion. The active midplane of the facility crosses six

regions of the model: the source, inner transformer,

outer transformer, inner blanket, outer blanket, and

reflector. The remaining 9 regions contain only
structural materials at the upper or lower axial
extremes of the facility. The 50-group library DLC-

40/LIB-IV^ was collapsed using the code IDX,^ a one-
dimensional diffusion code for generating nuclear
group constants. IDX employs the Bondarenko method of
treating resonance self-shielding.

A continuous-energy Monte Carlo calculation of
the FBBF was performed using the code VIM.'^'^ to
reduce the running time of the problem, the active
regions of the facility were treated as a series of
homogenized concentric cylinders. Reaction rates were
available from this calculation only for the materials
present in the FBBF. Figure I shows the ratio of the

diffusion calculation to the Monte Carlo calculation
for the reaction 238^(^,^^)239^^ ^he two calculations
agree well through the first third of the inner

blanket ( to a radius of about 0.35 m) beyond which the
ratio declines to 0.83 at the outer experimental posi-
tion of the blanket, "^he minimum value of 0.79 occurs
at the interface between the inner and outer blankets.
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Fig. 2. Diffusion calculation and preliminary experi-
mental results for 238y capture.

Fig
men

. 3. Diffusion calculation and preliminary experl-
tal results for 197^^ capture.
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Results

238^

shown in Fig. 2. The curve indicates the result of

the diffusion calculation and the sjmibols indicate the

preliminary experimental data. The error bars shown

in this and the following figures include only sta-

tistical errors at one standard deviation from the

counting process. Systematic error in the calibration

of the counting system is about 4% and the errors in

the gamma-ray yields used are given above. The uncer-

tainty in the neutron source strength is 3%. A similar

plot for the Au capture reaction is shown in

Fig. 3. In this case, the statistical error is

smaller than the symbols used.

The ratio of the reaction rates calculated by the

diffusion code to the experimentally determined rates
197, 232n 238

55
and

Mn are shown in Figs. 4 through 7. The error bars
shown account only for statistical errors in the

counting process. The C/E values for gold and tho-

rium, elements that are not constituents of the FBBF,

show less than. 10% deviation across both blankets.

Neither data set shows a consistent trend across the

blanket. The C/E values for manganese, which is

present in the stainless steel in the facility, show a

downward trend across both blankets from 1.21 at the

transformer-blanket interface to 0.88 at the blanket-
reflector interface. The C/E values for ^^^U Indicate
good agreement between calculations and measurements
at the transformer-blanket interface but show a radial
dependence similar to the manganese values. Figure 8

shows the ratio of the Monte Carlo results to the
experimental results for the 238^ capture reaction.
Though the combined errors of the calculation and
experiment are large, the C/E values fall within the
quoted statistical error of unity.
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Fig. 8. Ratio of Monte Carlo calculation to prelim-
inary experimental results for 238^ capture.

Conclusions

predicts the capture
197 ? ?9Au and ^-^^Th, materials present in the

accuracy.
238,

The diffusion calculation
rates for

FBBF only as foils, with reasonable accuracy. The
diffusion calculation of the 55]^ gj^^j 238^ capture
rates, both constituents of the facility, diverge sub-
stantially from the measured capture rates. The Monte
Carlo calculation predicts the 238jj capture rate
within statistical error. These preliminary results
would indicate that multigroup diffusion theory, even
with group constants generated specifically for the
blanket, is inadequate to accurately predict neutron
capture rates in the blanket regions of fast reactors.
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GAMMA-RAY HEATING IN THE FAST BREEDER BLANKET FACILITY

K.R. Koch, F.M. Clikeman, and R.H. Johnson
School of Nuclear Engineering

Purdue University
West Lafayette, Indiana 47907, USA

Gamma-ray heating rates in both stainless steel and lead have been measured in the Fast

Breeder Blanket Facility using CaF2 :Dy thermoluminescent dosimeters. The TLD responses in

stainless steel or lead holders were corrected by applying spectral-weighted f-factors.

Corrections for neutron responses were based on CaF2 TLD neutron sensitivities. Radial exper-

imental heating rates are presented and have been compared to results of a radial calculation

performed as three seperate steps: a neutron diffusion calculation, a distributed gamma-

production calculation and a gamma-ray transport calculation. The calculation underestimates

the gamma-ray heating by 20% and kit in stainless steel and by 1% and 32% in lead at the smal-

lest and largest blanket radii respectively. The use of the multigroup method in blanket cal-

culations seems to cause underestimations of several nuclear parameters in the outer blanket

of the Fast Breeder Blanket Facility.

[fast breeder reactors, blankets, FBBF, gamma-ray heating, thermoluminescent dosimeters, TLD, CaFj :Dy]

Introduction

Gamma-ray heating rates have been measured in the

blanket regions of the Fast Breeder Blanket Facility

^

(FBBF) using CaF2:Dy thermoluminescent dosimeters
(TLD's). The gamma-ray heating rates have been meas-
ured in both stainless steel and lead for radial and
axial traverses through the first blanket loading of
the FBBF. These gamma-ray heating measurements have
been made concurrently with measurements of neutron
spectra, neutron capture rates, and fission rates,
thus allowing intercomparisons of the various measure-
ments and the calculations to provide a well-studied
fast breeder blanket. The goal of these experiments
is to identify and resolve the shortcomings of blanket
calculations

.

Facility Description

The FBBF is a cylindrical subcritical assembly
which was designed and built at Purdue University to

mock-up the blanket neutronics of a fast breeder reac-
tor. A major benefit of the subcritical design is

that it allows reproducible measurements which can be
compared with calculations on an absolute basis. The

assembly is 1.78 m in diameter by 1.45 m in height and
consists of two transformer regions containing a

neutron source surrounded by an inner blanket, an
outer blanket, and a 0.15 m thick steel and sodium
reflector. The transformer regions are designed to

modify the fission spectrum of the lOlO neutrons per

second252 cf source so that the neutron spectrum at
the interface with the inner blanket matches the spec-
trum at the core-blanket Interface of an LMFBR. The

inner transformer has an outer radius of 0.16 m and
the outer transformer has an outer radius of 0.22 m
and encircles the inner transformer. Both transformer
regions are 1.1 m in height and consist of
4.8% enriched UO2 fuel rods clad in stainless steel.
In addition, the outer transformer has sodium-filled
stainless-steel tubes in the interstitial voids.

The two blanket regions are 1.22 m in height and
consist of aluminum-clad natural UO2 fuel rods spaced
on a close hexagonal pitch. The inner blanket has a

secondary cladding of stainless steel around the fuel

rods and the outer blanket has a secondary cladding of
aluminum. The inner blanket has an inner radius of
0.22 m and an outer radius of 0.56 m; the outer
blanket has inner and outer radii of 0.56 m and
0.74 m. Throughout the blanket, experimental fuel
rods are located on radial rays and azimuthal rings.

These experimental fuel rods can be disassembled to

allow the insertion of experiments directly between
the 13.9 mm diameter fuel pellets.

Experiment

TLD Sensitivity

Gamma-ray dose measurements were made with 3.2 mm
X 3.2 mm x 0.89 mm CaF2 : Dy TLD chips (TLD-200)2 and a

Harshaw model 2000A - 2000B TLD reader. During pre-
liminary studies of the thermoluminescence charac-
teristics of TLD-200, it was found that reproducible
results could be obtained only if a fixed readout
schedule was stringently followed. The readout
schedule that was used consisted of a fixed fading
time of 24 hours between exposure and readout, careful
reproduction of TLD reader settings and dark current,
and a fixed 3 minute time interval between the start-
ing times of sequential TLD readouts. This readout
schedule yielded reproducible responses for the CaF2

TLD's. Other factors affecting reproducibility are

consistency of annealing times and temperatures and
the cleanliness and handling of the TLD chips.

A set of 120 TLD chips from a single production
batch were used for the gamma-ray dose measurements.
The entire 120 chip set was studied for its response
characteristics to cobalt-60 gamma rays. Four chips

had extremely low responses compared to the rest of

the set; they were eliminated and later found to be

thinner than the nominal 0.89 mm thickness. The

remaining chips had a range of sensitivities with a

standard deviation of 4.8%. In addition, each TLD
chip had a relative position within the range of

responses that was reproducible within statistics. As

a result of this information, the set of 116 chips was

divided in half at the median of the sensitivities to

form two sets of higher precision. The TLD's of each

of the two sets were then assigned correction factors

normalizing each TLD's response to the set's mean

response. These two sets, known as precision sets,

had standard deviations of 2.8% for the corrected

responses.

The two precision sets were calibrated in the

dose range of 0.008 to 0.750 joules per kilogram using

a cobalt-60 irradiation facility. The exposure of

each calibration run was measured using a gamma-ray
exposure-rate meter and an ionization chamber. The

measured exposures were accurate to 2% statistical
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error and 3% systematic error. Several TLD's from
each precision set were exposed simultaneously so that

averaged responses of higher precision could be

obtained. The TLD's were exposed through a 6.4 mm
thick acrylic plastic sheet at several different expo-
sures. The resulting dose versus response curve for

each precision set was extremely linear over the cali-

brated range and was fit to a line forced through the

origin using an Iterative double-error least-squares
method. The resulting fits were extremely good with
statistical errors of «. ily 0.9% for the slopes.

Measurements

The gamma-ray heating measurements were made with
four TLD's placed in either a stainless steel or lead
holder so that averaged responses of higher precision
could be obtained. The holders were designed to hold
the four TLD's in a 6 . 4 mm x 6 .A mm x 0.89 mm geometry
and thus fit inside of an experimental fuel rod. The

holders had overall dimensions of 12.7 mm diameter by
4.37 mm height with 1.59 mm thick walls. Radial meas-
urements were made at the blanket's active mldplane
along a radial ray of experimental rods. Axial meas-
urements were made over the full active fuel height at

four radial positions in the blanket. Background

measurements without the ^^^Cf source in place were
made at the same locations so that the fuel's natural
activity could be eliminated.

F factors

Each measured TLD dose must be corrected to

obtain the dose deposition in the material used as the

holder. This correction is based on cavity ionization
theory for the TLD-holder geometry. The corrections
are made in the form of f-factors (ratio of TLD dose
to holder dose).^ Energy-dependent f-factors are

based on the response of the TLD's to electrons of
various energies created by a discrete-energy gamma
ray interacting in the holder. Energy-dependent
f-factors were obtained for the CaF2-stalnless steel
and CaF2-lead combinations of TLD and holder
materials.^ These energy-dependent f-factors were
based on a single 3.2 mm x 3.2 mm x 0.89 mm TLD and
had to be modified slightly to account for four TLD's
per holder. The energy-dependent f-factors then have
to be flux weighted using the appropriate gamma-ray
spectra. The calculated gamma-ray spectrum at each
experimental position was used to flux weight the

energy-dependent f-factors to obtain a single f-factor
for each holder material at each experimental posi-
tion. All of the weighted f-factors for both stain-
less steel and lead are close to unity. The weighted
f-factors are approximately constant throughout the

blanket because the blanket gamma-ray spectra all have
roughly the same shape even though they differ in

magnitude; the spectral shapes are almost the same

throughout the blanket because the primary production
of gamma rays in the blanket is due to the large quan-
tity of ^-^°U. The f-factors are close to unity
because the energy-dependent f-factors are close to

unity for the dominant energies of the gamma-ray
spectra.

Neutron Response

The measured doses must be corrected for the
neutron responses of the CaFj : Dy TLD's since they are

in mixed neutron-gamma-ray fields. The CaF2 :Dy TLD's
were originally chosen over other TLD's because their
neutron response was reported to be smaller. However,
it has been found that in the mixed neutron-gamma-ray
fields of the FBBF the neutron response is not negli-

gible compared to the gamma-ray response, especially
near the transformer-blanket Interface. In addition,
it was found that very little data concerning the
neutron sensitivity of CaF2 TLD's is available. A set
of energy-dependent neutron sensitivities calculated
by Rinard and Simons^ was used along with the calcu-
lated neutron fluxes to calculate neutron responses.
To help minimize possible errors in the calculated
neutron fluxes, neutron correction factors were deter-
mined based on the calculated neutron responses and
calculated gamma-ray responses. Multiplicative
neutron correction factors were calculated as the
fractional contribution of the gamma-ray response to

the entire response due to both neutrons and gamma
rays. The neutron fractional contribution was 13% at
a radius of 0.237 m, quickly decreased to 5% at a
radius of 0.36 m, and then continued to decrease,
reaching a minimum of 3% at a radius of 0.716 m.

Calculations

The gamma-ray heating calculations were performed
in three separate steps. First, the facility was
modeled in two dimensions and a neutron diffusion cal-
culation was performed using the 2Db6 computer code.
The cross section set used for this calculation was a

30-group set which had been collapsed and self-
shielded for each homogenized spatial region using the
computer code IDX^ and the 50-group, 101-lsotope
DLC-40/LIB-IV^ cross section library. From these
neutron fluxes, a distributed gamma-ray source was
then calculated using partially self-shielded gamma-
ray production cross sections based on the coupled
DLC-37/EPR^ cross section library. Finally, a one-
dimensional radial gamma-ray transport calculation was
performed using the ANISnI*^ computer code and the
DLC-37/EPR gamma-ray cross sections. The calculation
of gamma-ray heating rates in various materials was
performed as part of the ANISN calculation and was
based on the kerma factors in the DLC-37/EPR cross
section library. Several one-dimensional axial
gamma-ray transport calculations or a single two-
dimensional calculation are planned to provide the
axial distributions of gamma-ray heating.

Results

Experimental and calculated results of gamma-ray
heating in stainless steel are shown in Fig. 1 for a

radial mldplane traverse through the blanket. The
heating rates are presented as 2 r times the heating
rate so that the purely geometrical dependence of flux
drop off with radius is not shown. The error bars
shown for the experimental results represent statisti-
cal errors only and range from 1.7% to 2.4% at one
standard deviation. The systematic errors are not
shown but are estimated to range from 12% at a radius
of 0.237 m to 15% at a radius of 0.716 m. Sources of
systematic error include the neutron source strength

(approximately 3%), TLD calibration (approximately

3%), f-factors (estimated at 2%) and neutron correc-
tions (estimated at 4%). An additional source of sys-
tematic error results from the use of an average
blanket background; this error Is negligible at a

radius of 0.237 m and is estimated to be 3% at a

radius of 0.716 m. The ratios of calculation to

experiment for the these same results are shown in

Fig. 2. The error bars are the experimental statisti-

cal errors only. The calculation underestimates the

experimental results by 20% at a radius of 0.237 m and

by 42% at a radius of 0.711 m.

The experimental and calculated results of the

gamma-ray heating in lead are shown in Fig. 3 for a

radial mldplane traverse through the blanket. The



error bars shown for the experimental results

represent statistical errors only and range from 1.6%

to 2.2% at one standard deviation; the systematic

errors are estimated to be the same as for the stain-

less steel results. There are four experimental

results shown at a radius of 0.237 m, two at 0.355 m,

two at 0.47A m, and three at 0.711 m, all of which are

the results of four different experimental irradia-

tions. These results indicate that the TLD measure-
ments of gamma-ray heating in the FBBF are reproduci-
ble. Figure 4 shows the ratios of calculation to

experiment for these lead results. The results for

lead show a similar underestimation by the calculation

and again the calculation drops off faster than the

experimental results. The underestimation of gamma-

ray heating in lead by the calculation is 1% at a

radius of 0.237 m and 32% at a radius of 0.711 m.

The larger disagreement between calculation and

experiment of heating in stainless steel than in lead

could be due to neutron activation of the stainless

steel holder. Indications are that there is a buildup
of activity in the stainless steel holders during the

time span of the irradiation and that there is not a

buildup in the lead holders. The additional contribu-

tion to TLD response caused by holder activity would
be larger at the inner radii of the blanket where the

neutron fluxes are high and less at larger radii where
the neutron fluxes are less. Experiments will be made
to estimate the additional TLD response caused by

holder activation for each experimental position.

Fission product decay gamma-rays were excluded
from the distributed source calculation; this causes
the gamma-ray heating in both stainless steel and lead

to be underestimated. The decay gamma-ray source was
excluded because the DLC-37/EPR cross section library
does not include the production cross sections for

fission product decay gamma rays. Inclusion of this
source could possibly increase the calculated heating
rates by 8% or more. However, this can not com-
pletely account for the large underestimations by the
calculation, especially in the outer blanket.

A likely cause of the large underestimations is
the use of multigroup cross sections for a blanket
calculation. The cross sections were self-shielded
and collapsed over each entire region and thus
describe the average cross sections in each region.
In a fast reactor blanket the neutron spectrum changes
rapidly with radius; this causes region-wise multi-
group cross sections to inaccurately represent large
regions. This effect was noticed when the 2DB results
were compared to the results of a two-dimensional
continuous-energy Monte Carlo calculation by the VIM^^
computer code. 13 The continuous-energy cross section
formulation allows for spectral changes within a

region. The 2DB total neutron flux overestimates the
VIM total flux at the inside of the inner blanket and
underestimates it at the outside of the inner blanket;
the results agree reasonably well in the middle of the
inner blanket. The underestimation by the 2DB total
flux at the outside of the inner blanket causes the
flux at the inside of the outer blanket to be underes-
timated. This causes the flux at the outside of the
outer blanket to be underestimated due to the average
description of the outer blanket cross sections. The
gamma-ray heating calculations could be improved by
using the neutron fluxes calculated by VIM to calcu-
late the distributed gamma-ray source.
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Figure 1. Gamma-ray heating rates in stainless steel

as a function of radial position. The

error bars shown for the experimental
results represent statistical errors. Sys-

tematic errors are not shown. The solid

line represents the calculated heating

rates.

Figure 2. Ratio of calculation to experiment for
gamma-ray heating in stainless steel. The
error bars represent the the experimental
statistical errors only.
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Additional underestimations of gamma-ray heating

by the calculation may be caused by the gamma-ray pro-

duction cross sections. Multigroup cross sections

which were collapsed over each entire region were used

and thus have the same inadequate descriptions that

the multigroup neutron cross sections have at points

away from the middle of a region. Another error may
have been introduced when self-shielding the produc-

tion cross sections. Only the 238|j production cross

sections were adjusted because 238u found to dom-

inate gamma-ray production. The 238y production cross

sections were adjusted for self shielding by multiply-

ing by the ratio of the self-shielded 238^ neutron
capture cross sections obtained from IDX to the infin-

itely dilute cross sections of the DLC-37/EPR

set.^^ The resulting gamma-ray production cross sec-

tions are estimates of the true self-shielded produc-
tion cross sections but may still have errors associ-
ated with them.

Conclusions

Gamma-ray heating measurements were made in the
FBBF using CaF2:Dy thermoluminescent dosimeters. High
precision results were obtained by developing and
stringently following a readout schedule. The preci-
sion of a single batch of TLD's was improved by by
eliminating TLD's which had bad response characteris-
tics and by assigning individual normalization factors
to each TLD chip. The TLD measurements were corrected
for the TLD-holder cavity responses by applying
spectral-weighted f-factors. The measurements were
also corrected for neutron responses by applying

correction factors based on calculated neutron
responses. Experiments should be made to estimate the
contribution to TLD response caused by neutron activa-
tion of the stainless steel holders. Additional cal-
culations are necessary to include the fission product
decay gamma rays in the distributed gamma-ray source.
The use of the multigroup method in the calculation of
neutron fluxes in the FBBF leads to underestimations
of the neutron flux in the outer regions of the facil-
ity which cause similar underestimations of gamma-ray
heating. A calculational method which allows for con-
tinuous cross sections in the blanket should be used
to calculate the neutron fluxes; this will allow the
gamma-ray heating rates to be predicted more accu-
rately .
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BENCHMARK TESTS OF JAPANESE EVALUATED NUCLEAR DATA LIBRARY (JENDL)

Y. Kikuchi and A. Hasegawa
Japan Atomic Energy Research Institute

Tokai-mura, Ibaraki 319-11, Japan

T. Hojuyama, M. Sasaki and Y. Seki

Mitsubishi Atomic Power Industries Inc.

1-297 Kitabukuro-cho, Ohmiya-shi, Saitama 330, Japan

T. Kamei

Nippon Atomic Industry Group Co., Ltd.

4-1 Ukishima-cho, Kawasaki-shi , Kanagawa 210, Japan

I. Otake
Power Reactor and Nuclear Fuel Development Corporation

1-9-13 Akasaka, Minato-ku, Tokyo 107, Japan

Various benchmark tests were performed on JENDL-1. JENDL-1 predicted various neutronic

characteristics of fast reactors fairly well. It was pointed out, however, that JENDL-1 under-
239 235

estimated the fission rate ratio of Pu to U and might give some errors in predicting the

reaction rate distribution in outer core and blanket region. The effects of cross sections of

structural materials were investigated concerning the latter problems.

[JENDL-1, benchmark tests, kgff. reaction rate ratio, reactivity worth, Doppler coefficient,

reaction rate distribution, control rod worth, sodium void coefficient, structural materials]

Introduction Table I. Characteristics of 9 Added Assemblies.

The first version of Japanese Evaluated Nuclear

Data Library (JENDL-1 has mainly aimed to provide
data for fast reactor calculations and its evaluation
was made purely on the basis of differential nuclear

data. Its compilation work started in 1973 and com-

pleted in 1976. Since then various benchmark tests

have been made to prove its applicability to fast

reactor calculations.

The first stage of tests was done in 1976 on the

core center characteristics for selected 27 assemblies.

The calculation was based on one dimensional diffusion
and first order perturbation approximations by using

the reactor constants with 70 groups. As the second

stage, applicability was tested to more sophisticated
problems on MOZART and ZPPR-3 cores with a two dimensional

model. Various problems were pointed out through these

integral tests particularly on the cross sections of

structural materials and they were further investigated.

The comments from the integral tests were taken into

account in the evaluation work* for the second version

of JENDL (JENDL-2).

Fissile Fertile to Core
Name

Fuel Fissile Ratio Volume (£)

FCA-V-2 Pu (+U) 2.3 200
FCA-V-1 U (+Pu) 2.6 142
MZA Pu 3.9 570
FCA-I-1 U 4.0 30
FCA-I-6 U 4.0 24
FCA-III-2S U 4.0 245
FCA-VI-1 Pu 4.8 423
MZB Pu 5.8 1800
FCA-VI-2 Pu 6.5 627

Assembl ies

Benchmark Tests with 1-D Model

2)
Hardie et al .

' selected 18 assemblies for tests

of ENDF/B-IV. They consist of 12 Pu cores (VERA-llA,
ZPR-3-53, ZPR-3-54, SNEAK-7A, ZPR-3-48, ZPR-3-49, ZPR-

3-50, ZPR-3-56B, ZPPR-2, ZPR-6-7, SNEAK-7B and ZEBRA-3)
and 6 U cores (VERA-IB, ZPR-3-6F, ZPR-3-12, ZPR-6-6A,
ZEBRA-2 and ZPR-3-11). We adopted all of them and

added MOZART cores'^ ^ (MZA and MZB) and some FCA cores.
The characteristics of the added assemblies are shown
in Table I. As to Doppler coefficients, we adopted
small sample Doppler coefficient measurements at FCA
V-1, V-2, VI-1, VI-2, ZPPR-2 and ZPR-3-47, and whole
core Doppler measurements at SEFOR.

* During compilation of JEMDL-2, the preliminary data
were tested with a one dimensional model and various
problems were pointed out from the view point of the
integral data. These problems will be taken into
account in the final evaluation of JENDL-2.

Effective Multiplication Factor

Calculated values of the effective multiplication
factor are compared with the measured values in Table
II and Fig. 1 in the form of the ratio of calculated to
experimental data (C/E-value). The results of JAERI-

Fast-II^^ and of ENDF/B-IV^^ are also given.
The following are observed:

1) JENDL-1 predicts the k^^^ value very well on an ave-

rage, but there exists discrepancy of 0.7 % between
Pu and U cores.

2) Obvious differences are observed between the results
of ZPR-3-53 and -54, which have the same core but

different reflectors, i. e., natural uranium for
ZPR-3-53 and iron for -54. The k^^^ value of ZPR-

3-54 calculated with JENDL-1 is 2 % higher than
that of -53, while the k^^^ value of ZPR-3-54 with

JAERI-Fast-II and ENDF/B-IV is 4 % lower. This may
suggest that JENDL-1 has iron cross sections which
give less leakage.

3) Without ZPR-3-54, the discrepancy between Pu and U

cores becomes small with JAERI-Fast-II and ENDF/B-
IV, but it becomes larger with NENDL-1

.
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Table II. Effective Multiplication Factors. The value
in parenthesis is obtained for 18 assemblies
given in Ref. (2).

No. of
Cores

.

* JENDL-1 JAERI-Fast II

2)

ENDF/B-IV

Pu-Cores A 0 9992 (0.9978) 0.9991 (0.9971) (0.9939)
17 (12) B 0 0067 (0.0072) 0.0064 (0.0077) (0.0071

)

U -Cores A 1 0067 (1 .0062) 1.0047 (1.0037) (1.0038)
10 ( 6) B 0 0087 (0.0086) 0.0089 (0.0095) (0.0061

)

All A 1 0020 (1 .0006) 1.0012 (0.9993) (0.9972)
27 (18) B 0 0074 (0.0076) 0.0073 (0.0083) (0.0068)

* A: Average of C/E, B: Average of 1-C/E .

Central Reaction Rate Ratio

The C/E values of central reaction rate ratios are
shown in Table III and Fig. 1 with those of JAERI-Fast-
II and ENDF/B-IV. JENDL-1 shows satisfactory balance

in the ratios of ^"^^U fission to ^"^^U fission, ^^^U
240

capture and Pu fission. However JENDL-1 underesti-
239 235

mates the ratio of Pu fission to U fission by

3.5 %. This may attribute to the discrepancy of
between U- and Pu-cores as pointed above.

Table III. Central Reaction Rate Ratio.

Quantity JENDL-1 JAERI-Fast-II ENDF/B-IV**

U -238 Fission A 0 994 1 024 1 037

U -235 Fission B 0 067 0 070 0 075

Pu-239 Fission A 0 965 0 976 0 989

U -235 Fission B 0 046 0 036 0 031

Pu-240 Fission A 1 018 1 068 1 084

U -235 Fission B 0 091 0 096 0 113

LI -238 Capture A 0 984 0 982 0 974

U -235 Fission B 0 027 0 026 0 043

U -238 Capture A 1 016 0 999 0 976

Pu-239 Fission B 0 041 0 040 0 059

* A: Average of C/E, B: Average of 1-C/E .

** Values for 18 assemblies taken from Ref. (2).

Central Reactivity Worths

239
Reactivity worth of Pu . The central reactivity

239
worth of Pu was calculated for 18 assemblies by using

Bg^f values in Ref. (2). The results are shown in Table

IV. The C/E value of Pu cores is about 15 % larger
than that of U cores for all the three sets. This

tendency was also observed in the reactivity worth of

the other materials. This suggests that the scaling

problem exists in the reactivity worths.

Reactivity worth of the other materials . In order

to avoid the scaling problem mentioned above, the cal-

culated and the experimental reactivity worths were
239

normalized to those of Pu, and C/E values of the nor-

malized worth were compared in Table V. JENDL-1 a

235 238
little overestimates the worths of U and U. This
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Pu)
239

may be partly due to its underestimation of (

mentioned in the reaction rate ratio. The worths of
and Cr are predicted with JENDL-1 better than with the

other sets. However, the calculated worth of Fe is

underestimated with JENDL-1.

Table IV. Central Reactivity Worth of
239

Pu.

No. of
Cores

* JENDL-1 JAERI--Fast-II
2)

ENDF/B-IV

Pu Cores A 1 .145 1 161 1 .174

12 C 0.055 0 085 0.089

U Cores A 0.994 0 999 1 .007

6 C 0.053 0 063 0.055

All Cores A 1 .092 1 103 1.115
18 C 0.090 0 109 0.112

A: Average of C/E, C: Stand and deviation of C/E.

Table V. Central Reactivity Worths Normalized

239r

Doppler Reactivity Coefficients

The Doppler coefficients are given in Table VI.
JENDL-1 overestimates the coefficients by 8 %, v/hile

JAERI-Fast-I I underestimates them by 9 %. This is main-
ly caused by the difference in neutron spectra: JENDL-1
gives higher flux in the energy range of 1 keV to 10
keV.

Integral Tests with 2-D Model

Analysis of MOZART Core ^^

Reaction rate distribution in MZB. Figure 2 shows

the calculated radial distribution of ^"^^U, ^^^Pu
240 238

and Pu fission rates and U capture rate with the
235 0-30

measured data. The fission rates of U and Pu are
underestimated in the outer core and the blanket.
Though this underestimation is observed with the other
sets, it is rather significant with JENDL-1. On the

240
other hand the fission rate of Pu is overestimated in
the outer core and the blanket. The C/E value stays

OOQ
near unity for the fission and capture rates of U.

to Pu Worth.

* JENDL-1 JAERI-Fast-II
2)

ENDF/B-IV

235u A 1 038 1 004 1 014

C 0 071 0 057 0 060

238^ A 1 080 0 994 0 950

C 0 204 0 140 0 130

lOg
A 0 927 0 911 0 836
C 0 122 0 112 0 115

Cr A 0 968 1 309 1 359

C 0 110 0 309 0 205

Fe A 0 905 1 018 1 109

C 0 116 0 129 0 275

Ni A 1 136 1 153 1 167
C 0 201 0 154 0 196

A: Average of C/E, C: Standard deviation of C/E.

Table VI. Doppler Reactivity Coefficients (C/E).

Assembly JENDL-1 JAERI-Fast-II

FCA V -1 1 .09 0.78
Small Sample V -2 0.98 0.74

Doppl er VI-1 1.13 0.94
Experiment VI-2 1 .03 0.90

ZPPR-2 (Normal) 1 .25 1 .08

(Na- voided) 0.96 0.81

ZPR-3-47 1 .04 0.95

Whole Core
Doppl er SEFOR 1 .12 1 .05

Experiment

Average of C/E 1 .08 0.91
Standard Deviation of C/E 0.09 0.12

ZO 30 40 50 60 70 80 90 100 110

Radiol Distonce from Core Center ( cm )

Fig. 2. Reaction rate distribution in MZA.

°: Experiment — : Calculation
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Sodium void coefficients in MZB. The sodium void Table VII. Control rod worths of ZPPR-3 phase IB core.

worths were measured in MZB core by traversing the void

region in axial and radial directions. The calculated

results are compared with the measured ones in Fig. 3.

The followings are observed:
No. of Control Rods Measured

Worth
C/E-Value

1) The C/E value is 1.1 for void in the core center.

2) The calculation very well predicts the sodium void

worth in the axial direction.

3) The calculation overestimates the negative sodium

void coefficient, when sodium is removed from the

outer core. By examing the perturbation component,

we considered that this might be caused by over-
estimation of radial leakage component.

+200

I
+100

I
% -100
o
CO

+300

—o— Experiment

Calculotion

CORE AXIAL. BL

12 45 80
Axiol Distonce from Core Center (cm)

20 40 60 80

Radiol Distance from Core Center (cm)

Axial and radial traverse of sodium void

100

Fig. 3

coefficients in (^ZB

Control rod worth in MZC. The C/E value is about
0.95 for the central control rod worth. The C/E values

depend little on the enrichment of ^'^B, while the ^'^B

enrichment dependence was often observed with other
sets.

Analysis of ZPPR-3^ ^

Worth of multi-control rods in Phase IB core . The
prediction with JENDL-1 is excellent for both single
and multi-control rod worths as seen in Table VII. The

average of C/E is 0.98 with standard deviation of 2 %.

($) 7)

Center Inner Outer JENDL-1 JAERI--Fast-II
Ring Ring

1 1 94 0 97 0 96

1 2 02 0 98 1 00

1 1 3 58 0 96 -

1 4 14 0 96 0 96

2 4 24 1 02 0 97

2 4 26 0 98 0 99

3 6 51 0 98 0 99

3 3 14 33 0 99 0 97

6 14 88 0 96 0 97

6 3 20 75 0 97

3 6 22 65 1 00 _

12 28 96 1 00 0 99

3 9 28 99 0 97

6 6 30 12 0 96

6 12 44 76 0 97

Average of C/E 0 98 0 98

Standard Deviation of C/E 0 02 0 01

235
Fission rate distribution of U in Phase 2 Core .

The fission rate distribution was calculated in three
cases

:

(1 ) All of six control rods in the inner ring inserted,

(2) six rods in the outer ring inserted, and

(3) three rods inserted in the inner ring and three in

the outer ring.

Figure 4 shows the C/E values along X-axis in the cases

(1) and (2).

The following can be said:

1) The calculation underestimates the fission rate in

the outer core.

2) The underestimation is much enhanced when the control
rods are inserted in the outer ring. The C/E value

is decreased down to 0.88.

3) The control rods have little effect on the C/E value
of reaction rate distribution when inserted in the
inner ring.

1.00

0.90

Inner C/r inserted

—
» Outer % Inserted

O Outer c/r Blnr»er

Inntf Cort lInn>C/ni i„rm Cort PuI»«VrI OuW Cof I

Fig. 4. Fission rate distribution along x-axis
in ZPPR-3.
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Discussion

Observations through Benchmark Tests

JENDL-1 predicts various quantities of fast reac-

tors very satisfactorily in core center, but the reac-

tion rate distribution shows some anomalous behavior in

the outer core and blanket regions, where leakage and
spectrum effects have an important role.

Comparison of Macroscopic Cross Sections with Other Sets

Intercomparison of the macroscopic cross section
was made with other sets, in order to know the causes
affecting neutron leakage and spectrum.

(See Appendix as an example.) JENDL-1 has

1) smaller diffusion coefficients above 100 keV,

2) smaller inelastic removal cross section,

3) larger elastic removal cross section above 100 keV

and

4) smaller elastic removal cross section below 1 keV.

Cross Sections of Structural Materials

It has been pointed out through reevaluation work
for JENDL-2 that JENDL-1 might overestimate the total

and elastic scattering cross sections of Fe, Cr and Ni

in the energy range of a few hundreds keV to a few MeV
and underestimate the inelastic scattering cross sec-

tion. This is consistent with the observation for

diffusion coefficient and slowing down cross section
mentioned above, and with underestimation of the cen-

tral reactivity worth of iron.

Effects of Cross Sections of Structural Materials

In order to know whether the cross sections of
structural materials significantly affect the reaction
rate distribution mentioned above, the analysis of MZB

was made by replacing the cross sections of Fe, Cr, Ni

by those of ENDF/B-IV. By this replacement, the radial

fission rate distribution was more underestimated in the

outer core and blanket regions. Thus its underestima-
tion is not due to the cross sections of structural

material s.

The other main effects of the replacement are

(1) kg^^ is decreased by 1.3 % and (2) the neutron flux

is enhanced between 200 keV and 1 MeV and is suppressed
below 2 keV. The latter may explain partly the differ-

ence of Doppler coefficients between JENDL-1 and JAERI-

Fast-II, since JAERI-Fast-II took the cross sections of

Fe, Cr and Ni from ENDF/B-IV.

Concluding Remarks

It was found through the benchmark tests that

JENDL-1 predicted most of characteristics of fast reac-
tors very well. On the other hand, problems in micro-
scopic cross sections of JENDL-1 becomes fairly clear
through the tests. The followings can be pointed out
from the view point of integral tests.

1) The ratio of (^^^Pu)/a^ (^^^U) is underestimated

by a few percents.

2) 0^ (^^^Pu) may be overestimated in the energy region

below fission threshold.

3) The total and elastic scattering cross sections of
Fe, Cr and Ni are overestimated in the energy region
of 100 keV to a few MeV.

4) The inelastic scattering may be underestimated for
Cr, Fe and Ni

.

These points were taken into account in the evaluation
for JENDL-2.
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Appendix: Change of Macroscopic Cross Sections

The change of macroscopic cross sections is given
in Table VIII, when the cross sections of Fe, Cr and Ni

are replaced by those of ENDF/B-IV in analysis of 1000
MWe FBR.

Significant are increase of D and decrease of

above 100 keV, increase of E^g^^ above 1.4 MeV, and

increase of E and Z below 1 keV.
a rem

Table VIII. Change of macroscopic cross sections,
when the cross sections are replaced by

those of ENDF/B-IV.

. /* ^ ( Replaced Set - JENDL-1 )/JENDL-l (%)

•L^ ^ AvZf AZ^ AZ^ AZ^gi^ AD

1 1 4 +6 -0 5 0 9 -2 6 4 8 0 3

2 4 0 +5 0 1 -0 3 -5 9 -3 5 11 3

3 1 0 +5 0 0 -3 3 -1 3 3 9

4 1 0 +4 0 2 1 0 -0 8 -3 2 0 4

5 1 0 +3 -0 9 1 6 0 2 0 1 -0 7

6 1 0 +2 0 9 3 4 3 0 3 0 -6 0

7 0 215 0 5 0 9 0 7 0 7 -2 9

* 1.4+6 denotes 1.4 x io°.
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The effect of resonance structure in neutron cross sections of structural mateiral up to

a few MeV and the role of the partial inelastic scattering cross sections are investigated
from the viewpoint of shielding application by using ENDF/B-IV and JENDL-1. Sensitivity and

S^-transport calculations are performed in the case of iron sphere and slab geometries. The
results obtained are as follows: 1) The neglect of resonance self-shielding leads to under-
estimation of neutron dose rate at the distance of 100 cm from the source by 30 % (for elastic
scattering in unresolved resonance region), and 5 % (for inelastic scattering). 2) The neutron
flux below 10 keV at 30 cm from the source increases about 60 % by considering low energy discrete
levels of ^^Fe. 3) Fast neutron spectrum is much affected by the secondary neutron spectrum
data of the continuum level.

"Total cross section, elastic scattering cross section, partial inelastic scattering cross section,"

unresolved resonance, resonance self-shielding effect, structural material, shielding application,
.sensitivity analysis.

Introduction

Neutron flux in shielding material shows a
strong anisotropy and barely achieves an asymptotic
spectrum and decays by the magnitude of about twenty
decades from the reactor core to the outside of the
biological shields. Additionally, neutron flux in the

full range over thermal energy through about 15 MeV is

required in order to evaluate the shielding character-
istics: such as neutron dose rate, radiation damage,
neutron induced radio-activities and gamma-heating.
It is not easy to obtain the neutron fluxes to satisfy
the required accuracies of shielding design.

Recently, some excellent data processing and ra-

diation transport codes have been developed for shield-
ing calculation. Examples are the RADHEAT-V3^, AMPX^,
and MINX^ systems which generate coupled neutron and
gamma-ray group constants from the ENDF/B type nuclear
data library and the transport codes of DIAC"*, DOT-IV^
with S]\i-approximation and the Monte Carlo code MORSE^ .

The error due to calculations, which overwhelmed
the one due to cross section uncertainty, diminishes
by adopting these codes. Thus, cross section sensi-
tivity analysis codes, SWANLAKE^ and ROSETTA® were also
developed and are used for the investigations of effect
of cross section uncertainties upon shielding
calculat ion.

In this work, we have investigated the problems
in the neutron cross sections of structural material
on shielding application. Iron data was taken as a
typical material, since it is the most important and
its neutron cross sections have been measured well.
The calculations were carried out by using the one-
dimensional Sfj-transport code ANISN-JR^ and the
sensitivity analysis code ROSETTA-ID. Group cross
sections used for the calculations were generated by
RADHEAT-V3 system by processing the evaluated data in
JENDL-1^ ° (Japanese Evaluated Nuclear Data Library
Version-1) MAT=1260 and ENDF/B-IV MAT=1192. Large
differences between both files are observed in the
elastic and inelastic scattering cross sections.

Analysis was performed so as to acertain quanti-
tatively the effects of two items, resonance structure
up to a few MeV and the partial inelastic scattering
cross sections on neutron penetrating through bulk
iron.

Effect of Resonance Structure

Fine Structure in Cross Section ; .

There is observed a fine structure in experi-
mental data of neutron total cross section for struc-
tural material up to several MeV, which were measured
precisely by 68Cierjacks et ali^ and 70 Carlson et ali^

whose results agree well with each other in the detail-
ed structure as shown in Fig. 1. The similar structure
is also seen in inelastic scattering cross section of

iron measured by 71Perey et all^ On the other hand,

most evaluated nuclear data are given so as to repro-
duce the experimental data averaged over the proper
energy bins at least. Fig. 1 shows the total and in-

elastic scattering cross sections for iron in JENDL-1
and ENDF/B-IV comparing with the experimental data in
the energy region between 0.9 2 MeV and 1.0 MeV. For

ENDF/B-IV data, fine structures appear in the smooth
cross sections for total, elastic and inelastic scat-
tering above 59 keV. Their shapes follow the experi-
mental data, but some peaks are sharper than experi-
mental ones. However, such structures are substituted
by the smoothed mean values in the energy range over
400 keV through 15 MeV in JENDL-1,

This difference of cross section treatment gives

0.930 0.940 0.950 0.960 0.970 0.980 0.990 1.000

NEUTRON ENERGY ( EV ) .lo^

Fig. 1. Total and inelastic scattering cross
sections of iron in ENDF/B-IV and JENDL-1.
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a significant discrepancy of a self-shielded cross

section of iron. Fig. 2 shows Bondarenko type^"* reso-

nance self-shielding factor for capture, elastic and
inelastic scattering cross sections of pure iron calcu-
lated by using ENDF/B-IV data and the RADHEAT-V3 system.

It was found that the resonance self-shielding de-

creased the value of cross section by 30 % at 400 keV,

22 % at 1 MeV and 7 % at 2 MeV for elastic scattering,
and 15 % near 1 MeV for inelastic scattering. Regard-

ing JENDL-1 data, the resonance self-shielding is neg-

lected inevitably above 400 keV. This neglection will
bring on the underestimation of neutron flux transmitt-
ed through bulk iron as described in the following
sections

.

Method of Cross Section Sensitivity Analysis

Cross section sensitivity analysis was performed
to estimate the effect of resonance structure up to

several MeV in elastic and inelastic scattering, and
capture cross sections on neutron flux penetrating
through iron slabs. In the exact perturbation theory,

the change of detector response, ARx, to the change of

(n,x) reaction cross section,
following formulae:

is written by the

R = fffS*(T_,E,Q) <})(r,E,g) drdEdfi (1)

ARx = -///NAax(E) ())*(r,E,fi) (})'(£,E,n) drdEdfl

for capture. (2)

= /////NAax(E,J>>E',n') [(j)*(r,E',n')-(t)*(r,E,fi)]

•(j)'(r,E,fi) drdEdg dE'dfl'

for (n,n) and (n,n'). (3)

where (l)'(r^,E,fi) is forward flux at the position r^, the
energy E and the angle Q in the perturbed system, and
ii>* (,r_,E,U) is adjoint flux obtained by solving the in

homogeneous adjoint Boltzman equation with a forcing
function S*(r^,E,S7) i.e. detector response function in
the unperturbed system.

In this study, both fluxes in iron slabs were cal-
culated under the following conditions:
1. cross section: ENDF/B-IV MAT=1192,
2. energy group structure: 40 groups with a equi-

lethargy width of 0.2 over 1.677 keV through 5 MeV,
3. approximation: Sis with P5 anisotropic scattering,
4. geometry: 10 cm, 50 cm and 100 cm iron slabs,
5. neutron source: fission neutron and monoenergetic

5 MeV neutron located at one edge of iron slab,
6. detector: dosimeter, 1/v-absorber and flat response

above 100 keV located at the other edge of slab
against source.

The effect of the perturbation, neglection of resonance
self-shielding, was calculated by the equations (2) and
(3).

a.

— ELASTIC
- - INELASTIC
—

- CAPTURE

NEUTRON ENERGY 1 eV )

Fig. 2. Resonance self-shielding
factors of pure iron by ENDF/B-IV.

+ 10

NEUTRON ENERGY ( eV )

Fig. 3. Sensitivity profiles

for 1/v-absorption rate.

Results

The calculated sensitivity coefficient shows that
inelastic scattering is effective to neutron response
in the thin slab, and that elastic scattering become
dominant as the thickness increases. It is high at
the resonance minimum and this fact coincides with the

window effect of neutron transmission. Fig. 3 is the

results for 1/v-absorption rate. The sign of sensi-
tivity to total cross section, which is shown by a

solid line, changes from plus to minus as the thickness
increase, and its magnitude increases with the global
shape maintained. It is also found that the sensitivi-
ty coefficients amount to a few ten percents even at

the energy above 400 keV. In the figure, a dotted
line express the sensitivities to neglecting the reso-
nance self-shielding for elastic scattering. This
resembles the sensitivity profile for total cross

section, but the difference is observed clearly in the
off-resonajice energies

.

Fig. 4 shows the sensitivities to neglecting the

resonance self-shielding for elastic and inelastic
scattering, and capture cross section. The effect of

elastic scattering is large as a whole. The self-
shielding of capture cross section influences only the
lover energy region, and is larger on a 1/v absorber than
on a neutron dosimeter. The dips are found near
1 MeV for elastic and inelastic scattering because of

a cancellation of positive and negative components of

the slowing down effects.
The main results are summarized in Table 1. The

neglect of resonance self-shielding leads to under-
estimation of dose rate at the distance of 100 cm from
the source by 90 % (for overall elastic scattering)

,

30 % (for elastic scattering in unresolved resonance
region), 5 % (for inelastic scattering), and 0.23 %

(for capture) . For 1/v-absorption, capture cross
section become important at the low energy. For
fluence above 100 keV, the results are the same as

those of dose rate except for the magnitude being
slightly smaller.

587



Table 1. Influence of resonance self-shielding of neutron penetrating through

an iron slab of 100 cm thickness from fission neutron source.

Flat response above 100 keV (%) Neutron absorbed dose (%) 1/v absorption (%)

(n.n) Cn.n') Cn,Y) total (n.n) (n.n') (n.Y) total (n.n) (n,n') (n.Y) total

S.OMeV 'vl.OlMeV -2.13 -1.06 0.0 -3. 19 -2.11 -1.15 0.0 -3.26 -2.73 -0.66 0.0 -3.39

1.01 0.453 -25.83 -3.11 -0.01 -28.95 -28.37 -3.33 0.01 -31.69 -11.36 -2.00 0.0 -13.36
453keV '\^204keV -51.72 0.0 0.0 -51.72 -47.30 0.0 0.0 -47.30 -31.71 0.0 -0.01 -31.72
204 ^ 111 -8.53 -0.01 -8.54 -9.88 0.0 -0.02 -9.90 -20.84 0.0 -0.04 -20.88
S.OMeV 'X'1.68keV -88.20 -4.17 -0.02 -92.39 -90.10 -4.48 -0.22 -94.80 -78.90 -2.66 -2.83 -84.39
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Table 2. Sensitivities of fluence above 100 keV.

Thickness Linear Pert. Exact Pert. Direct Pert.

50 cm -90.6% -58.3% -59.9%
100 cm -290.0% -88.0% -93.2%
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Fig. 5. Error of the linear perturbation
results and the perturbed cross section.

Fig. A. Sensitivities to neglecting
resonance self-shielding effects.

The effects of self-shielding in the energy range
above 2.2 MeV are smaller than the value of 0.2 % for
all responses. It was also found that the contribution
of self-shielding for a needle-like p-wave resonance was
almost negligible in the energy range of resolved reso-
nances below kOO keV from the analysis which uses the

resonance parameters in JENDL-1 MAT=1260.

Discussion

The resonance self-shielding effects below about
2 MeV were found to play a important role in predicting
responses in the results obtained by the exact per-
turbation theory, although there remained some problems
in evaluation of resonance self-shielding factor for
capture cross section.

Comparing the sensitivities calculated by pertur-
bation theories with those of direct calculation, good
agreements were obtained for the exact perturbation,
but not for the linear perturbation as shown in Table
2.

The relative difference of sensitivity was com-
pared with the relative cross section change in Fig. 5.

It was found that the former was the same as the latter
in the higher energy where the cross section change
was small. However, the difference became larger than
the relative change of cross section with energy de-

crease and with slab thickness increase because the
slowing-down neutron brought in errors in the upper
energy regions and the resonance self-shielding effect
was large below kOO keV.

Contribution of Partial Inelastic
Scattering Cross Section

Difference between JENDL-1 and ENDF/B-IV Data

The inelastic scattering cross sections effec-

tively contribute to softening of neutron spectrum.

Fig. 6 shows the total inelastic scattering cross

sections of JENDL-1 MAT=1260 and ENDF/B-IV MAT=1192.

Agreements are found between both data except for the

fine structure in ENDF/B-IV and the data of JENDL-1

below 860 keV. However, there are observed the pecul-

iar differences in both file in the partial inelastic

scattering cross section.
There is a limitation in ENDF/B-Format for in-

elastic scattering cross section that only 40 dicrete

levels can be stored. Accordingly, JENDL-1 MAT=1260
has maximum 40 discrete levels from the ^

^Fe first

excited level at 14.6 keV to the 3.90 MeV level of

^^Fe and continuum level including the discrete levels
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Fig, 6. Comparison of inelastic scattering cross

section for iron between JENDL-1 and ENDF/B-IV.
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Fig. 7. Level schemes of natural
iron in JENDL-1 and ENDF/B-IV.

above 3.91 MeV, while ENDF/B-IV MAT=1192 has 26 levels
from 861 keV to almost 5-59 MeV for ^^Fe compiled by
putting together the levels for which energies are
nearly equal to each other. The differences of data
compilation are shown in the lowest five levels belonging
to "Fe and ^^Fe of JENDL-1 (hereafter called MI=51-55
of MAT=1260), and in the ten levels from 3.93 MeV to

4.59 MeV of ENDF/B-IV (MT=67-76 of MAT=1192) as
illustrated in Fig. 7.

Secondary neutron energy spectrum of continuum
levels is expressed in the simple Majcwellian, in JETOLt-l,

but in the tabulated form which gives the complicated
spectrum based on nuclear model calculation in
ENDF/B-IV.

Analysis

The contribution of partial inelastic scattering
cross section to neutron flux transmitted through an
iron sphere with a 100 cm diameter was examined by using
the ad hoc libraries consisting of ENDF/B-IV and JENDL-
1 as shown In Table 3. Neutron transport calculations
were performed under the following conditions:
1. energy group structure: DLC-II type 100 group over

0.001 eV through 14.9 MeV,
2. approximation: Sei^-Pia approximation,
3. neutron source: 0.65 MeV, 4.5 MeV and 14 MeV mono-

energetic sources with 2 cm radius located at the
center.
The ad hoc libraries were made so as to investi-

gate 1) the effect of the secondary neutron spectrum
data of the continuum level by comparing the neutron

Table 3. Contents of ad hoc libraries.

MAT No. CoDtencs

1260 JENDL-1 data

1192 ENDF/B-IV data

2600 replacing the data of HT=51-91 in MAT=1192
with chose in MAT=1260

2601 replacing Che secondary neutron soeccrum of

concinuum level in MAT=1192 with Che data in

MAT=1260

2602 incorpolating the data of MT*67-76 in MAT=2601
into concinuum level (MT=91)

2603 adding the data of MT=51 (flrsc level of Fe-57) in

MAT=1260 Co Che daca in MAT=2601

2604 adding the data of MT=51-55 (discrete level of Fe-57
and Fe-58) in MAT=1260 to the daca in MAT=2601

fluxes by MAT=1192 with those by MAT=2601, 2) the con-
tribution of MT=67-76 of MAT=1192 by comparing MAT=2601
with MAT=2602, and 3) the contribution of MT=51-55 of

MAT=1260 by comparing MAT=2603 and 2604 with MAT=2601.
The difference between the results by MAT=2600 and
MAT=1192 corresponds to the mixed effects of the three
components mentioned above.

Results

Neutron slowing down matrices reflect directly
the structure of partial inelastic scattering cross
sections. Fig. 8 shows the down-scattering probabili-
ties, O^^ig-^g'), from the source energy of 4.5 MeV
(g=12) of ad hoc libraries. In the figure, three
kinds of pattern are shown. The first is consist of

MAT=1192, the second is MAT=2601, 2603 and 2604, and
the third is MAT=2602, The first curve may be ex-

pressed as a linear function of g (lethargy widths
are 0,1 for g=l-49, and 0.25 for g'=50-99) in the

range of g'=40-99 (400 keV - 0.4 eV) . The third curve
is also the same in the range of g '=33-99 (600 keV -

0.4 eV) and its gradient is greater than that of the
first. This difference was caused by the secondary
neutron spectrum data of the continuum level and the
highest discrete levels of MT=67-76 of MAT=1192. The
second curve is parallel to the third in the range of
g'=40-63 (400 keV - 4.3 keV) and to the first in the

range of g'=63-99 (4.3 keV - 0.4 eV) . This fact shows

.0 'tt 1 1 1 1 1 1 1 1 1 t I FTmn t 1 1 1 1 1 ri 1 1 1 1 1 m 1 m ti 1 1 1 1 11 1 1 1 1 n 1 1 m I n 1 1 1 1 h 1 m I n m 1 1 1 1 1 1 1 1 1 1 1 1
1'nioMUMTtiarwm

ENERGY GROUP NUMBER

Fig. 8. Down scattering proba-
bilities of ad hoc libraries.
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that the slowing down into g '=40-63 was mainly domi-

nated by the continuum level.

The scattering into g'=12, 13 was found only in

the cases of MAT=2600, 2603 and 2604, which contain the

lowest levels of MT=51-55 of MAT=1260.

The shape of the slowing down cross section of

MAT=1192 from 14.9 MeV (g=l) into the groups g '=20-55

(2.2 MeV - 30 keV) is not as simple as that of the

other libraries because of the difference of the sec-

ondary neutron spectrum data in the continuum level.

When the source energy is lower than the energy of the

first excited state of ^^Fe at 861 keV, the inelastic
scattering of MT=51-55 of MAT=1260 contributes to

neutron slowing-down significantly.
The differences among the reaction rates in iron

calculated with ad hoc libraries are by a factor of two

at maximum in the case of 4.50 MeV neutron source.

The figures 9 and 10 show the relative change of

neutron spectrum to that calculated with MAT=1192 at

the distance of 30 cm from the central source of 0.65
MeV and 14 MeV, respectively. It was found that the

epithermal neutron flux below 10 keV was increased by
about 60 % by considering low energy discrete levels

of ^^Fe and ^^Fe in the case of 0.65 MeV source, and
also by about 20 % for the 14 MeV source. The fast
neutron spectrum was also much affected by the second-
ary neutron spectrum data of the continuum level.
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. 9. Neutron spectrum change at the distance
30 cm from the central 0.65 MeV Source.
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Fig. 10. Neutron spectrum change at the distance
of 30 cm from the central 14.0 MeV source.

Conclusion

In the preceding chapters, the effects of reso-
nance self-shielding and the contribution of partial
inelastic scattering cross section were evaluated in
the typical case of iron as a structural material.
The results obtained are as follows: 1) the resonance
self-shielding effects of elastic and inelastic scat-
tering cross sections in the unresolved resonance
region contribute to the change of dose rate by 30 %

and 5 %, respectively. 2) The neutron flux below 10
keV at the distance of 30 cm from the central source
increases about 60 % by considering low energy dis-
crete levels of ^^Fe and ^^Fe. 3) Fast neutron
spectrum is much affected by the secondary neutron
spectrum data of the continuum level. These results
will be true of the other structural materials,
although a kind of detector and source condition were
limited in this study. The resonance self-shielding
effect for capture may be underestimated, since the
experimental data of capture cross section are not
enough to give the resonance structure of it. For
elastic and inelastic scattering cross sections, there
were some subjective problems in that the experimental
error and the energy resolution may gradate the struc-
tures and lead to missing the needle-like peaks. However
th,e results obtained in this study will be" adopted gener
ally because the needle-like p-wave resonance self-
shielding effect did not affect neutron flux.

Thus, it has been concluded that the following
quantities should be considered for evaluating/comp-
iling cross sections of structural materials; 1)

unresolved resonance up to 2 MeV, 2) the discrete in-
elastic scattering cross sections of an isotope even
with a low abundance, and 3) the rigorous secondary
neutron spectrum data. This conclusion has been
reflected in the evaluation of neutron cross sections
for structural material for JENDL-2.
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INTEGRAL EXPERIMENTS FOR FUSION REACTOR DESIGN: EXPERIMENTATION

G. T. Chapman and G. L. Morgan
Oak Ridge National Laboratory

Oak Ridge, Tennessee 37830, USA

Integral experiments that measure the energy spectra of neutrons and gamma rays due to the
transport of 14-MeV T(d,n)'*He neutrons through thick steel and borated polyethylene shield
configurations have been performed at the Oak Ridge National Laboratory. Descriptions of the
facility and experimental techniques are given along with curves showing data representative
of the results.

[Integral Experiment, Energy Spectra, Pulse-shape Discrimination, Data Unfolding]

Introduction

Integral experiments have been performed at the
Oak Ridge National Laboratory to provide verification
of nuclear data and radiation transport methods that
are being used in nuclear design calculations for
fusion reactors. Using an NE-213 detector and pulse-
shape discrimination methods, both neutron and gamma-
ray energy spectra were obtained for shields up to a

thickness of about 412 g/cm^. The energy ranges
covered were from about 800 keV to 14 MeV for neutrons
and from about 800 keV to 10 MeV for gamma rays. The
source of neutrons was the T(d,n)'*He reaction in

targets consisting of 4 mg/cm^ of TiT deposited on
0. 254-cm-thick copper disks. The condition of the
target was monitored at all times by the use of a
solid-state alpha detector and a small NE-213 neutron
detector.

The Facility

The facility, designed^ and built for conducting
the measurements described here, is located in Bldg.
6025 at the Oak Ridge National Laboratory (ORNL)

.

Since this is primarily an office complex, it was
necessary to provide shielding to meet all Health
Physics requirements in addition to that needed
to reduce the backgrounds produced by neutron
scattering and/or capture in the room. Figure
1 is a drawing of the facility showing a cut-away
section in the environmental control shield to illus-
trate the arrangement of the components in that shield.
The experimental shield, consisting of stainless-steel
and borated polyethylene slabs, each 5.08 cm thick by
152 cm in cross section, is contained in a cavity in
the environmental shield which provides a minimum of

one meter of concrete shielding in all but the forward
direction (right in the figure). To reduce the return
of thermal neutrons from the wall, iron slabs were
placed between the detector and the wall. This, in
effect, simulated making the measurements with the
detector located within the experimental shield.

The accelerator target, consisting of 4 mg/cm^ of
titanium titride deposited on 0.254 cm thick copper
disks, is located in a cylindrical can of iron with a
7.5-cm wall thickness. This can serves to modify the
nominal 14-MeV neutron source spectrum to more nearly
represent the softer spectrum from the reactor. In
addition, the source can with. its backup shield of
lithiated paraffin in the accelerator drift-tube port,
reduces the number of neutrons reflected from the back
room wall. As designed and built, the room allows
making statistically good measurements with experi-
mental shields as thick as 412 gm/cm^ in only 3 to 4

hours counting time.

Target Calibration

For the deuteron energies used in this work
(Ej) < 300 keV) the T(d,n)''He reaction is isotropic in
in the center-of-mass system. Therefore, counting the
alpha particles emitted into a known solid angle gives

an accurate determination of the neutron source
strength. The only calibration constant necessary is

the solid angle transformation factor (lab to center-
of-mass) for the reaction angle at which the alpha
particles are observed. This transformation factor is

dependent on the deuteron energy and is calculated
using the T(d,n) cross section as a function of energy,
the stopping power of the target (TiT) , and the rela-
tive fraction of D"*", and 0"^ in the incident beam.

The initial test of the technique was carried out

using a very low mass target holder in which the alpha
particles were detected by a surface-barrier detector
at an angle of 165° and a distance of 25 cm. An
aperture with a diameter of 0.630 cm defined the active
area of the detector. The detector was protected from
scattered deuterons by a foil of aluminized mylar with
a thickness of 3.8 x 10""* cm. Pulse height distribu-
tions observed in this detector showed a very clean
peak, well isolated from noise and free of background.
The source strength determined by the alpha particle
detector was compared with a simultaneous measurement
of the neutrons at 0° (Fig. 2) using a calibrated^
NE-213 detector (with a suitable calculation of the 0°

neutron-solid-angle transformation factor) . Agreement
was within 3% which is within the uncertainties of 5%

on neutron detector efficiency and 3% on alpha particle
calibration factor (due mainly to possible variations
in the molecular fractions of the incident deuteron
beam)

.

After the environmental-control shield wall and
source-modifying can were in place, this same target
holder was used to calibrate a neutron monitor con-
sisting of a NE-213 detector at 0°. The production
target holder was then installed. This target holder
used the same alpha particle detector package (detec-
tor, aperture, cover-foil) relocated to 90° and at a

distance of about 150 cm. The source strength deter-
mined by this alpha-particle detector assembly was then
compared to that determined by the calibrated neutron
monitor and found to agree within 1%. The solid angle
transformation factor at 90° is very nearly equal to

unity and is essentially independent of deuteron energy
and therefore independent of the relative molecular
fractions in the deuteron beam.

Detector and Electronics

The primary neutron/gamma-ray detector used in

this work was manufactured at the ORNL ORELA facility
and consists of 66.1 gm of NE-213 scintillation liquid
contained in a cylindrical cup made of aluminum (4.32
X 10~^ cm wall thickness) and coated on the inside with
a titanium dioxide reflector paint. After coating, the
inside dimensions of the can were 4.658 cm diam by
4.648 cm deep. The detector was mounted on an 8850
photomultiplier tube. The circuitry used in the pulse-
shape discrimination to distinguish between neutrons
and gamma rays is essentially standard and state-of-
the-art. The data were accumulated with an ND-812
pulse-height analyzer /computer and transferred for

permanent storage on a PDP-10 disk via paper tape. Two
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Fig. 1. Artist's sketch of the experimental facility at ORNL.
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Fig. 2. NE-213 detector response to T(d,n) neutrons.

subsidiary electronic channels are used to monitor
alpha and neutron emissions from the target with a

surface-barrier alpha-particle detector (see above) and
a small NE-213 neutron detector biased at about 10 MeV.
Both monitors are located at right angles to the beam
and at a distance of about 150 cm from the target.
Pulse-height spectra of the detected alpha particles
are recorded at all times to monitor for any change in

the quality of the target.

Data Analysis

The pulse-height spectra obtained for both neu-
trons and gamma rays were unfolded to produce the
energy spectra using the program FERD."* The response
matrices required by FERD were obtained by one of us
(GLM) using the pulsed neutron beam at ORELA for the

neutron data and sources of gamma rays with known
energies for the gamma-ray matrix. The detector has

an energy resolution that varies as

R = /300 + 800/E

for neutrons, and

R = /170 + 288/E,
Y

for gamma rays where R is the FWHM in percent at the
given energy in MeV. Indicative of the detector's
response are the data shown in Figs. 2 and 3. Figure
2 shows the response to the T(d,n) neutrons at about
14 MeV, and Fig. 3 shows the separation of ^'*Na gamma
rays at 1.37 and 2.76 MeV. All the data are normalized
to the source neutron strength as determined by the

detection of the associated alpha particles (see above)

.

Results

A companion paper to this one gives a detailed
description of the data and the success in comparing
calculations to these measurements. Therefore, only
a cursory presentation of representative samples will
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Fig. 4. Neutron energy spectrum measured with
no experimental shield in the environment shield.

be given here. First, Figs. 4 through 6 show the

neutron energy spectra measured through increasingly
thicker shields. The data in Fig. 4 was taken with no
experimental shield, whereas. Fig. 5 shows the data
taken behind a shield composed of 35.56 cm of stain-
less steel followed by 5.08 cm of borated polyethylene.
An additional 5.08 cm of stainless steel and 5.08 cm

of hevimet (tungsten alloy) were added to the 35.56 cm
of stainless steel to take the data shown in Fig. 6.

The only structure apparent in these data is the peak
at above 14 MeV due to source neutrons.

Although NE-213 does not perform as well in

detecting gamma rays as it does for neutrons, it is

possible to obtain useful gamma-ray spectra as shown
in Figs. 7, 8, and 9. As with the neutron data, these
figures show the gamma ray spectra taken behind
increasingly thick shields. That is, Fig. 7 shows the

gamma rays measured behind 15.24 cm of stainless steel,
after which the thickness of the shield was increased
to 35.56 cm of stainless steel plus 5.08 cm of borated
polyethylene for data shown in Fig. 8. An additional
5.08 cm of stainless steel and 5.08 cm of hevimet were
added to the shield for taking the data shown in Fig.

9. The apparent structure at 6 to 8 MeV remains out-
standing in all of the spectra and may be due
primarily to neutron capture in the shield. The
apparent peak at about 2 MeV has not been resolved
at this time.

0 2 4 6 8 10 12 14 16

Neutron Energy (MeV)

18 20

Fig. 5. Neutron energy spectrum measured
behind 35.56 cm of stainless steel plus 5; 08 cm
of borated polyethylene.
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Fig. 6. Neutron energy spectrum measured
behind 35.56 cm of stainless steel plus 5.08 cm of

berated polyethylene plus 5.08 cm of stainless steel
and 5.08 of hevimet.
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Fig. 8. The gamma-ray energy spectrum measured
behind 35.56 cm of stainless steel plus 5.08 cm of

borated polyethylene.
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INTEGRAL EXPERIMENTS FOR FUSION REACTOR DESIGN: ANALYSIS

R. T. Santoro, R. G. Alsmiller, Jr., J. M. Barnes, E. M. Oblow
Oak Ridge National Laboratory

Oak Ridge, Tennessee 37830, USA

Integral experiments that measure the energy spectra of neutrons and gamma rays due
to the transport of 14 MeV D-T neutrons through laminated SS-304 and borated polyethylene
shield assemblies have been performed. Measured and calculated energy spectra and inte-
grated flux distributions are compared for a typical shield assembly as a function of
detector location.

[Integral Experiments, Radiation Transport, Neutron Spectra, Gamma Ray Spectra]

Introduction

A series of integral experiments are being
performed at the Oak Ridge National Laboratory to

provide verification of the nuclear data and radiation
transport methods that are being used in nuclear
design calculations for fusion reactors. The experi-
mental program, which is described in detail in a

companion paper', is currently directed at measuring
the transport of 14 MeV neutrons produced in D-T
reactions through laminated slabs of stainless steel

type 304 (SS-304) and borated polyethylene (BP).
These materials are typical of those expected to be

used in the shield of a fusion reactor. The experi-
ments are supported and complemented by an analytic
program that attempts to reproduce the measured
results by carrying out radiation transport calcula-
tions using representative geometries of the experi-
mental configuration and the most current nuclear
data and radiation transport codes.

This paper compares neutron and gamma ray energy
spectra measured behind a typical shield assembly
with those obtained from calculation. The details of
the calculations including the model of experimental
geometry, the nuclear data, and the radiation trans-
port procedures are described in the next section.
The measured and calculated energy spectra are com-
pared and discussed in another section.

Details of the Calculations

The calculated energy spectra were obtained using
two-dimensional radiation transport methods using the
geometric representation of the experimental configu-
ration shown in Fig. 1. The experimental arrangement
was approximated by representing the room, shield
assembly, concrete support structure, and detectors in

cylindrical geometry with symmetry about the axis of
deuteron injection. The components were modeled using
42 radial and 82 axial mesh intervals. The calcula-
tional geometry is reduced by eliminating the experi-
mental room walls. The radial boundaries and the
axial boundary at r = 152 cm are treated as albedo
surfaces with a reflection factor of 20% for neutrons
and gamma rays of all energies. The reduced geometry
and reflection factor were carefully chosen to assure
thatthe scalar flux profiles are the same as those
obtained with a full experimental room representation.
Compressing the geometry results in a smaller core
size requirement for the transport codes and a con-
comittant reduction in code running time.

The neutron source (produced by the reactions of
200 keV deuterons with tritium) is housed in an iron
can which was designed to soften the neutron spectrum
emitted from the target. The softened spectrum
simulates the reflection of neutrons from the vacuum
vessel walls in a fusion reactor. The laminated
shield assemblies are supported in a bulk concrete
superstructure. Neutron and gamma ray spectra are
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Fig. 1. Calculational geometry of the experimental
configuration.

measured as a function of shield thickness and compo-
sition with respect to the axis of symmetry. Experi-

ments have been completed for the shield compositions

and thicknesses listed in Table I. In this paper, the

measured and calculated results are presented only for

Experiment 4.

The sequence of calculations to obtain the neutron

and gamma ray energy spectra is complex and very de-

tailed and is described fully elsewhere^, so only a

brief discussion of the calculational sequence is

given here. The neutrons emitted from the D-T reac-

tion are characterized by an angle-energy relation

that depends on the energy of the incident deuteron

and the tritium number density in the target. The

angular dependence was calculated taking into account

the deuteron slowing down in the target. The energies

of the emitted neutrons were determined from the

kinematic equations for a two-particle reaction. The

probability distributions for the emission of neutrons

into an angular interval served as the source term for

the transport calculations and as the energy weighting

functions for collapsing the multigroup transport

cross section data.

Separate calculations were performed to determine

the first collision and uncollided flux distributions

in the geometry mesh used to define the experimental

configuration using black absorbers positioned about

the neutron source to define the angular interval into

which neutrons in a given energy interval are emitted.

The angular intervals were selected using the geometry

shown in Fig. 1 to account for the neutrons emitted

into the solid angle subtended by the source can open- _

ing, for those emitted essentially perpendicular to

the deuteron axis, and for these emitted into the back-

ward angles. The three separately calculated uncol-

lided flux-first collision source distributions were

combined to form a single source term for use in the
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Table I. Shield Compositions and Thicknesses

Shield Composition

SS-304^ SS-304 Bp'' SS-304 BP SS-304

(cm)

Experiment Slab Thicknesses (cm)

1 0 0

2 15.24"^ 15.24

3 30.48'' 30.48

4 30.48 5.08 5.08 40.64

5 30.48 5.08 5.08 5.08 45.72

6 30.48 5.08 5.08 5.08 5.08 50.80

7 30.48 5.08 5.08 5.08 5.08 5.08 55.88

^Stainless steel type 304

^Borated polyethylene

""Three 5.08-cm-thick slabs

""six 5.08-cm-thick slabs

two-dimensional discrete ordinates code DOT^ (S]2
angular quadrature) to complete the transport calcu-
lation. A final scattering source tape generated in

DOT was employed to carry out a last-flight transport
calculation to obtain the neutron and gamma ray flux
distributions at each detector location. Performing
the calculations in this sequence assures that ray
effects from the D-T neutron source as well as those
from intense scattering centers in the experimental
apparatus are eliminated.

In all of the calculational procedures, the
radiation transport was performed using a 53-neutron,
21 -gamma ray energy group transport cross section
library. These data were obtained by collapsing the
171 -neutron, 36-qamma ray energy group Vitamin C data
set (ENDF/B-IV) This library was created as a

general purpose cross section data set for the analy-
sis of fusion neutronics problems. The fine group
library was collapsed using the ANISN^ code by repre-
senting the experimental components in the emitted
neutron angular intervals in spherical geometry and
using the energy spectrum in that angular interval as
a weighting function. The energy boundaries of the
collapsed data library were selected so that the D-T
neutron source spectrum could be represented accu-
rately in the transport calculations.

Discussion of Results

The measured and calculated neutron energy spec-
tra at the two detector locations shown in Fig. 1 are
compared in Fig. 2. The experimental data were ob-
tained using an NE-213 liquid scintillator.'' The
solid lines indicate the statistical uncertainty in
the unfolded measured neutron spectra and the dots are
the calculated results. The calculated results were
obtained by smoothing the flux per unit energy in each
multigroup energy interval with an energy-dependent
Gaussian distribution that characterizes the response
of the detector and electronic system to neutrons.
The data are compared for neutrons with energies above

850 keV which is the lower energy limit at which
optimum performance of NE-213 can be achieved. The
lower energy limit being governed by such factors as
the dynamic range and linearity of the detector
system.

The measured and calculated data are in excellent
agreement between 850 keV and 11 MeV. The calcula-
ted energy spectra are slightly higher than the
measured spectra between 11 and -v 12.5 MeV, in good
agreement between 12.5 MeV and a, 15 MeV, and then
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Fig. 2. Comparison of measured and calculated neutron
energy spectra versus neutron energy.

exhibit a more rapid roll off at higher neutron ener-
gies. The maximum neutron energy emitted from the

reaction of 200 keV deuterons with tritium is 15.1 MeV.

The differences between the measured and calculated
results above this energy is principally a manifesta-
tion of Gaussian response of the detector and that the

response function is acting on energy intervals that

differ between the two data sets.

The differences between the measured and calcula-
ted results between 11 and 12.5 MeV are more diffi-
cult to identify and may be due to anomalies in the

cross sections used in the radiation transport. A

detailed investigation of the causes of these differ-
ences using sensitivity analyses will be carried out.

The measured and calculated integrated neutron
flux distributions are compared in Fig. 3. These data
were obtained by integrating the energy spectra shown

in Fig. 2. The calculated and measured data are in

excellent agreement for energies up to 1 5 MeV.

The gamma ray energy spectra are compared in

Fig. 4 for the two detector locations. The agreement
among the measured ano calculated data are favorable
for gamma ray energies up to 9 MeV. At the higher
energies, the differences may not be entirely due to

physical causes, but rather the result of uncertainties
in unfolding the experimental data or, as in the case

for neutrons, a manifestation of the response of the

NE-213 detector. The calculated data were obtained
using a rather broad energy group structure which may
account for the failure to reproduce some of the gamma

ray peaks. However, similar trends in the spectra are
observed. When the data are compared on an integrated
basis as in Fig. 5, then the results are more
encouraging.

Analyses of these neutron and gamma ray data are
continuing and comparisons for the remaining cases
given in Table I are becoming available. Detailed
studies of all the results should isolate some of the

reasons for differences in the measured and calculated
spectra and identify uncertainties and limitations in

both the data and calculational methods.
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Fig. 3. Comparison of measured and calculated
integrated neutron flux above E versus
neutron energy.
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Fig. 4. Comparison of measured and calculated gamma
ray spectra versus gamma ray energy.
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Fig. 5. Comparison of measured and calculated gamma

ray flux above E versus gamma ray energy.
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USE OF NUCLEAR TECHNIQUES IN OIL WELL LOGGING

K. S. Quisenberry
Schlumberger-Doll Research

Ridgefield, Connecticut 06877, USA

Radiation transport codes are being applied to modeling the response of nuclear
logging tools. The cross sections, benchmark experiments and neutron source spectral data
that are required for this purpose are described. A neutron porosity tool is used to

illustrate such calculations.

[Nuclear logging, radiation transport, nuclear data, neutron source shapes.]

Introduction

Oil well logging is the process of making
physical measurements in an oil well, after it has been
drilled, and then representing the data and resulting
parameters of interest as a linear function of depth;

the log. Methods today use electrical, acoustical, and

mechanical as well as nuclear properties of rock. The
parameters measured (e.g. electron density, hydrogen
density, type of rock) usually do not directly indicate
the quantity and producibility of oil. Rather answers
are obtained by inference, after combining the results
of several measurements.

To improve the inference process it is useful to

have measuring tools that give accurate results, with
well known corrections where necessary. For nuclear
tools, detailed mathematical calculations can improve
the accuracy of the corrections especially where spe-
cific conditions are difficult, if not impossible, to

simulate experimentally. These calculations require
appropriate codes and accurate cross section and

spectral data.

The oil well measurement problem shown in Figure
1 is in many ways unique. The region of interest, the
rock formation surrounding the borehole, is unacces-
sible. All measurements are either made in the well
or on the surface. Temperature and pressure increase
with depth in the earth, with pressures of 20 to 40

MPa and temperatures of up to 150°C common. All

measurement apparatus must be contained within a slim
pressure housing suspended at the end of a long (up to

10,000 ni) cable. The borehole has a diameter of 20 to
40 cm, with walls that are frequently not smooth. The
borehole fluid can contain water, dense mud, oil, and
corrosive chemicals such as salt (NaCl) or hydrogen
sulfide (H2S). The instruments are lowered to the
bottom of the well, and data are recorded as the cable
is withdrawn at a constant rate, typically in the
range of two-hundred to two-thousand meters per hour.
Data signals must be transmitted to the surface where
they are decoded, processed, and recorded.

Under field conditions, rapid measurement and
high equipment reliability require apparatus designs
that maximize accuracy and minimize measurement time.
For nuclear tools that use radioactive sources this
indicates use of strong sources, but such sources
present ever-increasing handling, shielding, and trans-
port problems so source size is limited. Detector size
is restricted by the need to fit within the pressure
housing, typically <^ 9 cm in outside diameter.

Chemical sources of gamma rays and neutrons are
used as are 14 MeV (D,T) neutrons. Integral measure-
ments can be made which are sensitive to the electron
density,! hydrogen density, 2 and macroscopic capture
cross section^ of the formation. Gamma ray spectro-
scopy, using Nal(Tl) or germanium detectors, can be
applied in several ways. The simplest is to detect

Figure 1 - Schematic Drawing of a Well

Logging Operation

natural activity from the potassium, thorium and
uranium present in the rocks. Activation analysis can

be performed using either chemical or accelerator
neutron sources. High energy neutrons (14 MeV) are

used to determine fluid saturation by measuring the
thermal flux decay time. Recently it has become
possible to determine elemental concentrations by

detecting inelastic gamma rays from reactions of 14

MeV neutrons.^

Neutron Porosity Logging

To illustrate the application to logging of
analytical methods and nuclear cross section data, we
use as an example a Pu-Be neutron source and ^He

detector based porosity measurement tool. Such a

device has been used for some time to provide accurate
hydrogen density measurements which are related to the

formation porosity. (The assumption that the rock

pores are fluid filled with water (H2O) or hydrocarbons

(CnH2n) yields a direct relationship between hydrogen

density and porosity.) This system has been described
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in some detail, ^ and only the basic principle will be

introduced here to illustrate the use of analytical

model ing.

Figure 2 is a plot of the count rate observed in

a black thermal neutron detector as a function of

source-detector spacing in limestone. The neutron
source is Pu-Be and the curves are for porosities of

0, 10 and 30%, respectively. These data are the result
of ANISN^ one-dimensional transport theory calculations
with a point source in an infinite medium. This "ideal

case" is used to illustrate the concept of the measure-
ment. If a source-detector spacing greater than about

20 cm (in this model) is used, the slope as a function
of distance increases monotonically with porosity. By

using two or more detectors, this slope can be deter-
mined and hence a porosity value derived.

Figure 3 shows a similar calculation for a sand-
stone matrix. The trends are similar to the previous
example but there are significant differences in the

calculated slope for a given porosity. This illus-
trates the dependence of the measurement on the rock
matrix. Many other details of the environment signifi-
cantly influence the response. In general, porosity
measurements to an accuracy of about +1 percent of

total volume are desired for porosities between 0 and

40%.

Experimental data from the laboratory and field
operating experience confirm that raw porosity data
must be corrected for numerous environmental effects,
e.g. borehole size, fluid density and salinity, and
temperature. Up to now most such corrections have
been obtained by laboratory measurements. However, as

the degree of accuracy of the answers required from
logging data has increased and the wide range of
physically occurring environments has become apparent,
accurate knowledge of these corrections has become
essential over a range impossible to duplicate experi-
mentally. We therefore embarked on an effort to

supplement our experimental understanding of nuclear
logging tools with detailed, analytical models of each
device.

Data Requirements to Calculate Tool Response

The benefits to be realized from the development
of reliable theoretical models of logging tools and
concepts are now being recognized. In principle,
evaluation models will permit the investigation of
almost every conceivable neutron source and detector
configuration as a function of many borehole and rock
matrix parameters. The sophisticated radiation trans-
port computer codes that have been developed will
greatly aid in the effort to build good models of
nuclear logging tools.

However, the application of radiation transport
computer codes is complicated by many of the realities
of oil well logging. During the drilling a mud-like
fluid lubricates the bit and applies overpressure to
prevent blowouts. Mud filtrate can penetrate the
formation wall leaving a precipitate, the mudcake,
along the rock surface. The borehole diameter and
surface texture depend on the type of rock and on
drilling conditions. The tool is geometrically
complex with the hardware confined inside the pressure
housing (often asymmetrically) and with shielding
competing for space with electronics and detectors.
Logging practices often destroy any remaining geomet-
rical symmetry. The measuring device is almost always
eccentered in the well: hence, an accurate model must
be three-dimensional, which implies use of Monte Carlo.
However, the low counting efficiency of actual tools

no
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Table 1 - Nuclear Data Required for Nuclear Logging

Elements Reaction Cross Section

Differential
Elastic Elastic Inelastic Capture y Production

Si 1 icon X X . _ X X X

Calcium X X X X X

Carbon X X X X X

Oxygen X X X X X

Hydrogen X X X X

Magnesium X X X X

Iron X X X X X

Aluminum X X

Tungsten X X X

Nickel X X X X X

Chromi um X X X X X

Copper X X X

Titanium X X X

Sulfur X X

Chlorine X X X

Manganese X X X X

Sodium X X X

Barium X X X

can drastically increase Monte Carlo computing
times. Hence, biasing techniques for improving the
calculational efficiency are critical. Finally, the
formations themselves, though represented as homogene-
ous media, usually are non-homogeneous on a macroscopic
scale.

To illustrate our approach, we are already apply-
ing three-dimensional continuous energy Monte Carlo
techniques and 2-D transport theory to many of our
problems. It is clear that despite the realities of
the borehole problem the usefulness of calculated
results will be affected by the reliability of basic
nuclear data. This is especially true when accuracies
of one to a few percent are desired. Some of the
elements which are most significant to the analysis of
nuclear logging problems are listed in Table 1, along
with the major reaction cross sections of interest.

A casual survey of the compiled nuclear data^
which are available for many of the elements in Table
1 in the energy range of interest to logging (thermal
to 14 MeV) does not identify any particular gaps in
the measurements of important cross sections. For
example. Figure 4 shows the total neutron cross section
for silicon, one of the major constituents of sandstone
rock. The data do exist to describe the intricate
energy dependence of the silicon total cross section
for use in the continuous energy Monte Carlo calcula-
tions. Figure 5 depicts essentially the same situation
for calcium, a major constituent of limestone and
dolomite. It appears that the total cross section
detail that can be represented for elements like
calcium and silicon is comparable to that for hydrogen,
oxygen and carbon. However, one important difference
is that while we have confidence in the existing
nuclear data for elements like hydrogen, oxygen and
carbon as a result of benchmark work in reactor pro-
grams, we cannot claim the same for the common rock

matrix materials (i.e. silicon, calcium, magnesium, etc)

for logging applications. Therefore, we see a need to

assess the reliability of these nuclear data through
analysis of benchmark experiments and cross section
sensitivity testing.

In particular, it would be desirable to study the

moderation of fast neutrons directly in the media of

interest, namely limestone, silica and dolomite. More
up-to-date age measurements^ with well-characterized
sources would provide a good test of the space-energy
slowing down in these media. An important feature of
these measurements is that they are one-dimensional,
enabling reliable cross section sensitivity modeling
to be performed. Another one-dimensional integral test
of these nuclear data would be provided by measurements
of neutron leakage spectraS from homogeneous spherical
assemblies made up of different rock matrix materials.

Finally, in addition to reliable nuclear cross
section data there is a need to represent more
precisely for modeling the various radioactive source
spectra used in nuclear logging. The published shapes
of common source spectra (e.g. Pu-Be, Am-Be, Pu-Li)
exhibit appreciable scatter. This is particularly
clear from examination of three different Pu-Be source
spectra shown in Figure 6 (taken from Reference 9).

Characteristics of two Be(a,n) sources as compiled by

Geiger and Van Der ZwanlO exhibit significant (>10%)

spreads in mean energies (Table 2). The best spectral
representations to use in our model ing are unknown. For

some logging techniques, details of the source spectra,

particularly at high neutron energies (>4 MeV) can
greatly affect calculated results. More work is needed
to resolve the differences between measured spectra
for specific Be(a,n) sources.
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Figure 4 - Total Cross Section of Silicon

Figure 5 - Total Cross Section of Calcium

Summary

This paper has portrayed nuclear oil well logging

and the application of radiation transport models to

logging problems. Some of the important nuclear data
to be input to these models have been identified. At
this time we cannot judge the adequacy of existing
nuclear data for logging models and concepts. However,
we see the need for better characterizations of radio-
active source spectra and for quality integral experi-
ments to provide benchmarks to test these spectra and
the nuclear data for common rock materials.

Table 2

Source

Pu-Be

Am- Be

Characteristics of Be(c{,n) Source

Spectra from the Literature

Fraction of Neutrons
with <1.5 MeV (%)

7-33

15-23

Mean
Energy (MeV)

4.2

3.9

4.7

4.3
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IIEUTRON IlIDUCED RADIOACTIVITY FOR MI'ISRAL EXPLORATION

Frank E. Senftle
U.S. Geological Survey, Reston, Virginia 22092

Borehole neutron activation-gairana-ray spectrometry is a useful method for mineral
exploration. Isotopic or accelerator neutron sources are used with either scintillation
or semiconductor detectors in the borehole tools depending on the application, rock
formation, required measurement time, etc. The basic neutron processes in rock formations
are summarized to point out the problem of spectrometer calibration. The source-to-detector
distance is an important consideration to achieve optimum sensitivity. There are several
possible solutions of the calibration problem. Some of these are demonstrated by
applications of neutron activation to mineral exploration in the field. Although many
problems still need to be solved to make borehole neutron-gamma-ray spectrometry a more
general analytical tool, the method is a pov/erful qualitative exploration device applicable
to many elements in most rock formations. Under certain conditions, e.g., in a coal seam,
it can also be a good quantitative tool.

[Borehole Sonde, Accelerator, ^^^Cf, Source-to-Detector Distance, Capture y-Kay Analysis]

Introduction

The use of gamma-ray spectroscopy to detect
elements for mineral exploration purposes has gained
increased acceptance in the mining industry over the
past 5 years. The concept of using nuclear techniques
for this application is not new. Pontecorvo-^

suggested neutron-gamma-ray logging for oil explora-
tion as early as 1941. The papers published before
1951 were directed toward oil exploration and have
been reviewed by Caldwell.^ The application of nuclear
techniques to mineral exploration came later. Some
preliminary experiments with a Ra-Be neutron source
to detect silver were made in 1951,^ and in 1955
investigators in the USSR reported using neutron
activation techniques to detect aluminum, copper, and
manganese in ores.'* Since then, nuclear technology
and instrumentation have progressed so that the

practical methods of gamma-ray spectrometry can now
be made in situ, e.g., down a relatively deep bore-
hole. Useful field instrumentation has been produced
because of the availability of high-resolution
gamma-ray detectors, borehole accelerator- type- and
^^^Cf-isotopic neutron sources, and miniaturized
electronics, together with the need for rapid and

less costly in situ elemental analyses by the

mineral industry. As virtually all the near-surface
bonanza-type ore deposits have been found, we now

must eiqilore for deep, large- tonnage, low-grade
deposits. Thus, the major emphasis is on borehole
gamma-ray spectrometry rather than surface-explora-
tion techniques

.

Gamma-ray spectrometry in the restricted volume
of a water-filled borehole presents some challenging
problems. The intensities of the practical neutron
sources are low compared with those of nuclear
reactors, the detector is not easily shielded from

neutrons, the activated samples are ill-defined and

are broad gamma-ray sources, and finally, all the

borehole electronics must be rugged, low-power, and

miniaturized. In spite of the formidable problems,

a number of practical exploration systems have been
developed and are just becoming commercially avail-

able. Although several other nuclear methods have
been devised to explore for specific elements in a

borehole, we limit this review to the major steps

in the development of borehole gamma-ray spectrometry
as a mineral-exploration tool.

Early Investigations

Activation logging to determine the presence of

elements in reservoir rocks was first exploited for

oil e:q5loration by geologists^"^ using accelerator-type

neutron sources. Similar studies with isotopic
neutron sources were used in the USSR to log boreholes
for copper and manganese by means of total-count
methods. Rabson^^ and Caldwell al^. were among
the first to use neutron-capture spectral logs to

detect specific elements. The resolution of their
scintillation detectors was not very good, however,
and the technique was limited virtually to a

qualitative analysis. Most of the other borehole
neutron activation techniques before 1970 were based
on delayed gamma activation reactions and were also
largely qualitative. Although most of the early work
was performed by means of continuous-beam borehole
accelerators and NaI(T?,) detectors, the use of pulsed
accelerator neutron sources was later introduced.
Chrusciel Jt^.^-^^ reviewed the basic physics of

pulsed neutron logging, a time-resolution technique
that could be used to separate the different types of

gamma rays.

Figure 1 shows the fundamental steps in pulsed
neutron counting. The gamma-ray analysis is gated

to count for set time periods during and after each

neutron pulse. The gamma rays produced by inelastic
neutron scattering are emitted during the neutron
pulse (Gate 1) and the capture plus activation
gamma rays are measured after the neutron pulse
(Gate 2) . The decay or activation gamma-ray activity

gradually builds up during each succeeding neutron
pulse as the half-lives are generally long compared
with the inter-pulse time. The decay gamma rays are

measured after the capture gamma-ray activity has

decayed to a negligible level, i.e., in the time gate

just before the next neutron pulse (Gate 3). The

Fig. 1. Relations between time of the neutron
pulse and the emission of the several types of
gamma rays

,
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Table I. Comparison of Accelerator- Type and ^^^Cf-TTeutron Sources for Borehole Activation Application.

Advantages Disadvantages

Accelerator Type
Neutron

1- Can be turned off when not in

use - massive shields not required.

2- High neutron energy, greater
penetrability - can observe a

large sample.

3- Large useful neutron flux of
~10^ neutrons /sec.

4- Useful life of >100 hours.

1- High energy neutrons cause severe
damage to solid-state detector*-
difficult to shield.

2- Neutron flux is not steady - requires
monitoring and integration over
measuring period.

3- Diraensionally large for borehole use -

requires sonde 5 to 30 m long.

252cf Neutron 1- neutrons do not cause excessive
damage to solid state detectors
can be effectively shielded.

2- Ileutron flUx steady - does not
have to be monitored.

3- Very small - ideal size for

borehole use.

1- Cannot be turned off
shield

.

needs massive

Relatively low energy neutrons - observed
sample therefore only moderately large.

Neutron flux 10^ neutrons/yg ^^'^Cf. Max.
practical flux ~6xl0^ neutrons/sec.

^^^Cf decays rapidly {Th = 2.6 yrs)

.

*Applies primarily to p-type germanium detectors; n-type germanium is more resistant.

capture gamma rays are determined by subtracting the

counts in Gate 3 from those in Gate 2. The number of

gamma rays produced by inelastic scattering in Gate 1

is much larger than the sun of the capture and decay
gamma rays and does not need to be corrected.
Wlckmann and Webb^^ and later Wickmann^^ reviewed the
use of accelerator - naI(T?.) borehole sondes, and
showed that by employing the proper source-to-detector
distance and moving the sonde at an optimum speed for

a given half-life it was possible to log for oxygen,
silicon, and aluminum using the ^^0(n,p) ^'^N,

2^Si(n,p)28Al, and the ^'^kl(n,p)^'^nz reactions,
respectively. Senftle and Hoyte,^** using Ilonte Carlo
techniques, examined the neutron fluence rate as depth
Increased in soil for 3- and 14-J1eV accelerator-
produced neutrons. Although 14-IIeV neutrons provided
the greater penetration (larger sample) and higher
neutron fluence rate, the spectrinn observed with a

scintillation detector was complicated by gamna-ray
peaks produced by high-energy neutron reactions, e.g.,

(n,n'Y) and (neutron, particle) reactions. They
concluded that in order to yield a less complicated
spectrum neutrons with a lower energy should be used,
e.g., 3 MeV neutrons produced by the (d,d) reaction,
in spite of the fact that this reaction yields a

hundredfold lower neutron fluence rate.

In 1968, the first ^^^Cf neutron sources vrere

made available for research purposes. The small size,
the relatively high neutron flux, constant over time
periods of several hours, and the reliability under
field conditions made ^^^Cf an attractive source of

neutrons. The neutrons are emitted with a fission-type
spectrum at an average energy of 2.35 ileV, and one
can obtain a reasonably uncomplicated delayed-gamma
spectrum in a rock matrix even with a i:IaI(T5,)

detector. Comparison of results obtained with neutrons
produced by ^^^Cf and an accelerator using a (d,d)
reaction indicated that ^^^Cf could be used in bore-
hole tools for mineral exploration.^^

In the late 1960's, solid-state Ge(Li) detectors
also became available. The vast improvement in
resolution of these detectors over scintillation
detectors made it possible to resolve many individual
gamma-ray lines « Several lists^''"'^^ of capture
gamma-ray lines and their relative intensities were

published so that capture gamma-ray analyses could be
made in the laboratory. Unfortunately, the require-
ment that Ge(Li) detectors be cooled to liquid
nitrogen temperatures complicated their use in a

x?ater-filled borehole configuration. Venting the

nitrogen without causing temperature changes was an
intractable problem that was eventually solved by
using a solid cryogen at the melting point rather
than a liquid at the boiling point.

Borehole Gamma-Rav Spectrometers

A borehole neutron activation gamma-ray spectro-
meter system can be divided into two basic parts, the

neutron source and the gamma-ray detector. Two types

of neutron sources are used, accelerators and isotopic
sources. Because of its high specific neutron
emission, ^^^Cf is the best isotopic source. The
advantages and disadvantages of the t-jo types of

neutron sources are outlined in Table I. Both types
have been used, the choice depending on the applica-
tion and type of reaction under investigation.
Accelerator voltages of 100-150 kV can be obtained
in a borehole sonde, and thus a useful neutron flux
of about 10^ neutrons/sec at 14 MeV can be achieved
at the target using a (d,t) reaction. A neutron flux

with an energy of 3 MeV but two orders of magnitude
lower flux can be obtained with a (d,d) reaction.

At 1 cm from a ^^^Cf source of 100 yg, a fluence rate

of about 2 X 10^ neutrons/ cm^-sec with a fission-type

energy distribution and an average energy of 2.35

MeV can be realized.

NaI(Ti!,), Ge(Li), and high-purity Ge crystals have

been used for detectors in borehole spectrometers.
NaI(T!l) is considerably more efficient than Ge(Li)

or pure germanium, but the germanium crystals have a

much better energy resolution - a highly desirable

property for gamma-ray spectrometry. In spite of

the poor resolution of scintillation spectrometers,

many investigators currently use them in order to

obtain significant counts in short counting times,

e.g., when the sonde is continuously moved up a

borehole. Before 1971, Nal(T^) detectors were used

for spectral analysis in all borehole sondes. In

1971, Tanner et_ al.^"* built a borehole sonde using

a Ge(Li) detector cooled with melting propane, which
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held the crystal close to the temperature of liquid

nitrogen for as long as 10 hours (see Figure 2).

Nedostup and Prokof'ev^^ constructed a similar sonde

in which solid nitrogen frozen by cryogenic evapora-

tion was used. Dumesnil and Andrieux, »^'' and

also Lauber and Landstrom^^ built borehole sondes

Fig. 2. Picture and sketch of borehole sonde

with solid propane-cooled cryostat.

using Ge(Li) detectors which were cooled by liquid
nitrogen and vented through flexible tubes to the

surface. These liquid-nitrogen-cooled instruments
have a depth limitation, and the advantage of using
solid propane as a cryogen is obvious. In his
doctoral thesis, Andrieux proposed a sonde similar
to that shown in Figure 2 except that the Ge(Li)

crystal was above the cryostat. An early sonde
reported by Fanger e_t al. closely resembled that

proposed by Andrieux. To stabilize the detector
temperature and to maximize the operating period,
the cryogen ice must remain close to the detector
position. Propane ice sinks in liquid propane at

the melting point, whereas chlorodifluoromethane,
which has also been suggested as a cryogen, ^ '*>

floats on its melt liquid. Therefore, the

configuration of the sonde is dictated by the
cryogen used. Chrusciel^^ has reported results
using a new sonde built by the Karlsruhe group that
has an improved cryostat and electronic system.

In 1975, Boynton^^ devised a sonde cooled by a

canister of frozen propane. When the propane melted,
the warm canister could be replaced by a second
frozen canister. In this way the working time could
be extended.

Recent improvements in borehole sondes have been
applied to the detector rather than the cryostat.
Replacement of the Ge(Li) detector with high-purity
germanium makes field operation more practical.
High-purity germanium requires cooling only when in
use, and if a warm-up inadvertently takes place, one
does not lose the crystal. A very recent improvement
is the use of n-type, rather than the more common
p-type germanium, > which is about 28 times more
sensitive to radiation damage than an n-type
detector. This type of detector is especially
suitable for use with a 14-MeV accelerator-type
neutron source, whose fast neutrons can seriously
damage the detector.

Between the neutron source and the detector, a

shadow shield of lead or bismuth is generally used to

attenuate the direct gamma radiation from the source.

6

The shield also scatters direct neutrons from the
source into the wall rock. Although some exceptions
are made, the general practice, is to mount an isotopic
source below the detector to facilitate its attachment
and removal. The reverse is true when an accelerator-
type neutron source is used. Both source and
detector are mounted in a single hermetically sealed
casing that can be moved continuously or stepwise in
the borehole.

An electronics package consisting of a power
supply and a preamplifier-driver is usually mounted
above the detector. Although the practice has been
to send an analog signal up the borehole, such a
signal will obviously show degradation through a
long cable, and there will be a subsequent loss of
resolution in the spectra. To reduce resolution
losses, one can digitize the signal in the sonde
and send the digitized rather than the analog signal
up the cable. Field systems in which the analog-to-
digital converter is built into the borehole sonde
have been described and tested by Schulze and WUrz^^
and also by Mikesell et al.^''

Neutron Interaction

Any one of four basic reactions can be used to

detect and analyze the elements in the wall rock of
the borehole. These are:

1) Delayed gamma-ray analysis following
thermal neutron activation.

2) Capture gamma-ray analysis following
thermal, epithermal, or resonance
activation.

3) Gamma-ray analysis following inelastic
neutron scattering.

A) Gamma-ray analysis following particle
reactions (n,2n), (n,p) (n,a), etc.

Delayed Gamma Analysis : Ordinary laboratory neutron
activation utilizes thermal neutrons from a reactor
for analyzing a relatively small sample. As both the

neutron fluence rate and the activation cross sections
are generally high, the analytical method is sensitive
for many elements. In a borehole analysis, the sample
is much larger than that used in the laboratory but
the available neutron fluence rate is much lower.

One cannot fully utilize the much larger sample (1)

because of the significant attenuation of the

relatively low energy gamma rays emitted, and (2)

because the region of maximum activation in the wall
rocks is only several centimeters from the edge of

the borehole. Consequently, except for a few

elements that are easily activated, e.g., aluminum,

one must use an intense neutron source. A large
^^^Cf source would be suitable, but the shield-handling

problems in the field are prohibitive. For delayed

gamma-ray spectroscopy in a borehole, a neutron
generator offers an adequate source intensity for a

number of elements, but other problems detract from

its usefulness. For instance, a major fraction of

the fast neutrons are thermalized at distances so far

removed from the borehole that the subsequent gamma

rays, which are all less than 3-MeV, are seriously

attenuated. This implies a relatively small effective

sample (a few kilograms). However, the counting takes

place after the source is turned off, and the

signal-to-noise ratio is favorable. Although the

thermal neutron absorption cross sections are high

for many elements, delayed gamma-ray spectroscopy in

a borehole is limited in its usefulness by the small

samole size, gamma-ray attenuation, and the marginal
thermal neutron fluence rate regardless of the neutron
source used.



Capture Gamma Ray Analysis : The energy of the

radiative capture gamma ray emitted immediately after
neutron absorption is characteristic of the excited
nucleus. Unlike delayed gamma-ray analysis, capture
gamma-ray spectroscopy must be made during, rather
than after neutron irradiation; thus the signal-to-
noise ratio is lessened by a background of gamma rays.
The neutrons from an isotopic neutron source usually
are moderated to nearly thermal energies within a few
centimeters of the borehole. Because capture gamma
rays range in energy up to 11 MeV, attenuation is

not as serious as with delayed gamma rays, and the
effective sample may be as large as several hundred
kilograms. 14-MeV neutrons from an accelerator- type
source penetrate to much greater distances and
activate a larger sample volume. However, the
counting geometry is not as good, and gamma-ray
attenuation and scattering are significantly greater
in the larger sample than in a sample activated by
lower energy neutrons.

Because of the greater probability of pair
production from high-energy capture gamma rays, the
spectrum is complicated by the formation of single-
and double-escape peaks. To adequately resolve the
peaks in such a spectrum demands the best energy
resolution one can achieve with current semiconductor
detectors. Base metals such as copper, nickel, and
chromium produce very high energy gamma rays (>7 IleV)

;

because there is little interference from other
gamma rays in this energy region, analysis with a

low-resolution detector system is possible.

Inelastic Neutron Scattering ; The energies of the
gamma rays produced when neutrons are inelastically
scattered by nuclei are characteristic of the struck
nucleus. The cross sections, of course, vary with
the initial neutron energy above a given threshold
value. The first excited state (threshold) for some
elements lies below 5 MeV, but the maximum yield is

obtained for higher energy neutrons. Thus, we can
adequately measure only a few elements by (n,n'Y)
reactions using an isotopic source. For this reason
and the fact that the inelastic scattering cross
sections are considerably lower than those for thermal
neutrons, a copious source of high-energy neutrons
(i.e., an accelerator) is indicated to make use of

these reactions.

Particle Reactions (n,2n), (n,p) , and (n,a) : For
neutrons with an energy greater than about A MeV,
neutron reactions with some nuclei are possible that
result in emission of a particle and the formation of
a radioactive element. The gamma rays subsequently
emitted by radioactive decay are from the newly
formed radionuclide and indirectly indicate the
element that initially absorbed the neutron.
Therefore, (neutron, particle) reactions can be
used for elemental analysis. A common example in
borehole activation is the ^^Si(n,p)^®Al reaction,
which is detected by the 1.78-MeV decay gamma-ray
from ^^Al and indicates the presence of silicon.
These reactions are limited to a relatively few
elements where a 14-MeV neutron source is used, and
generally are insignificant where a low-average-
energy neutron source, such as ^^^Cf is used.

Borehole Neutron Dynamics

Although geophysicists have directed the
discussion of the dynamics of neutron interactions
in rock a formation toward oil exploration, ^'^"'^^

it is useful to summarize the salient features with
respect to mineral exploration. Whether the neutron
source is an accelerator or an isotopic source,
virtually all the neutrons are initially emitted

from the source with energies much above thermal
energy. The capture cross sections for most atomic
nuclei for fast neutrons are small compared with the

scattering cross sections; therefore scattering is

the principal interaction between fast neutrons and
atomic nuclei. The two distinct scattering
processes are elastic (billiard ball type) and

inelastic scattering. The inelastic scattering cross
section is a function of the energy of the impinging
neutron and the mass of the target nucleus and

consequently is relatively high for fast neutrons.
Because there is a substantial non-conservative
transfer of energy to the struck atom, the neutron
rapidly loses energy on successive collisions until
it reaches epithermal energies (0.1 - 100 eV) . If

the energy transferred to the target nucleus is

above its first excited state, the excited nucleus
returns to the ground state by the emission of a

gamma ray. If the energy transferred to the target
nucleus is less than the first excited state, there
is an elastic collision, i.e., the mechanical energy
is conserved. After one or more elastic collisions,
the neutron is moderated to the thermal energy of its

surroundings. As the neutron energy approaches
thermal energy, the capture cross sections of most
elements rise rapidly. Once thermalized, the neutron
diffuses only a short distance before it is captured
by an atomic nucleus. After the neutron has been
captured, an excited compound nucleus is formed that

emits a capture gamma ray almost immediately
(~10~^'*sec) . The resulting radioactive nucleus than

decays by emission of a B~ or B"*" particle and an

activation (or decay) gamma ray at some later time,

according to its half life, and returns to the

ground state or stable nucleus (see Figure 3) .

UCLEUS

DECAY
GAMMA-RAY

Fig. 3. Sketch showing gamma rays emitted after
thermal-neutron capture (from Meyer ''^)

.

A neutron that leaves the source with an
energy starts to lose energy through collision
processes with nuclei in the rock formation. At
any given time its energy state is defined by its
lethargy, u = 5,n (E^/E), where E is the neutron
energy at that time. As a result of an elastic
collision with an atomic nucleus, the average value
of the change in lethargy, i.e., the average
logarithmic neutron energy loss, 5> is

e, = In - = In (1)

E2 Ej E2

which from neutron slowing-down theory can be shown
to be

C = 1 - (A-1) ^ in A^ (2)

2A A+1

where A is the mass of the atomic nucleus in the
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center-of-mass system. Thus, equation (2) indicates
that the energy a neutron loses during an elastic
collision is independent of the initial energy of the
neutron, but is a significant function of the mass
of the target nucleus, the loss being greater for

smaller masses. For this reason hydrogen is by far

the most efficient moderator.

The moderating power of a specific nucleus is

given by ZgC where is the product of the number
of the nuclei per cm3 and the microscopic cross
section. 2g is energy dependent and is large for
hydrogen at low neutron energies only. Oxygen and
silicon, which are common elements in most rock
formations, have values of Zg that are significant
(but not large) at high energies. At high energies,
Zg for hydrogen is less than that for silicon or
oxygen and does not rise above Eg for those elements
until the neutron energy is reduced to less than
about 10 keV. However, the change in lethargy, 5,
during elastic collisions is much larger for hydrogen
than for silicon or oxygen. Even at high energies
the moderating power of hydrogen is higher than that
of other rock-forming elements, and the moderating
power of a rock formation is generally controlled by
the hydrogen concentration (primarily water) in the
rock matrix.

In some rock formations, the hydrogen concentra-
tion is so low that the moderating power of the other
rock-forming elements becomes significant. For
instance, dry salt or very nonporous crystalline
rocks such as unfractured diabase or granite contain
very little water. Lunar rocks contain virtually no
water. In these rocks, the moderating power is small
and the spatial distribution of neutrons in the rock
formation is profoundly affected. Fermi age theory
shows that the moderating power is inversely related
to the square of the slowing-down length, Lg, of a
rock formation. Kreft'*'* has compared the calculated
and measured neutron slowing-down lengths for several
rock types and neutron sources. The mean square

distance, , of a neutron from the source position
in a borehole to positions in the rock formation
where they attain epithermal energies is related to

Lg. Thus, r2 = 6Lg2.

The root-mean-square value of R for several
materials and sources is shown in Table II. Using
a neutron source in a borehole in very dry rock, we
find that the neutron on the average can travel
considerable distances before reaching epithermal
energies. When the neutron energy is reduced to a

value at which thermal capture finally occurs, the
source of the capture and/or decay gamma ray is so
far removed from the detector, that the probability of
the gamma ray reaching the detector is very small.
Under these circumstances, one would expect a very
poor sensitivity to thermal capture or decay gamma
rays,**^ and a relatively high observed activity from
(n,n'Y) reactions (inelastic neutron scattering).
Indeed, in anticipation of possibly making analyses
on dry lunar rocks, the prominent spectra observed
during gamma-ray spectroscopy tests on very dry
terrestrial samples were found to be produced by
(n,n'Y) reactions.'*^

Many elements have strong resonance capture cross
sections in the epithermal energy range, so that
resonance and epithermal capture processes are also
affected by the hydrogen concentration in the rock
formation. In thin elemental samples, the capture
probability per neutron absorbed is a maximum at
resonance neutron energies. As the sample thickness
is increased, this probability reaches a saturation

Table II. List of Root-Mean Square Distance
Between Source and Point in Matrix at which
the Neutron Reaches Epithermal Energy

Neutron Source Matrix R (cm)
rms Ref

Ra-Be Sand, SiOg 110.8 44
Limestone, CaC03 58.5 44
Dolomite, (Ca,Mg)C03 49.5 44
HjO 17.6 44
Graphite 47.4 44
Coal (10% H) 11.3 78

Cf Coal (lO/o a) 8.6 78

Accelerator Sand, Si02 112.7 79

(d,t) reaction Sand + 5% HjO 62.2 79

Sand + 10% HgO 48.2 79

Sandstone 67.2 79

Limestone, CaC03 61.3 79

Dolomite, (Ca,Mg)C03 50.9 79

Coal (10% H) 18.4 79

H2O 16.3 80

value when all the neutrons of resonant energy
are filtered out. For relatively dry rock formations,
it is conceivable that the capture gamma rays from
epithermal and resonance neutron capture in the

sample "seen" by the detector may be greater than
those produced by thermal capture, particularly for

an element of high concentration. Also, the gamma
rays from the primary transitions at epithermal
energies shift toward higher energies than from the

same transitions caused by thermal neutron
capture. ^

^ These effects are not generally
significant if the hydrogen concentration is more
than a half percent, but in dry rock formations it

can be a severe problem.

The fact that all the neutron reactions that are

useful for elemental analysis are affected by the

concentration of hydrogen in the rock formations
raises some serious problems. Owing to differences

in hydrogen concentrations, the sensitivity and thus

the calibration of a borehole sonde for quantitative
analysis will vary from formation to formation and,

in places even within a given formation because of

the change in spatial distribution of thermal

neutrons. The maximum density of thermal neutrons in

the rock formation will be close to the neutron

source if the hydrogen concentration is high, and

because of the larger neutron slowing-down length,

the neutrons will spread out far from the source in

a nonhydrogenous medium. The variable distribution

of thermal neutrons is a problem that has not yet

been completely solved but that can be minimized by

appropriate design of the borehole sonde.

Source-to-Detector Distance

In designing a borehole sonde, we must recognize

the importance of the source-to-detector distance.

Because thermal and epithermal neutrons are strongly

attenuated by water but weakly attenuated by hard

rock formations we can best assess the properties of

the formation by placing the source as far as

possible from the detector.'*' For instance, some

years ago Tittman"*^ calculated the thermal-neutron

density In porous silica for several porosities

(water-filled) and at various distances from the

neutron source as shown in Figure 4. At that time,

the emphasis was placed on porosity measurements for

oil exploration, and Tittman pointed out that the

source-to-detector spacing should not correspond

to the cross-over zone but should be long to obtain

the maximum sensitivity to porosity changes. For

elemental analysis, however, the thermal neutron
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Fig. 4. Calculated thermal-neutron density
(from Tittman'*'' ) as a function of distance
from source in porous (water-filled) silica.

fluence rate should be kept as independent as possible
of local changes in porosity. Thus, the source-to-
detector distance should be adjusted to fall in the
cross over zone. As convincing as these arguments
seem, they may not be entirely practical. Other
limitations must to be considered.

The fact is well known'* f*"^! that semiconductor
detectors are vulnerable to radiation damage when
used in close proximity to a strong source of fast
neutrons, Ge(Li) and p-type high-purity germanium
detectors must be carefully shielded from accelerator-
produced neutrons (14-MeV) in order to insure a

reasonable working lifetime. The more recently
developed n-type germanium detectors^"*' have
considerably better radiation-damage resistance.
Although the same limitations apply to isotopic
sources, the problem is not as serious because of
the lower average energy of the neutrons.
Accelerator-type neutron sources and NaI(Ti.) or
gas-type detectors are used in typical borehole
sondes. As far as we know, no borehole sondes have
yet been constructed in which both a semiconductor
detector and 14-MeV neutron source are used. However,
the new n-type radiation-resistant germanium offers
a possibility of such a combination. In any event,
the allowable source-to-detector distance is in part
dictated by the source strength and the allowable
detector damage.

Another limitation on the source-to-detector
distance is the speed of the electronic circuits. The
total counting rate across the spectrum (integral
count rate) must be low enough so that the spectral
resolution is not impaired owing to paralysis of the
counting circuits when very short source-to-detector
distances are used.

The problems of radiation damage to the crystal
and loss of resolution due to circuit paralysis are
independent functions of source-to-detector distance,
although each is related to the source-to-detector
distance. Recent studies^^'^^ have been made to
solve these problems for 2 52Qf neutron sources. The
fast neutron fluence rate was experimentally measured
as a function of the source-to-detector distance for
a small standard laboratory ^^^Cf neutron source (3 yg)

for various ore samples in a borehole configuration.
The ratio of the neutron fluence rate, (j) , for any
source size to that of the standard source, 4> , can
be expressed as

/i,^ = (S/S^) exp (A X2 - X/X^) (3)

S and S are the source and the standard source size
in yg, respectively, X is the source-to-detector
distance and A and X are constants determined with
the standard source. Gamma-ray spectral analyses
were also made over the same range of source-to-
detector distances. The counting rate, ^, in any
given gamma-ray peak for any source size and
source-to-detector distance can be similarly
expressed as a ratio. Thus,

1^

/iPo = (S/Sq) exp (- X/X ) (4)

where ^ and i|Jq are the counting rates in the
specified gamma-ray peak for the source sizes S

and Sq, respectively, and X is the source-to-detector
distance, and Xg is a constant. Combining equations
(3) and (4) , one obtains the counting rate for a

given gamma-ray photopeak as a function of the
source strength and the experimental parameters
measured with a standard source. Thus,

= ii^o (S/Sq) exp [- |l-

^ 1+4 A X„2 in

jy
2 A X

(5)

Note that although the required source-to-detector
distance can be obtained from either equation (3) or

(4) , it does not appear in equation (5) , If we now
specify the fast neutron fluence rate that can be
tolerated at the detector commensurate with a

practical working lifetime, we can determine the

spectral gamma-ray response as a function of source
size.

Using a similar analysis, an expression
was found to determine the counting rate in a given
spectral line as a function of source strength for

a given integral counting rate. Thus,

i|) = ii^o (S/Sq) exp C-G-

^J
1+4 BXq2 '"©))/'

(6)

where C and Cg are the total counting rate for the

given and standard sources, respectively, Xq and B

are constants that appear in a counting rate equation
similar to the neutron-fluence-rate equation (5)

,

and the other symbols are the same as above. Specify-
ing the maximum counting rate corresponding to the

particular counting circuits used, we can determine
ijj for any source size.

Figures 5 and 6 show plots of the count rate in

the 6610 keV ^^Fe double escape photopeak given by

equations (5) and (6) for an arbitarily chosen

critical neutron fluence rate of 20 n/cm^-sec at the

detector and an integral counting rate of 3000 net

counts/sec. Figure 5 is for an iron ore-concrete

mix and Figure 6 is for coal. The data show that

maximum sensitivity for the iron photopeak can be

obtained with a 37-yg ^^^Cf source in the relatively

dry iron ore-concrete mix (-0.2% hydrogen), whereas

in the hydrogenous coal matrix (-5% hydrogen) the

maximum sensitivity can be obtained with a 2-ug
252cf source. Solving equation (3) or (5) for X^, we
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Fig. 5. The gannna-ray count rate in the 6610-keV
^^Fe doublet (double-escape peaks) as a function
of the size of the "^^^Cf neutron source for the
stated criterion values of the neutron fluence
rate and the integral count rate of the detector
in an iron ore-concrete mix.
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Fig. 6. The gamma-ray count rate in the 6610-keV
^^Fe doublet (double-escape peaks) as a function
of the size of the ^^"^Cf neutron source for the
same conditions as those shown in Figure 5 in a
coal matrix.

find that the source sizes required to obtain optimum
sensitivity correspond to source-to-detector distances
of 61 cm and 32 cm, respectively.

Although the data for a silica matrix in
Figure 4 are only approximate, the above calculated
source-to-detector distances required to yield a
maximum sensitivity are outside the cross-over zone.
Thus, the source strengths and source-to-detector
distances required to yield maximum sensitivity are
not the same as those that yield a minimum effect
from porosity changes. Therefore, calibration of a
sonde should be made in the formation being measured.

Fanger et al.^** and Fanger and Pepelnik^^
recognized the above problems and suggested an
interesting method they called an "internal
concentration determination", which circumvents
the need for any direct knowledge of the neutron
fluence rate ((f)), the solid angle (f2) , or the mass
(M) of the sample. The counting rate (P^) of

element i is given by

(j) • n • e (Ey ) £ • • Oi -L • k;i^ • C

j

(7)

where e(EY)i is the detector efficiency at the
energy Ey

, 1^ is the gamma-ray intensity, is the
microscopic thermal absorption cross-section, L is

Avogadro's number, C^^ is the mass fraction, k-^ is the
isotopic abundance, and A-j^ is the atomic mass. If

Cq is the mass fraction of a given element, then

Co = ^0 = £o (8)

S^i 1

and siibstituting equation (7) into equation (8) , and
cancelling out <}>, fi, and M,

Co = Pq^o \ £(Ei).^i-'^i-°i = (9)

e(EY).Io.ko.0o t P^Ai

where the summation is over n elements in the rock
formation. All the parameters to calculate Aq

are known or can be measured. If the concentration
of only one element in the matrix is known or can be

n
estimated reasonably well, the can be evaluated

1

and the mass fraction of any other element yielding
measurable capture gamma radiation can be calculated.
Often little is known about the elemental composition,
limiting the utility of the technique. However, in

a matrix such as coal where the qualitative elemental

composition is relatively simple and is known, this

is a powerful method to obtain quantitative analysis.

Table III shows some field results that were obtained
in a borehole in coal^^ by means of this method.

Table III. Comparison of the Elemental
Concentration in a Coal Bed Determined by
Capture Gamma Ray Analysis In Situ and that

Determined by Chemical Analysis of the Drill Core.

Capture Chemical

Element Gamma-Ray Analyses* Analyses*

Hydrogen 5.0 5.0

Carbon 68.1 68.9

Nitrogen 2.0 1.3

Oxygen 10.6 9.7

Sulfur 3.0 3.0

Aluminum 1.2 1.46

Silicon 2.1 2.41

Iron 0.8 2.18

Titanium 0.032 0.06

Chlorine 0.025 0.024

Ash Content 11.4 12.1

Heat of 12,258 12,380
Combustion

^Analyses in percent except for heat of combustion

(in BTU).
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Schulze^^ and Schulze and Wiirz^^ have studied

the calibration problem from a somewhat different

point of view. They have made an excellent study of

a model borehole and theoretically Investigated the

parameters required for elemental analysis. They

express the ratio of the concentration of a given

element, C, to the peak area, P, as

^/P = 1 / [s^Ji^^<i,^, + S .K .<(. . + (10)
/ L th th^th epx epi epi

f„(C)S„K .4) .1 t
R R epi epi

J

where the indices th, epi, and R indicate the

quantities associated with thermal, epithermal, and

resonance capture, (fi is the neutron fluence rate at

the detector position, t is the period of irradiation,

and fp(C) is the resonance self-shielding factor.

S is the intensity of a specific gamma ray of an

element per neutron captured per unit concentration,

and K is a number describing the attenuation within
the sample. For example, they define the thermal

components of S and K by

and

th

th

e(EY) c ^ I ^th th

th exp (-pr/4Trr^) dr

(11)

(12)

th
(0)

where e(EY) is the detector efficiency at energy Ey,

L is Avogadro's number, A is the atomic mass, Oj-j^ is

the thermal absorption cross section, and <})^j^(0) and
—

>

(t)j-jj( r ) is the thermal neutron fluence rate at the

detector and at a distance r from the detector,
respectively. Similar expressions can be written to

correspond to the epithermal and resonance capture
components. Using these expressions and by
experimentally measuring all the parameters in their

model borehole, Schulze and Wurz investigated the

important factors required for borehole analysis.
For instance, they showed that the thickness of the

water between the sonde and the borehole wall
seriously affects delayed gamma ray analyses. They

demonstrated that this effect was not as important
for capture gamma-ray analyses, but that the water
thickness should be minimum. Their results may
explain the relatively poor data obtained by
Mikesell et al. in a large borehole.

Sohrabpour and Bull^^ recently reported on a

Monte Carlo study to predict the peak count rate as

a function of element concentration in a tungsten
oxide (WO3) - granite and also in a chalcocite (CU2S)
- monzonite matrix. Figure 7 shows a typical
sensitivity curve obtained by means of the Monte
Carlo method in a matrix for which the parameters
could be established. Comparison of results obtained
by this method with data in the literature shows
favorable agreement, although the authors caution
that because of experimental uncertainties the

differences may be as great as 50 percent.

Calibration Is still the major problem in the
use of borehole gamma-ray spectrometry for quan-
titative elemental analysis. Although in some places
fairly good quantitative data have been obtained,
calibration must be determined for the particular
rock formation being studied.

100

Percent WOj in Granite

Fig. 7. The 6.19-MeV tungsten full-energy and
single- and double-escape count rates per source
neutron as a function of tungsten concentration
in granite (from Sohrabpour and Bull^^).

Recent Field Application

During the last decade many papers discussing
the application of neutron activation and other
nuclear techniques for the exploration and analysis
of minerals, but few reports describe actual field
experiments in borehole activation and gamma-ray
spectrometry. Before 1970, most of the work
in the field was done in the USSR. Czubek^^
presented a comprehensive outline of 205 Russian
and European papers of the early work; only a few
of these papers discuss actual borehole spectroscopy.
Nargolwalla et_ ad.^*^ have reviewed the more recent
field applications of nuclear techniques to mineral
exploration.

Neutron absorption by certain nuclides gives
rise to high-energy gamma activities that can be
discerned easily by low-resolution detectors. For
instance, ^°N, which is formed by the ^^F(n,a)^°N
reaction, emits a high-energy gamma ray (6.13-MeV)
that has little interference from other elements.
Dumesnil and Andrieux,^^ Selyutin et al^. , and
Yakubson^^ reported on the borehole spectrometric
analysis of fluorine. They found such analyses to

deviate about 1 percent of the chemical assays.

Copper is also an element that is easily
measured because of its two isotopes and the
convenient half life of ^^c^cjl^ = 5.1 min) .

Lands trom et al.^"* and Bakht erev and Sen'ko-Balantnyi, °

^

however, found better sensitivity by using the
isotope ^^Cu(,1h = 12.5 hrs) , which avoids inter-
ferences from ^^Al and ^^Mn. Moxham et al.^''

circumvented the interference problem by using a
high-resolution Ge(Li) detector and a 15-min delay
period to eliminate ^^Al. They determined a

conservative lower limit of detection to be about
0.5 percent copper. Hoyer and Lock^^ made extensive
tests using both Am-Be and accelerator-type neutron
sources to determine the ^^Cu activity. They too

found a detection limit of 0.5 percent using 14 MeV
neutrons, but felt the technique needed further
improvement to be used as a practical field method.
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Nargolwalla e_t al.^^ using a ^^^Cf neutron source and

an improved data reduction system to extract the

capture gamma-ray lines from low-resolution data
were able to push the sensitivity down to 0.2 percent

copper. They concluded that the method was suitable
for in-situ logging of porphyry copper deposits.

Figure 8 shows a comparison of the capture gamma-ray
analyses with the core analyses.

PERCENT VALUES INDICATE CORE

RECOVERY FOR EACH 5-FT SECTION

AVERASE CORE RECOVERY "eSTX

Conclusions

Neutron-activation gamma-ray spectroscopy in a
borehole configuration has been developed to the
point that it can be used to yield good semiquan-
titative data for many elements (--SO) in almost any
rock formation. In most porous or hydrogenous
(e.g., coal) formations, quantitative information,
which under some circumstances may be within a few
percent of chemical values can be obtained. Calibra-
tion is the most serious problem in obtaining good
quantitative data in moderately porous to impervious
rock types.
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NUCLEAR TECHNIQUES IN MARINE METAL EXPLORATION

W. Michaelis
Institut fur Physik, GKSS Forschxmgszentrum Geesthacht GmbH

2054 Geesthacht, Germany

The growing concern about the future availability of raw materials has increasingly drawn
attention to the extensive marine metalliferous mineral deposits. Nuclear techniques can provide
powerful analytical tools for exploring these resources. The measurement of natural gamma radia-
tion, X-ray fluorescence analysis and a variety of neutron techniques based on ^^^Cf, (a,n) and
(d,n) sources are now in use or appear to make progress. Improvement of the relevant cross sec-
tions could considerably advance the technical development both in the field and in the labora-
tory. Particular consideration should be given to a number of energy-dependent cross sections
pertaining to neutron and gamma transport in field applications of activation analysis or radia-
tive capture, to neutron cross sections for production of gamma rays from inelastic collisions,
to cross sections of threshold reactions which either ensure elemental selectivity or are the
source of elemental interferences and, finally, to cross sections for quasi-prompt activation
with 14 MeV neutrons.

[Natural gamma radiation, XRF analysis, scattered gamma radiation, neutron inelastic scattering, neutron activa-
tion analysis, radiative neutron capture, ^^^Cf, (a,n) and (d,n) neutron sources, reaction interferences, nuclear
reactors, nuclear cross sections, metal exploration.]

1 . Introduction

Nuclear techniques for elemental analysis play an
increasing role in the exploration, mining and process-
ing of mineral resources. For a number of years they
have been successfully applied in many countries with
respect to both terrestrial and maritime raw materials,
in particular, since the availability of high-resolu-
tion semiconductor detectors. The ability to operate
devices satisfactorily in environments that preclude
the use of most other analytical methods, the possible
simplification or even avoidance of sample preparation,
the rapid presentation of the results and the high de-
gree of elemental specifity, often accompanied by the
potential of multielement analysis, are the main advan-
tages claimed for the methods. Generally, nuclear tech-
niques provide non-contacting quantitative measurements
integrated over a significantly large volume of materi-
al, and the penetrating radiation often used enables
analyses to be made through borehole liners or the
walls of conveyor pipes and process vessels. It should be
stressed, however, that nuclear methods give little or
no information on chemical properties. Therefore, par-
ticularly in the exploration phase, nuclear and non-
nuclear techniques are often combined.

While at first the application to terrestrial re-
sources was well to the fore, the growing concern about
the future availability of raw materials has more and
more drawn the attention also to the extensive maritime
metalliferous mineral deposits. Among these the heavy
mineral sands in stream and shelf areas, the hydrother-
mal slimes and the manganese nodules in the deep sea
are of particular importance'^, the nodules in the Paci-
fic being perhaps the most spectacular metal deposit on
the earth at all.

A number of techniques are now in use in marine
metal exploration or are being developed. Passive meth-
ods are based on the measurement of natural gamma radia-
tion and will be briefly described in section 2. Active
interrogation techniques include X-ray fluorescence
analyses, measurements of scattered gamma radiation and
a variety of neutron techniques which use either in-
elastic scattering, neutron activation or prompt cap-
ture gamma-ray spectroscopy. Applications of these tech-
niques in situ or on board ship will shortly be review-
ed in sections 3-5. Land-based laboratory analyses
(section 6) provide an indispensable tool in more fun-
damental geochemical investigations which require high
accuracy, precision and sensitivity. Nuclear cross sec-
tion data needs will be briefly summarized in section 7.

2 . Measurement of Natural Gamma Radiation

The techniques of measuring natural gamma radio-
activity in terrestrial uranium exploration campaigns

are well established^"'*. Applications on the sea floor

necessitate direct contact of the detector with the sea

bed because of the gamma-ray absorption in sea water.
In order to enable continuous measurements for useful
survey purposes, the spectrometer should be installed
in a towed vehicle

.

Extensive radiometric contour maps disclosing the

variations in the abundances of uranium, thorium and
potassium over several areas of the UK continental
shelf have been obtained, with only limited other sour-

ces of information, by using a towed sea bed spectro-
meter^ ^ which essentially consists of a 127 mm dia.

stainless-steel probe comprising a 75 x 76 mm dia. or
127 X 76 mm dia. Nal(Tl) scintillation detector in an

integrated ruggedized assembly. The probe is attached
to 850 m of double-armoured coaxial cable, the lowest
30 m of which is enclosed in a flexible reinforced
plastic hose to minimize the risk of snagging on sea
bed obstacles. Control, analysis and recording facili-
ties are housed within the ship's laboratory. The in-
strumentation proved to be reliable under strenuous
field conditions. The count rates are continuously
monitored at speeds up to 7 knots in several energy
channels: total activity 100 - 3000 keV, potassium ('*''k)

1310-1610 keV, uranium (^I'+Bi) 1620 - 1940 keV and
thorium (2°^Tl) 2475 - 2970 keV. From extensive marine
studies-'-'' it is known that the abundances of uranium
and thorium and their decay daughters, respectively,
are abnormally high in rather specific minerals, for
instance, in certain of -the heavy minerals and in

marine phosphorite deposits. Heavy mineral sands which
contain monazite, epidote, sphene or zircon are charac-
terized by predominantly high contents of -thorixim and
its decay products, while phosphate deposits, especial-
ly those with high apatite content, may be detected via
predominantly high abxandances of uraniiim and its decay
daughters. The natural radioactivity method has thus
considerable potential both for marine mineral explora-
tion and to geological and geochemical mapping (Fig. 1).

Noakes and co-workers-' have reported preliminary
studies with a towed sledge containing four 76 mm x

76 mm dia. Nal(Tl) detectors to map the sea floor off
the coast of Florida. They also tested a statically po-
sitioned underwater gamma-ray spectrometer with a 65 cm^
Ge(Li) detector in a stainless-steel housing. High-
resolution spectra of phosphate rock and hea-uy mineral



Fig. 1. Contour map of uranium (^''*Bi) radioactivity as derived from the 1620 - 1940 keV gamma-ray window^.

sands were found to exhibit distinct differences, there-
by allowing differentiation between the two types of
deposits. However, since the structure of the spectra
is essentially correlated to variations in the uranium
and thorixam content, the more rugged scintillation coun-
ter seems to be sufficient in resolution for these ap-
lications and thus preferable to a semiconductor de-
tector.

For in situ analysis of river-bottom sediments
Moxham et al.'^^ have combined the measurement of natu-
ral radioactivity with neutron activation analysis and
prompt capture gamma-ray spectroscopy (cf . section 5)

using a 45 cm^ Ge(Li) detector in a sonde configured
so as to penetrate the sediments about 60 cm. The natu-
ral background spectrum observed contains peaks from
several members of the uranium and thorium series, from
'^''k and from ^^^Cs and ^"^Co which originate from bomb
tests fallout. Unfortunately, the state of equilibrium
in the uranium series cannot be judged, as the diagno-
stic low-energy lines from ^^^U, ^^^Ra and ^^'*Th could
not be detected because of absorption in the cryostat
housing.

3 . Field Applications of X-Ray Fluorescence Techniques

X-ray fluorescence analysis is presumably the most
widely adopted techniques for measuring elemental con-
centrations in the marine environment. The capability
of the method is determined by the choice of the source
- radioisotope or X-ray tube -, the energy of the pri-
mary radiation and the resolution power of the detector
which may be a proportional counter, a scintillation or

a semiconductor detector. In any case, interelement
effects which are mainly due to matrix absorption and
the influence of particle size are the chief causes of

error, if they are not carefully considered. Another
inherent feature is that analysis is performed of only
a thin layer of matter. To obtain representative and
intermediate- to high-accuracy results, samples must
be prepared with attention to detail. The particular
advantages compared to other methods are simplicity in

instrumentation and rapidity of measurement.

Inexpensive compact and portable analyzers with
radioisotope sources and low-resolution detectors are

used for limits of detection > 0.1 %. They have been
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Fig. 2. Wavelength lines and filters used in non-dis-
persive X-ray fluorescence analysis-'-^

.

reviewed in several articles^ ^"^
^ . Non-dispersive spec-

trometry has been extensively applied^^"^'' on board
ship in the exploration of Pacific manganese nodules
which, on the average, contain 25.8 % Mn, 7.0 % Fe,

1.2 % Ni, 1.1 % Cu, 0.2 % Co and O.Ol % Zn. Balanced
differential filters are used for energy selection
(Fig. 2) . Quantitative analysis of Fe, Mn, Ni and Cu
is achieved with adequate reproducibility and accuracy.
The method has also been employed for determining a

reference element in order to evade weighing on board
vessel for atomic absorption spectrometry^^.

In the course of time reliable equipment has e-

volved for sampling of nodules, sediment and water.
Freefall grabs, often combined with bottom photography,
sediment tubes and water sampler as well as boomerang
corers are now the most important devices. Geological
surveying and mapping is achieved with narrow-beam
echosounders and air gun seismic.

Cryogenically cooled semiconductor detectors pro-
vide energy resolutions sufficient to separate K X-rays
from adjacent elements as low as 15 in atomic number.
This considerably extends the capabilities of X-ray
fluorescence technique towards rapid, simultaneous mul-
tielement analysis. Elemental concentrations of a few
ppm can be measured, often in the presence of high a-
bundances of few major constituents. The application
of ship-borne energy-dispersive equipment has been de-
scribed by several authors^^"^^ . Friedrich and co-work-
ers^^"^'* used a 30 mCi ^^^Pu source and a 30 mm^ Si (Li)

detector with 195 eV resolution for Mn K X-rays during
manganese nodule exploration campaigns in the northern
equatorial Pacific (Fig. 3) . The disclosure of the re-
gional distribution of the elements in nodules within
the investigated area and of the zonal elemental dis-

tribution within the nodules and, finally, the estab-
lishment of geochemical correlations between the abso-
lute Cu and Ni concentrations and the Mn/Fe ratio are
the most important results of such studies

.

Knoth and co-workers^^ '^^ have developed energy-
dispersive equipment for the on-line determination of

metal concentrations in heavy mineral sands . The system
consists of a water-flushed vibrocorer sampling device
configured so as to penetrate the sea floor up to 10 m
and connected to a hydraulic conveying line^^, a hydro-

cyclone for sample processing and a ship-borne X-ray
spectrometer with a ring-shaped '^"^Cd source, a Si (Li)

detector with Be window and appropriate control facili-
ties (Fig. 4) . Following successful tests in the North
Sea the recovery of sediment depth profiles is at pre-
sent proved in a tin stone exploration campaign off
the coast of Malaysia with promising results obtained
so far. The technique is believed to have considerable
potential during exploration and geochemical surveys
of the continental shelf.

Ultimate performance in X-ray fluorescence analy-
sis may be achieved by combining X-ray tube sources
with high-resolution detectors. Knoth and Schwenke^^

'

have developed a spectrometer with totally reflecting
sample support for trace analysis at the ppb level
and beneath it. Very recently, the equipment was
tested for the first time on board ship with great
success

.

High-sensitivity analyses of marine specimens

generally require separation of the salt matrix and

preconcentration. Strong chelating reagents such as

ammonium pyrrolidine dithio-carbamate (ivpDC) have been
found to satisfy the specific demands^" ' .

Numerous metals have been determined in stream
sediments, wholly or in part in the field, by means of

either non-dispersive or energy-dispersive analysis or

both32-3^

The performance of in situ measurements on the

sea bed using energy-dispersive equipment has been re-

ported by Cooper, Wogman and co-workers^^ Though
such applications of the technique are seriously im-

peded by the low energy of the X-rays and the corre-
sponding thin windows required (-10-20 mil. Be), en-

couraging results have been obtained. The analyzer
allows more than 20 elements to be determined quanti-
tatively at the 10 ppm level at water depths to 300 m.

A schematic design of the probe is shown in Fig. 5.
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water mixtures 25,25
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Fig. 5 Schematic design of in situ X-ray fluorescence
probe ^ ^

.

4 . Use of Scattered Gamma Radiation

Non-resonant gamma-gamma methods employing radia-
tion from a mono-energetic source are used in two modi-
fications: (i) the bulk density of material may be de-
termined by registering the higher energy interval of
the scattered gamma-ray spectrum which is essentially
influenced by Compton scattering (density gamma-gamma
method) , (ii) the intensity measured in the lower part
of the spectrum is a function of bulk density as well
as effective atomic number as a result of both Compton
scattering and photo-electric absorption (selective gam-
ma-gamma method) . The latter method is of princi-
pal interest in metal exploration, particularly in view
of the relatively simple instrumentation, but it suf-
fers from poor specifity and thus inferior accuracy at
low elemental concentrations. Therefore, utilization
during the past years has been restricted, on the whole,
to the favourable case of grade determination of iron
ore'*'^ "^^ and no applications in the marine environment
have come to the knowledge of the writer.

Highly specific, however, though somewhat more
elaborate, is the use of the gamma-ray resonance scat-
tering process. This technique has thoroughly been stud-
ied and field tested by Sowerby and co-workers'*'*''*^. It
is capable of rapid and accurate analysis of simply
prepared bulk mineral samples for copper and nickel

.

Exact resonance with the nucleus of one of the isotopes
of the element to be measured is achieved by using gam-
ma radiation from a heated gaseous source which decays
to that isotope. Appropriate sources for copper and
nickel determination are ^^Znlj and ^'^CoBr2 (or ^"00X2) ,

respectively. Careful shielding of the Nal(Tl) detector
against direct radiation from the source is a basic re-
quirement (Fig. 6) . Resonance and Compton scattered
radiation differ in energy and are pulse-height select-
ed. Drawbacks of the method in field applications are
the heavy shielding and high source strengths needed.
So far, gamma-ray resonance scattering has been used
for bulk analysis of terrestrial ores. It would be in-
triguing to explore the capability of the technique
with respect to the analysis of manganese nodules where
just nickel and copper are the elements of main inter-
est; but the high and variable water content of the nod-
ules will probably require appropriate corrections which
have to be derived from additional equipment.

5. Field Applications of Neutron Techniques

5.1 General Considerations

In view of the inherently high efficiency of neu-
tron techniques, the desire for versatile multielement
analytical equipment using penetrating radiation has
led several workers to examine the possibilities of
combining a neutron source and a gamma-ray detector for
in situ analysis during mineral exploration. The avail-
ability of sufficiently strong ^^^Cf spontaneous fis-
sion sources has highly stimulated these investigations,
In general, the energy resolution of Nal(Tl) detectors
is too poor for such applications, since either the

reaction utilized results in a spectrum of complex
structure or, with a steady-state neutron source, more
than one of the possible processes - inelastic scatter-
ing, radiative capture and decay of activated nuclides -

contribute to the resultant spectrum. Therefore, the
development of low-temperature semiconductor detector
cryostats'*^"^-^ that are suitable for sea bed measure-
ments provides a very important contribution to this
field of activity.

Utilization of inelastic scattering is a domain
of pulsed neutron sources which allow significant im-

provements in signal-to-noise ratios by appropriate
gating of the detector. To date, activation analysis
and radiative capture assay have mainly been performed
using ^^^Cf sources. Among these two types of measure-
ment, the radiative capture process, from a principal
point of view, appears to be the most promising for

several reasons. The technique is characterized by a

larger effective radial sample thickness and correspond-

ing larger effective sample volume, by a more favoura-

ble measurement speed and by the absence of sensitivity
to natural radioactivity interference. On the other

hand, the measurement of prompt gamma emission from ra-

diative neutron capture sets limits to the choice of

the source-detector distance and the detector has to be

carefully shielded against neutrons and direct gamma ra-

diation from the source. In activation techniques neu-

tron source and gamma-ray detector can be properly sep-

arated .

SCALE cm

Fig. 6. Cross-sectional view of bulk analyser based on

gamma-ray resonance scattering'*^.
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R = 26.5 cm 52

Irrespective of source and interaction process used,
the response of the measuring system is a result of ma-
nifold interaction processes in neutron and gamma-ray
transport. As a consequence, the fundamental reliability
of the data often remains in some doubt, in spite of the
considerable progress achieved in instrumentation, and
the degree of accuracy has to be carefully examined in

each case. The most important potential sources of er-
ror lie in variations in neutron transport due to inho-
mogeneity, water content and density effects. These pa-
rameters all affect the spatial and spectral distribution
of neutrons and thus the gamma-ray intensity at the de-
tector. An example is given in Figs. 7 and 8 for the
case of using a ^^^Cf source in a concentric arrange-
ment of a 53 cm dia. container filled with water and
manganese nodules and surrounded by a water reflector^^.
Fig. 7 shows the calculated dependence of the thermal
neutron flux at the source position and at the contain-
er wall (R = 26.5 cm) on the manganese content of the
nodules and their part by volume in the container. As
a result of the strong flux variations, the intensity
of the 8998 keV nickel capture gamma-rays is quite sen-
sitive to these analytical parameters (Fig. 8) . The cal-
culations have been performed using a 26-group transport
programme with the ABN group scheme^ ^.

In the example described the nickel capture gamma-
rays originate essentially from capture of thermal neu-
trons, since the resonance integral of ^^Ni is small
and the high sea-water content leads to a favourable
ratio of thermal to epithermal flux. The problem is fur-
ther complicated, if the measured spectra are the result
of both thermal and epithermal resonance capture^*^ . Sub-
stantial epithermal capture may pose a serious problem
of identification and calibration for quantitative ana-
lysis. Similar difficulties arise, when 14 MeV neutron
tubes and fast neutron threshold reactions are utilized.
In all practical applications a broad spectral distri-
bution is involved in the interaction processes and the
strong energy dependence of the cross sections has to
be carefully considered.
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Fig. 8. Dependence of nickel capture gamma-ray intensi-
ty at r = 20 cm upon part by volume and Ni and
Mn content of nodules^^.

In order to study and to understand the influence
of the various analytical parameters, experimentalists
perform simulated laboratory measurements on samples
which have been analysed in detail with respect to ele-

mental concentrations, density and water content. This

procedure, however, is laborious and time-consuming.
Therefore, theoretical calculations are of great beni-
fit for determining the limits of quantitative analysis.
They require accurate cross section data and group con-
stants. Unfortunately, the agreement between theoreti-
cal and experimental results is often unsatisfactory.
One of the reasons for the discrepancies observed may
lie in insufficient accuracy of the cross section data
used

.

Although much profound work has already been car-
ried out, the problems briefly summarized here may be
one of the principal causes why neutron techniques, so

far, have not yet found wide-spread routine use in

marine metal exploration. The discussion also empha-
sizes the need for monitoring both number and energy
of the neutrons which further complicates the instru-
mentation under anyway unfavourable environmental con-

ditions. Finally, it must be realized that the applica-
tion of neutrons has to compete with various other well
established techniques. Further experimental and theo-
retical efforts are needed to achieve a common break-
through and to make available the potential capabili-
ties of the method.

5.2 Pertinent Research

Use of ^^^Cf sources. Radioisotope neutron sources
have several unique advantages. They are simple and
reliable and provide a stable source strength and neu-
tron flux. The most important exponent is the ^^^Cf
spontaneous fission source which is characterized by
a high neutron yield (4.3 x 10^ n s~^Ci~^,- 2.3 x 1012

3 '), a small volume required (< 0.05 cm^ per 10^
;~^) and a low heat output (O.OOl W per lO^ns"!)^^.
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Fig. 9. Sketch of apparatus for in situ capture gamma-
ray analyses in sea bed exploration^'*.

Senftle and co-workers^'* '
^^"^'^ have thorougly stud-

ied the possibilities of using neutron activation and
radiative capture for in situ analysis. The early work
concentrated on establishing and improving techniques
56-59

^j^^ compiling the relevant nuclear data^*^. A
more recent feasibility study^'* examined in detail the

capabilities and limitations of capture gamma-ray anal-
ysis of bottom sediments in sea bed exploration. The
experiments were carried out using two ^^^Cf sources of
0.6 and 8.2 yg and a 45 cm^ Ge(Li) detector in a can-
ister-cooled cryostat (Fig. 9) . To reduce chlorine in-

terference a sheath of fresh water was placed around
the detector. The results obtained clearly demonstrate
the compositional and density effects on neutron flux
and energy distribution and the associated intensity
variations of specific capture gamma-ray lines with
average neutron energy. Such variations are compatible
with pertinent spectroscopic investigations^ ' . Sev-
eral measures are suggested by Senftle et al.^'* to re-
duce these problems. They include (i) changing the con-
figuration of the probe to improve counting statistics,
(ii) derivation of an index of spectral hardness from
the ratio of two peaks of some common element and (iii)

use of a pulsed neutron generator with proper detector
gating to increase the selectivity.

Moxham and co-workers have developed a prototype
device which allows three modes of data collection:
(i) measurement of natural radioactivity (cf. section 2),

Caytirt ai^/u
>liilit tctiiitUi slol Mliltlti ilt> 2

ABC
Fig. 10. Diagram showing relative position of sonde

and neutron source in three modes of data
collection^^

.

(ii) neutron activation in the decay mode and (iii) ra-
diative captxire gamma-ray analysis (Fig. 10) . The sonde
has been used in situ for the assay of river-bottom
sediment. It incorporates a 110 yg ^^^Cf source and a

propane-cooled Ge{Li) detector. The device is capable
to penetrate the sediment about 50 cm. Among the ele-
ments identified in the activation spectra were ^'*Cu,

"Cu, 52v, 56Mn, 28^1^ 24^3, ^^Hg. ll^^^In and ^^^^n
(Figs. 11 and 12) .Fe, Cu, Mn, Ti, Si, Ca, O, K and Al
were present in the capture gamma-ray spectra . Compar-
ison of the spectra from the water-saturated sediments
with borehole spectra from a relatively dry deposit,
for both modes of operation, revealed significant dif-
ferences in gamma-ray intensity in spite of equal ele-
mental concentrations . It may be concluded that the

high water content of the river bottom greatly in-

creases the thermal flux near the source and tends to

favour the decay gamma-ray response more than the cap-
ture. Monitoring of both number and energy of neutrons
is needed to take flux variations into account.

800 1600

Energy (keV)

Fig. 11. In situ decay gamma spectriam of bottom
sediments

t
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1000 1200 1400
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Fig. 12. Details of the gamma-ray spectrum in Fig. 11.
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Fig. 14. Scheme of (n,Y) apparatus for in situ analysis

of manganese nodules 66

By using a probe containing
a 1 mg source and a 15 % effi-
ciency Ge(Li) diode Wogman^^ has
accomplished activation analysis
on the sea floor with the detec-
tion of 33 elements (Fig. 13)

.

The design depth of the analyzer
is 3oo m. The minimum detectable
concentrations for metals, based
on 2 min irradiation, 40 s decay
and 2 min counting time, were
found to range from 1 to lOO ppm
for Sc, Ti, V, Au, Mg, Mn, Mo

and from O.l to 1 % for Al, Co,

Cu, W, Ni, Nb and Cd.

Fanger and Pepelnik^^ have
demonstrated that the (n,Y)

method is a powerful tool for
in situ analyses of manganese
nodules, if bulk density and
flux distribution are properly
monitored by jamma-ray trans-
mission and fission chambers,

jg respectively (Figs. 14 and 15).
The work was part of a most
ambitious project^ ''"^^ aim-

ing at rapid multielement analyses on the ocean floor
at water depths up to 6000 m. Unfortunately, the proto-
type device (Fig. 16) got lost during the first deep-
sea field test in the Pacific due to unusual overcharge
of the cable, when the sonde was heaved aboard after a

short circuit had occurred in the 6 kV power supply.
Though promising results had been obtained with respect
to the functional capabilities of the analyzer down to

3700 m water depth, the project was discontinued.

In order to increase the neutron flux and, at the

same time, to minimize the cost involved in the purchase
of Cf (~ $ lO.OOO/mg) , current developments of Wogman
and co-workers^^ are aimed at using a subcritical

^^^Cf-^^^U multiplier arrangement with a kgf£ of up to

0.985 and an associated multiplication factor of 66

(cf . section 6) . In field applications such a multi-
plier assembly could combine the advantage of high flux
with that of handling a neutron source of only moderate
strength.

Noakes and co-workers^ ^"^^ have reported activa-

tion analysis with a 2oo yg Cf source on the sea floor

by three different modes of operation: (i) an undersea

submersible for deep water capabilities (150 - > 300

feet), (ii) a sled for intermediate depths (50 - ISO

feet) and (iii) SCUBA divers for shallow water opera-

tions. In addition, a shipboard analytical system in-

corporating a 1 mg ^^^Cf neutron irradiator was tested.

A health physics study showed that Cf neutron sources

can be handled in all phases of the marine work without

undue radiation hazards to participating personnel.

Use of 14 MeV neutron tubes and (a,n) sources. Fast
neutron activation analysis utilizing threshold reac-
tions of the (n,p) , (n,oi) , (n,n') and (n,2n) type is

well suited for the solution of many analytical prob-
lems. The most common source is the 14 MeV sealed neu-
tron tube based on the ^H(d,n)'*He reaction. Tubes for

field applications usually operate with neutron yields
between lO^ to a few 10^ ^ n and corresponding usable
fluxes near the target in the range from 10^ to 10^

— 2 —1
n cm s . Devices with higher outputs are generally
limited to laboratory experiments (cf . section 6)

.

I

3a T

t S;

1^ i

: a

channel

Fig. 15. High-energy section of a typical (n,Y) spectrum from manganese nodules
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Fig. 15. Scheme of the technical concept for in situ

(n,Y) analysis of manganese nodules 66

Pulsed neutron txibes are of particular interest,
since they allow time-sequencing between source and
detector. In this way gamma-rays from inelastic scatter-
ing, radiative capture and radioactive decay can be

separated to a large extent (Fig. 17). Common to pulsed
and direct current neutron generators is the advantage
that they can be turned off simply by de-exciting the

high voltage which very much facilitates handling of
the source in the field. On the other hand, accelerator
stability, primary source strength determination, spa-
tial and spectral flux distribution and standardization
require careful consideration. Techniques for the eval-
uation of systematic errors caused by geometry effects
and neutron and gamma-ray attenuation have been descri-
bed in great detail in the literature'' ^"^^

. The need of
multi-group calculations and of corresponding accurate
cross section data for exploring the compositional, den- of 5 x lo
sity and water content effects has already been empha-
sized before. In some cases, serious problems may arise
with the use of 14 MeV neutrons from interfering reac-
tions which lead to the same radioactive nuclides. Typi-
cal examples are provided by the reactions ^^Al(n,p) Mg;

^°Si{n,a)27Mg and ^^Fe (n,p) ^^Mn; ^ ^Mn (n, Y
) ^^Mn . Cross

section data needs, therefore, refer also to elements
not of primary interest in metal exploration. Another
drawback of neutron tubes is the limited life of targets.

So far, 56 elements in different matrices have been
determined using 14 MeV neutron activation^ ^ . Detection
limits range from O.l to 1 mg for Al, Cr, Cu, Zr, Ag and
Cd, and from 1 to 10 mg for Mg, Mn, Fe, Ni, Au and Hg,
if a flux of 10^ n cm" s~" and activation, decay and
counting times in the order of a few minutes are assumed.
Comprehensive tables may be found elsewhere^ ^.

Several authors^''"^^ have described the application
of 14 MeV neutrons including comparisons of this tech-

252

orbital gamma-ray spectrometer experiments during Apol-
lo 15 and 16 missions. Additional measurements of the
rate of die-away of neutrons may yield supplementary
information in field experiments , for example, on
the hydrogen content of the material . Uranium may be
assayed by the detection of delayed fission neutrons.
Other authors^ have demonstrated that copper and
nickel in manganese nodules can be determined in a rapid
and quasi-continuous way by fast-neutron activation
techniques (Fig. 18) via the Mn/Fe ratio using well pro-
nounced geochemical correlations (cf. section 3). The
method requires no sample preparation and laborious
calibration procedures, but interference from low- and
intermediate-energy neutron capture in Mn has to be
carefully considered.

The measurement of prompt gamma-rays from the in-
elastic scattering of fast neutrons is another promis-
ing technique for elemental analysis '. The detection
limits for the metals Ti , Mn, Fe, Co, Ni, Cu, Zn , Ag and
Sn range from 0.5 to 5 % by weight for common neutron
sources. Sowerby^^ is currently investigating the capa-
bilities of the method with a Pu-Be source. Improve-
ment of the relevant cross section data on the produc-
tion of gamma-rays in inelastic collisions would be
helpful for advancing this technique.

Only little has been reported so far on routine
applications of (a,n) sources in spite of their obvious
potentiality. The main reasons lie in the limited neu-
tron yields obtainable^^

.

6 . Laboratory Analyses

In the course of fimdamental geochemical investiga-
tions nuclear techniques are used extensively for labora-
tory analyses of samples collected in the field. High
accuracy, precision and sensitivity are the most impor-
tant requirements in these studies. Not only the deter-
mination of major and minor constituents, but also quan-
titative analyses of trace elements are needed, as every
element is of potential geochemical interest. In the
marine domain, the disclosure of the genesis and growth
rate of manganese nodules and the inconsistency of the
rates of sediment accumulation and nodule growth are
the most intriguing subjects of research^''"-' "^

.

Neutron activation analysis, radiochemical or pre-
ferably instrumental, using reactor neutrons provides an

outstanding analytical tool for multielement geochemical
studies^ "^"^ '^'^

. Sensitivities range from 10"-^^ to 10~^ g
for two thirds of the natural elements if a thermal flux

13 and a epi thermal flux of 10-^^

Gate 1~jnelastic scattering

Gate 2- radiative capture

Gate 3 - radioactive decay

nique with the use of Cf sources. Evans and co-work-
ers have developed equipment for underwater in situ
elemental analysis based on the experience from tlie Fig.

2000 M sec
TIME ^

17. Time-sequencing for pulsed neutron sources.
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Fig. 18-. Gamma-ray spectrum from fast-neutron activa-
tion analysis of manganese nodules .

n cm~^ are available. Wogman and co-workers^^~^'*
have developed a ^^^Cf-^^^U fueled subcritical multi-
plier which produces a thermal flux on the order of
10^ ^ n cm~^ with corresponding detection limits
between 10~^ and 10~^ for the majority of the elements.

The facility contains six ^^^Cf sources totaling slight-
ly over loo mg and placed in a 93 % enriched uranium
core with ^^ff = 0.985. Other important techniques are

energy-dispersive X-ray fluorescence analysis and low-
level a-, 6- and y-counting^ " ^ '

^ . With the availabili-
ty of high-output 14 MeV neutron generators^ ' ^ the
use of fast-neatron threshold reactions will more and

1 n qmore gain in significance and supplement the re-
search at nuclear reactors. Although the primary appli-
cation of these devices with steady-state yields of
5 X lO'^^ to 5 X 10^^ n is in radiotherapy, the
sources are equally well suited for activation analysis.
Fig. 19 shows a schematic view of KORONA, a facility
now under construction at the GKSS research centre .

Characterictic features of the device are the high neu-
1 ? 1tron yield (5 x 10 n s~ ) and, due to the cylindrical

target design, the very low flux gradient which mini-
mizes systematic errors caused by geometry effects''' ^

.

For more than 50 elements the detection limits will be
in the yg range or even below.

High-accuracy activation analysis requires careful
consideration of primary, secondary and second-order
reaction interferences. While primary interferences are,

in general, well accessible to evaluation in analyses
with reactor neutrons, they may rise severe problems
with 14 MeV neutron sources. Secondary particles may
affect 'the analytical results in all measurements in

which energetic projectiles are applied. This is parti-
cularly valid for charged particle- and photon- induced
reactions, but may also occur in fast-neutron activa-
tion analysis depending on the specific matrix. Second-
order effects can be 'the source of serious systematic
errors in activation wi'th reactor neutrons if a high
flux and long irradiation times are used. The problem
of reaction interferences and their evaluation has

1 1 ? — 1 1 7extensively been treated in the literature . For
considering their extent correction by calculation is
the preferred procedure, but this requires critically
evaluated and accurate data for the relevant cross sec-
tions. Unfortunately, the experimental data are often
very inconsistent and it is difficult to judge the
accuracy of the cross section needed. Reduction of the
uncertainties would thus be most helpful.

Besides improvement of sensitivity, high-output
14 MeV neutron facilities extend the analytical poten-
tialities in two respects: (i) the high yield allows
utilization of reactions of lower cross section but
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increased elemental selectivity and (ii) a number of
fast-neutron reactions leading to short-lived product
nuclides or isomeric states with half-lives between 20
and 1000 ms appear feasible thus permitting rapid as-
says by means of quasi-prompt activation with detection
limits below 0.1 ppm. The latter approach suggests
combining the neutron source with an ultra-fast rabbit
system (Fig. 19) . Niomerous cross sections pertaining
to high-selectivity and quasi-prompt activation are
subject to considerable uncertainties or are even
unkown

.

7. Summary of Cross Section Data Needs

The discussion of the various techniques in the

preceding paragraphs discloses the necessity of further
improving a number of cross section data. Particular
consideration should be given to some energy-dependent
cross sections relevant to neutron and gamma transport
in field applications of neutron techniques, to cross
sections for production of gamma rays from inelastic
collisions, to cross sections of threshold reactions
which either ensure elemental selectivity or are the
source of elemental interferences and, finally, to

cross sections for quasi-prompt activation analysis.
These suggestions are summarized in Table I . The accu-
racy requested is better than 5 % in most cases. It
would be very helpful for many applications in nuclear
geophysics to have the updated fast-neutron cross sec-
tions tabulated in a multigroup scheme beginning with
14 MeV neutrons. In this connection the possible use

of (a,n) sources with their broad energy distribution

should be kept in mind.

for irradiotion

Fig. 19. KORONA - a high-output 14 MeV neutron activa-
tion facility combined wi'th an ultra-fast
rabbit system.



Table I. Cross section data needs

Reaction
Energy
range

Estimated
present

baccuracy
Half-life
of product

Remarks

n,p) thr.-15 MeV 7> 4.15 s
c

3 0si n,a) 27Mg thr.-15 MeV ? 9.46 m
d,e

3 5cl n,Y) 3 6(^1 I 15 3 • 10^ a
f

'*6ca n,Yl "ca thermal 30 4.54 d g

I 30 4.54 d g

Ti n,n Y) thr.-15 MeV ? stable
h

n,2rO'^^Ti 14-15 MeV 7 3.08 h
e,i, j

n,p) ^8sc thr.-15 MeV 10 44. 1 h

5 0Ti n,Y) 5lTi I 10 5.76 m

n,p] 50sc thr.-15 MeV
e, j

5 0Ti n,p) 14-15 MeV •p 350 ms
e

51v n,a ^8sc thr.-15 MeV 20 44. 1 h
d

[n,2r thr.-15 MeV 10 42 m j

52cr [n,p "v thr.-15 MeV 12 3.75 m
d

"Mn n, Y) epith.-15MeV ? 2.58 h
d

"Mn (n,a 52v thr.-15 MeV 15 3.77 m
h

Co n,n Y) thr.-15 MeV 7 stable

Ni n,n Y) thr.-15 MeV 7 stable
h

S^Ni (n,2ri)57Ni 14-15 MeV 8 36.0 h
e,i,j

6lNi (n,p Slco thr.-15 MeV 10 1.65 h

Cu (n,n Y) thr.-15 MeV 7 stable
h

"Cu (n,Y ^'^Cu I 20 12.74 h

"cu (n,2ri)e2cu thr.-15 MeV 10 9.78
e

^5cu (n,Y) S^cu I 13 5. 10 m

(n,p "Ni thr.-15 MeV 20 2.52 h

Abbreviations used:

^ thr threshold I resonance integral
In the case of threshold reactions the value given
refers to the 14 - 15 MeV energy range
Of interest to DFN uranium assay; product nucleus

^ is a delayed neutron emitter
Interfering reaction

There exist several neutron cross section compila-
tion which are widely used^ '^"'2

. More recent experi-
mental data, semiempirical formulae and special systema-
tics may be obtained from some review articles and con-
ference proceedings of late years and the literature
cited therell'*'115,122_

Not included in Table I, but equally important, are
requests for detailed multigroup data for photon attenua-
tion in geological materials. The details required in-

clude a breakdown into components for photo-electric,
Compton scattering and pair production process up to 11 MeV.

8. Conclusions

Reaction
Energy
range

Estimated
present
accuracy

Half-life
of product

Remarks

Zn(n n'Y) thr. -15 MeV 7 stable
h

^'*Zn(n,2n)"zn 14- 15 MeV 8 38.5 m

^^Zn(n p)^^Cu thr. -15 MeV 10 5.1 m

^^Zn(n,p) ''^Cu thr. -15 MeV 20 30 s

6«Zn(n a)^^Ni 14- 15 MeV 10 2.52 h
d,i

Zr (n n'Y) thr. -15 MeV 7 stable
h

50zr(n n')^°™Zr 14- 15 MeV 7 809 ms
k

90zr(n 2n)8 5nizr thr. -15 MeV 7 4.2 m
k

^^Zr (n 2n)50'°Zr 14- 15 MeV 7 809 ms
k

5^Zr(n Y) ^^Zr thermal 8 65.5 d g

I 6 65.5 d g

5'^Zr(n p)5^Y thr. -15 MeV 20 20 m

96zr(n Y) ^^Zr thermal 20 16.8 h g

I 8 16.8 h g

Ag(n n 'Y) thr. -15 MeV 7 stable
h

10%(n n')107% thr. -15 MeV 7 44.3 s

10^Ag(n,2n)106gAg thr. -15 MeV 20 24 m

10% (n Y)ll% I 25 24.6 s

10% (n n')109m^g thr. -15 MeV 7 39.6 s

10%(n,2n)108gAg thr. -15 MeV 15 2.4 m
h

Sn(n n'Y) thr. -15 MeV 7 stable

112sn(n,2n)lllsn thr. -15 MeV 30 35 m j

12'*sn(n,2n)123msn thr. -15 MeV 5 40 m
i

n')207mpb 14- 15 MeV 7 845 ms

208pb(n,2n)207mpb 14- 15 MeV 7 845 ms

Nuclear techniques can provide powerful analytical
tools in marine metal exploration. The measurement of
natural radioactivity and X-ray fluorescence analysis
have been widely applied in the past years with great
success. A variety of neutron techniques have been de-
veloped with promising results, but their wide-spread
routine use in the field has yet to come. Variations in

neutron and gamma transport due to compositional, water

^ a at 14 MeV strongly energy-dependent
Strong epithermal absorber

^ Possbile flux detector
. a for production of gamma rays required
. Accuracy to be examined
? No interfering element
k ^ .

a very imcertain

content and density effects may pose serious problems of

identification and calibration for quantitative analysis.

Therefore, further experimental and theoretical work is

required to ensure the fundamental reliability of the

data and to make available the outstanding multielement

capabilities of these techniques. In laboratory analyses

nuclear methods, in particular activation analysis with

reactor neutrons and energy-dispersive X-ray fluores-

cence spectrometry, are well established. The availa-

bility of high-output 14 MeV neutron sources reveals new

opportunities for fast-neutron applications with respect

to improved sensitivity, selectivity and rapid assay.

Improvement and extension of a nxunber of cross section

data would be of great benefit for further advancing the

development both in the field and in the laboratory.
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NEUTRON CROSS SECTIONS OF IMPORTANCE TO ASTROPHYSICS

John C. Browne
Los Alamos Scientific Laboratory

Los Alamos, NM 87545, USA

Neutron reactions of importance to the various stellar burning cycles are discussed. The role of isomeric
states in the branched s-process is considered for particular cases. Neutron cross section needs for the
187Re-^S''0s, S7Rb-87sr clocks for nuclear cosmochronology are discussed. Other reactions of interest
to astrophysical processes are presented.

[Neutron Cross Sections, Stellar Processes, Nuclear Clocks]

Introduction

Neutron physics has played a major role in the

understanding of many phenomena associated with
astrophysics. Usually it is common to think of the

relevance of neutrons to the formation and abundance

of the heavy elements via neutron capture. However,

there are other aspects which are important in astro-

physical processes. In this paper, we will consider

a variety of neutron reactions which affect our under-
standing in very different ways. We will not sum-

marize the wealth of neutron data that already has

been obtained which is relevant to nuclear astro-

physics. Rather, we will concentrate on areas where
no data or discrepancies exist (or where the data are

of insufficient accuracy) so as to affect the ability
of the astrophysicist to use the information. In

addition, other neutron data that can be used indi-

rectly to calculate important effects will be dis-

cussed.

The reader is referred to the article of Burbidge
et al

.

^ for the classic discussion of nucleosyn-
thesis in stars. Also the review articles of
Barnes, 2 Allen, Gibbons, and Macklin,^ and

Clayton and Woosley^ contain very comprehensive
information regarding nuclear cross sections of
interest to astrophysics.

Neutron Reactions During Various Stellar
Burning Phases

Recently, there has been significant development
in the detailed calculations of the evolution of

stars through their various hydrostatic and explosive
burning cycles. Figure 1 shows a schematic
diagram of the various stages as they progress toward
iron core collapse. The stellar burning cycles are
referred to by the main nuclear fuel such a hydrogen-
burning, helium-burning, carbon-burning, etc. For
carbon burning and future cycles, there can be both
hydrostatic and explosive burning differing in temper
ature as well as time scale. The neutron reactions
of importance in each of these cycles is discussed in

the following paragraphs.

Hydrogen Burning

This phase involves the formation of ^He via

p-p chains and the C-N-0 cycle where the presence of
carbon, nitrogen, and oxygen results in ^He pro-
duction through a series of proton reactions. There
are no neutron reactions of significant importance to

this cycle.

Helium Burning and the s-Process

After the hydrogen is exhausted in the stellar
core, contraction occurs which increases the temper-
ature to allow hydrogen burning in a shell concentric
with the predominantly helium core. Due to the in-

creased outward heat flux, the star expands greatly

so that the stellar surface cools and the star
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Fig. 1. Schematic diagram of the various stellar
burning cycles progressing from hydrogen burning to
silicon burning.

becomes a "red giant." The helium in the core will
eventually ignite (usually referred to as the helium
flash) and the star enters a stage of hydrostatic
helium burning. At some point the star will consume
its helium in the core and form a helium burning
shell. The picture that prevails at this point is

one of an inert core, a concentric helium-burning
shell surrounded by a concentric hydrogen-burning
shell. The calculation of Schwarzchild and Harm'
indicated that this system exhibited thermal insta-
bilities which lead to helium-shell flashing.
Sanders, S Ulrich,^ and Iben^O have discussed
how such a phenomenon may provide an ideal site for
the s-process of nucleosynthesis. Sanders and Ulrich
argue that mixing of protons from the hydrogen shell
into the helium shell during the thermal instability
will provide a source of neutrons via the reactions:

12c(p,Y)13N(e+,v)l3c;

'3c(a,n)16o;

and

16o(p,y)17f(6+,v)17o ;

''7o(c(,n)20Ne,



where the carbon and oxygen are by-products of the
quiescent helium-burning. Iben argues that the
22Ne( a,n)25Mg reaction serves as the major
source of neutrons where the ^^He is formed via the
following reactions:

14N(a,Y)18F(6+,v)T8o(a,Y)22Ne.

The l^N is a remnant in the helium shell of the
hydrogen burning shell. A measurement of the

26Mg(Y,n) reaction by Berinan et a 1. 11 exhibited

a prominent resonance in the compound system
which was just 54.3-keV above the (Y,n) threshold.

In the 22[\ie(a,n) reaction, the resonance would

occur for an oparticle kinetic energy (center-

of-mass) of 540 keV. This resonance could affect the

neutron production rate dramatically if its alpha

width {T
qI)

is significant. The most probable

J''^ of this resonance was determined to be 1" by

Berman et al . This would require absorption of an

I = 1 alpha particle by "NelO"*"). This is a

difficult experiment because one needs good alpha-

energy resolution to observe the resonance and the

nature of the noble gas target increases the dif-

ficulty. The 22[ije(a,n) has been studied between

1.6 and 4.0 MeV by AsheryJ^ but there are no data

near this resonance. One solution might be to study
the inverse reaction, ^^V\g(r],a)^^He. Weigmann
et al. ^3 observed a resonance at En(lab) = 62.88-

keV in the 2^Mg(n,Y) reaction which corresponds
very closely in energy (corrected for kinematics) to

the resonance observed by Berman et al

.

If the

J''^ is 1", this corresponds to 2. = 1 neutron
capture and would require I = 1 alpha particle emi-

ssion as mentioned. Although the 25Mg(n,a) reac-

tion is a difficult experiment, if one observed res-

onant a-emission, the implications for s-process
neutron production would be very important.

There are also neutron reactions on the light

elements that affect the excess number of neutrons
available for the s-process capture on iron (and

higher A) seed nuclei. These include any neutron
reaction on the primary nuclei producing the neu-

trons, such as "I^N, ^Sq, 2lMe, 22^q and the

by-products of the (o(,n) reactions, such as

24,25,26Mg_ Particularly valuable would be the

unmeasured neutron capture cross sections for
20,21, 22Me.

Although the models of Sanders, Ulrich, and Iben

provide for different mechanisms and different neu-
tron sources, the common feature is that the s-

process takes place during repeated neutron bursts
during these helium-shell flashes which last on the
order of 10 years followed by a long quiescent period
('\' 2500 years). This is in marked contrast with
the original ideas of Burbidge et al. ^ which in-

dicated that the s-process took place slowly on a

time scale of thousands of years. Figure 2 shows the
abundance (N) times capture cross section (a) dis-
tribution for the s-process. It was recognized as

early as 1961 by Clayton et al. "*^ that the seed
iron nuclei had to be exposed to several neutron
fluxes of different strengths to account for Fig. 2.

Seeger, Fowler, and Clayton^S demonstrated that a

good fit to the No distribution resulted from an

exponential exposure distribution. This is con-
sistent with the helium-shell flashing hypothesis
producing an intermittent s-process. The effects on
the s-process result from the deviation from the hy-
pothesis of Burbidge et al. ^ that the B-decay
lifetimes are much shorter than the mean neutron

capture time. In a pulsed s-process, this is no

longer true. Ward, Newman, and Clayton^^ and Ward
and Newman^'' discussed the effects of a pulsed
neutron flux on the s-process. If all 3-decays
were much faster than the mean neutron capture time,

one could not distinguish between the different
astrophysical scenarios. But the existence of branch
points in the s-process may provide the information
necessary to determine whether or not the pulsed s-

process is important to the formation of the heavy
elements. It is clear from Fig. 2 that the No
values on both sides of the magic numbers near A

= 90, 140 are needed to determine the steepness of

the precipice near these magic nuclei and to the

absolute level of the No values on the plateau

regions away from the magic numbers. Neutron capture

cross sections for nuclei shielded from the r-process

are very important in this respect (e.g.,

134,136ga\_ This is particularly true if branching

to isomeric states is involved.

An example where the branched s-process is impor-

tant is shown in Fig. 3. It is clear that for the

constant exposure model of Burbidge et al

.

, much

of the S^Kr would B-decay since the 10.8 yr half-

life is shorter than their mean capture lifetime.

However, in a pulsed s-process, ^^Kr can capture a

neutron to form ^^Kr and subsequently °'Kr.

Since 87^^ will decay to ^'^Rh, the s-process

production of ^^Rb clouds the picture of the use of

the 5 X 10^0 yr B-decay of ^^Rb to ^'Sr as an

r-process chronometer. The r-process chronometer

will be discussed in the section on Nuclear Cosmo-

chronology. In addition to this problem, neutron

capture on ^^Kr can result in the formation of the

4.5-hr first excited state of ^^Kr whose main mode

of decay is g" decay to ^^Rh. This will affect

the neutron current through into ^^Rb,

85Sr, and ^'^Sr even if the neutron flux during

Mass Number

Fig. 2. The s-process abundance (Ns) times neutron

capture cross section (a) plotted as a function of

mass number. The precipices near A=90 and 140 are

due to the closing of the neutron shell at N=50 and

82.
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Fig. 3. Diagram of the branched s-process at
S^Kr. The 10.8-yr ground state of 85^^^ can
either 8-decay to ^^Rb or capture a neutron to
form 86Kr. The 4.5-min first excited state can
only 3-decay to ^^Kr.

the s-process path is very high. Therefore, it would
be very valuable to have the neutron capture cross
sections for ^^Kr and ^^Kr, but also the branch-
ing ratio for 30-keV neutron captur^ on to the
g.s. and the first excited state of ° Kr to determine
how important the various branches are in the s-process

Figure 4 shows a different situation for the pro-
duction of ^^3in^ 11'^Sn, and ^l^Sn due to an

s-process branch at ^Scd. If the 14-yr 270-keV
first excited state of ^^^Cd is populated signi-
ficantly by 30-keV neutron capture by then
113in^ 1145n^ and 115sn can be produced in the

s-process in amounts which are a large fraction of

their solar-system abundance. At this branch point,

the neutron-capture cross sections (kT = 30 keV) for
113ccl, "ll^sn, llSsn, and ^^^In are needed to

reduce the sensitivity of the branch calculations.
Also, the branching ratio for 30-keV neutron capture
to 270-keV state compared to the g.s. for '^^^Ca + n

would provide valuable data to asess its importance.

X
"5sn -

X
^ b n

"3ln -
\ "5in

\ 4.5hr

SxlQl'^yr ^——-v^

\
"6ln

\ I'^Cd

\ I4yr -

L 9xl0'5yr ^

^ "5cd

^ \ 44.8d

\ 53hr

Figure 5 shows a similar branch point at

^Slsm. Since the 90-yr ^^Isni can either

6-decay or capture a neutron in a pulsed s-process,

the amount of ^^^Gd formed in the s-process will be

dependent on this branch. Both ^^^Gd and '^^'^Gd

are shielded from the r-process and therefore provide

a constraint on the lower bound of the mean s-process

neutron flux so that there is not an overproduction

of 152gcI. Neutron capture on ^^^Eu can result Tn

the population of either the 13-yr g.s. of ^^^Eu or

the 9-hr first excited state both of which can decay

to either ^^'^Gd or ^^^sn,. However, if the

pulsed s-process neutron flux is high enough, then
the 13-yr T52e u g.s. can capture a neutron and thus
bypass ^^^Gd. The cross sections which would pro-
vide valuable information on the absol ute level of

the oN curve beyond the s-only '^^^Sm and ^^^Sm
are the kT = 30 keV neutron capture cross sections
for 152g(j and 154gd as well as the branching
ratio for 30-keV capture on ^^1^^ g_s. and

first excited state of ^52^^.

The region near '^'^^lu is another important
example of s-process branching. Since ^^°lu is

shielded from the r-process by T^Syb, the 3.6

x 10^0 yr half-life for 6--decay of '^^^iu to

176|-|f can be used as a purely s-process chron-
ometer. However, neutron capture on ^"^^Lu can lead

either to production of the 127-keV first excited
state of ^'^Lu whose 6-decay half-life is 3.7 hrs

or the 3.6 x 10^0 yr g.s. Depending on the branch-
ing ratio, fast B-decay to ^^Suf will compete
with neutron capture on ^^^Lu. Some of the rel-

evant neutron data has been obtained recently by Beer
and Kappeler^S and will be discussed in the section
on Nuclear Cosmochronology.

There are other branch points to be studied which
can be important under the hypothesis of a pulsed
s-process. A summary of neutron capture cross sec-

tions relevant to both the branched and unbranched
s-process solutions is listed in Table I. Although
many nuclei are listed, there are clearly several
important cases in common. Table II lists nuclei for
which the kT = 30 keV branching ratios to the ground
and isomeric states would be valuable to these
studies. There are virtually no data for these cases.

'52Gd- #-'53Gd
241 d \

iS^Gd -

X
'55Gd

\
'

ISIeu -

X

\I52Eu

\ 13 yr \#

I53e, .

w X

s

\

8.5yr

^ b m b m
90yr

^ ^

^ b m

s

\
b m

47hr

Fig. 4. Diagram of the branched s-process at

n^cd. Population of the 14-yr, 270-keV first

excited state of "I13cd can result in the population

of T13in, n4sn and USsn.

Fig. 5. Diagram of the branched s-process at

ISlsm. The branches at 151$^ and ^52eu can

affect the amount of ^52Gd produced in the s-proc-

ess. This puts restrictions on the s-process flux so

that the low abundance ^^Hid is not overproduced.
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Table I. Neutron capture cross sections of importance to the s-

process (kT = 30 keV) for branched and unbranched solu-
tions.

Table II. Unmeasured branching ratios for kT = 30 keV neutron capture

Important to the branched s-process

Compound

Ref. 16^ Ref. 17'' Rev. 19"^ Ref. 20^

5«Fe
66 67 64 66 67 70

' ' ' Zn

70 72 73 70 72 73

76-783^ ''-'he
80.82^^ 80,82,84,86„

' ' Kr 82-84^^

99-101„
Ru

104-106pj

78, 80, 82-84, 86„

84„
Sr

Mo
98-101„

Ru

102,104-106pj

106,108,110-113^^

116 lis —

128-132„
xe

112 114 lis, XXM , J.J.-' —
Sn

120.
Te

124-136
Ae

134-136g^ 134-137
Ba

1*2-145^^

130, 132, 135, 137,
Ba

136,138^
Ce

138
La

142,143-145„

,

Nd
152,154„

Eu
152

Gd
152 154

• Gd
152

Dy 156,158,160^
Dy

£r
162,164.

Er

168,170^j^

177-179„j 174,177-179„,
HI

192-195p^ 190,192-195pj.

198-201jjg 196,198-201,,
Hg

branched s-process.

'^branched s-process, pulsed-neutron source,

^unbranched s-process.

Carbon Burning

The fusion of ^^C + ^^C results when the core

remnant from helium burning contracts to produce tem-

peratures near 10^ K. There are many neutron reac-

tions in this cycle which affect the abundance of

nuclei between oxygen and sulfur. Many of the impor-

tant reactions such as ^2,13(;(n,Y) and

^6o(n,Y) have been measured. However, many have

not been measured and the accuracy of others could be

improved. These are listed in Table III.

Carbon burning can also ignite explosi vely^l at

temperatures near 2 x 10^ K. These reactions burn

only for a fraction of a second so that an intense
bath of free neutrons can become available. This

short phase can result in the production of rare iso-

topes between sulfur and iron. Neutron seed reac-
tions of importance are also listed in Table III. An

excellent example of a neutron measurement that dir-
ectly affected the production of the rare isotope
36s

'

was made by Auchampaugh etal.22 One chain

of reactions involved is

32s(n,Y)33s(n,Y)34s{n,Y)35s(n,Y)36s.

(n,a)

Nucleus Ground State Isomeric State

'l/2
E(keV)

'l/2

10.7 y 305 4.5 hr

stable 388 2.8 hr

"«Ag 2.4 m 110 127 y

''°Ag 24.4 s 118 252 d

i"cd 9 X 10^^ y 264 14 y

2.2 d 173 45 d

114^
In 72 s 190 50 d

14
5.1 X 10 y 336 4.5 hr

27 hr 6.3 55 y

^"sn 129 d 25 40 m

l"Te 9.4 hr 88 109 d

129,^ 69 m 106 33.5 d

5.4 d 137 41 d

152^
Eu 13 y 49 9.3 hr

166„
Ho 27 hr 5 1.2 X 10^ y

LU 3.6 X 10^^
y 127 3.7 hr

"\u 6.7 d 970 161 d

192^^ 74 d 160 240 y

"^ir 19 hr < 450 0.47 y

5 d 270 3 X 10* y

^See H. Beer and F. Kaeppler, ref. 18.

Table III. Neutron cross sections important to the carbon

burning cycle.

17

18„

C(n,Y)

*N(n,Y)

^0(n,Y)

0(n,Y)

0(n,a)

'°'2H,e(n.Y)

^^Na(n,Y)
24,25,26„ , .

Mg(n,Y)

"AJl{n,Y)
28.29. 303^(„_^)

^^P(n,Y)

32.".3S(n,Y)
33

S(n,a)

"•"a(n,Y)

36.38.^0Ar(n.Y)
36,38, ,

,Ar(n,p)

2,4

2.

A

A

36,38

39„

Ar(n,a)

K(n,Y)

40, 42, 43, 44, 46, 48„ , ,

Ca(n,Y)

^°Ca(n,p)

^8.^9.50^^(„_^)

'°V(n.Y)

1 <= hydrostatic burning
2 = explosive burning
3 = hydrostatic and explosive burning
4 = seed reaction for abundance of nuclei below iron.
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The 335(p^^ reaction can therefore reduce the
amount of 35$ formed in an explosive process. The
cross section had been estimated originally via
optical-model calculations by Truran.23 jhe result
of his calculation was overproduction of 36$ by a

factor of 10. The measurements of 335(p^(^)
and 33s(n^Y) by Auchampaugh et al. ^^ reduced
this factor to 2.5. Further measurements along this
chain and other chains will help to clarify the

production of rare nuclei in explosive carbon burning.

Oxygen Burning

Fusion of oxygen can occur in a similar manner to
the carbon cycle, but at a temperature near 2.5
X 10^ K. However, this cycle does not last long.

There are several neutron reactions in the
"hydrostatic" burning phase that are important in

determining the evolution of the stellar composi-
tion. Those parasitic neutron capture reactions that
affect the excess number of neutrons can influence
the future composition. Those of importance are
listed in Table IV and include poorly known neutron
capture cross sections for ^^A^, 31p, and 32s_

Oxygen will burn explosively near 4 x 10^ K

with one of the main burning reactions being the
^6o(n,a) reaction. Similar to the explosive
carbon burning phase, there will be an intense bath
of neutrons producing nuclei between 28s-j

5^Fe. Neutron reactions important to such syn-
thesis are listed in Tables III and IV.

Silicon Burning

After the depletion of oxygen, a very short-lived
stage of silicon burning will produce nuclei up to
iron. Explosive silicon burning can also occur under
certain conditions in ejected debris. Some of the
main neutron burning reactions incude ^^0(n,a),

n,a), and ^^Mg{n,a). Other neutron re-
actions on nuclei between 32$ gp^l 56pg y^-j-]]

affect the production of isotopes below iron and any
neutron data would be welcome. This is particularly
true where little information exists such as for the
isotopes of chlorine, potassium, and argon (see
Tables III and IV).

Supernovae - r Process

It is during a supernovae explosion, when the
density of neutrons is extremely high, that the
r-process is believed to occur. Multiple-neutron
capture forms nuclei far from the line of 3-

stability which eventually B-decay back toward this
region. Neutron capture cross sections do not
directly affect the r-process abundances because the
captures occur much faster ("v 1 s) than g-

decays. Thus, there will be considerable smoothing
of the final abundances by the nature of the multiple
6-decays, many of which involve neutron emission.
However, neutron cross sections are indirectly impor-
tant for determining the r-process abundances in the
following way. There are nuclei which can be formed
only in the s-process and those which can be formed
only in the r-process. The cases that can be formed
in both require a knowledge of the s-process abun-
dance, Nj, to extract the r-process portion, N^,
from the solar abundance, N. Improvements in the

curve in Fig. 2 therefore permit better
determinations of N^. These improvements will
result from better neutron data near the precipices
in Fig. 2 and cross sections on the plateaus for
s-only cases, such as ^^^Qa and 136Ba, ^^%y,
''Ovb, and others listed in Table I.

Table IV. Neutron reactions of importance during oxygen
and silicon burning cycles.

Reaction Relevance

"o(n,a) 1, 2

^°Ne(n,a) 2

^ Mg(n,a) 2

"Ail(n,Y) 3

4

3

3, 4

^^S(n,a) 4

^^Ar(n,Y)

*°Ca(n,Y)

5°Cr(n,Y)

Fe(n,Y)

1= explosive oxygen burning
2 = explosive silicon burning
3 = hydrostatic oxygen burning
4 = seed reactions for abundance of nuclei below iron

Nuclear Cosmochronology

The relative abundance of radioactive nuclei can

be used to determine the time scale for nucleosyn-

thesis. Probably the best known of these is the

uranium-thorium dating which was extensively devel-

oped by Fowler and Hoyle^^ to determine the

duration of r-process nucleosynthesis (A) in our

galaxy. The best current value based on this chron-

ometer assuming an exponential distribution of super-

nova events in our galaxy is A = 7+2 x 10^ yr.

However, there are other chronometers with which

the U-Th clock can be compared. The most promising

of these is the ''87Re-''87os chronometer proposed

by Clayton25 which involves the 4.5 x lO'O yr

B-decay of '^^'^Re. Figure 6 shows the s- and r-

process paths in the vicinity of Re and Os. '«oOs

and ^87os are shielded from the r-process and the

s-process is unbranched in this region so that we car

write

Nl86a-i86 = ^1870187

where N refers to the isotopic abundance and a is

the Maxwell ian-averaged cross section for kT % 30 -

keV (3 X 108 K) appropriate for the site of the

s-process. The abundance of '^'Os that is found ir

meteorites is then a composite of s-process materia^

and radiogenic material. One can ultimately obtain <

ratio of radiogenic ^87os to its parent i«/R<

that depends on the ratio of the kT = 30 ke\

Maxwel 1 ian-average neutron capture cross sections foi

186os and 187os. Using this cross section ratii

and the half-life for 6-decay, one can obtain

value for A. However, nature is never that kind

18705 has an excited state at 9.8 keV which clear!,

can be populated in a stellar interior. One there

fore needs the ratio of the neutron capture cros

sections for a stellar environment or alternativel

the neutron capture cross section for the firs

excited state of ^^^Os. Woosley and Fowler'^

defined a correction factor, f, as

f=[a*(186)/aLAB(i86)]/[a*(187)/alab(i87)],
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where the asterisk (*) refers to stellar environment

cross sections. Their Hauser-Feshbach calculation

yielded a value of f = 0.83. The same calculations
predict that an,n' (Ep = 30 keV) to the 9.8-keV

state in ^^^Os should be about 800 mb. A recent
measurement by Winters et al .^^ of the

^87os(n,n') cross section is substantially smaller

(< 500 mb). The use of 187Re-^87os depends
critical ly on both the 186os/187os cross section
ratio and the correction factor, f. Calculating the
duration of r-process nucleosynthesis (A) using the
same model as Fowler and Hoyle for U-Th, Winters,
Macklin, and Halperin^S obtain from their 186os
and ^S/Qs capture data a value of A = 10.3+2.5

X 10^ yr for f = 0.83. The above (n,n') measure-
ment would imply that f is closer to 1.0 in which
case one would calculate A '\< 8 x 10^ yr which
agrees incredibly well with the U-Th method. It

should be noted that earlier measurements of

0(;( 186)/a(;(187) reported by Browne and

Berman29 were found to have a systematic error in

the ac(186) cross section. Correction of their
results leads to a value of A = 1H3 x 10^ yr for

f = 0.83 and A =8.7+3 x 10^ yr for f = 1.0. It

is clear that one may have concordance of the
r-process chronometers, 187Re-187os and U-Th, if

further measurements and calculations can improve our
knowledge of the correction factor f. In addition,

the half-life of ^^'^Re has a large uncertainty at

this point and an improved accuracy is critical to

use of this chronometer.

Another r-process chronometer that possibly could
be used in a similar manner to 187Re.l87os "

is the

87Rb-87sf- clock, which involves a half-life for

6-decay of 4.8 x 10^0 yr. In this case, the

half-life is well measured and one does not have the

problem of excited state cross sections. However, in

the case of Re-Os, the radiogenic component of

187os relative to total 187os is large and the

oN equality is a good approximation. In the case

of Rb-Sr, the radiogenic enrichment of ^^Sr is only

on the order of 10%. Also, as can be seen in Fig. 2,

oN is decreasing in this mass region as the N = 50

neutron shell is approached. To use this chron-

ometer, therefore, will require very accurate neutron

Os'«^ Os'«« Os'«^

«c

\
T

'

W'82 W 186 \
\

\

,

\•^i

'

\
\
N

"^^

\
\

, i

^

\
\

*v

\
\

s - Process r - Process

Fig. 6. The s-process path in the vicinity of the Re

and Os isotopes. Both ^^^Os and ^^^Os are shiel-

ded from the r-process and hence are pure s-process
nuclei. ^^^Re is an r-process nucleus hence its

B-decay can be used as a chronometer.

capture cross section measurements (< 5%) over the

energy range 1 to 200 keV to determine the tempera-
ture sensitivity of the Maxwel 1 i an-averaged cross

sections. Even if this is possible, we noted in the

earlier discussion of s-process branching that it is

possible to produce an s-process component of ^^Rb

in a pulsed s-process environment. If sizable, this

would increase the difficulty of using this chron-

ometer. An accurate determination of the capture

cross sections of ^^Sr and ^^Sr as well as any
cross sections that affect the s-process path in this
region would be valuable.

The B-decay of ^'^^iu (3.6 x lOlO yr half-
life) can be used as an s-process chronometer because
it is shielded from the r-process by 176Yb. /\s

mentioned earlier, the use of this chronometer is

affected by s-process branching. ^^^l^ capture
a neutron to form either the long-lived g.s. of
^^^Lu or the 3.7-hr first excited state. A know-
ledge of this branching ratio for kT = 30 keV is

required to use this chronometer. Such a measurement
by Beer and Kappeler^^ is reported at this con-
ference. If they use the same exponential model for
s-process nucleosynthesis, Beer and Kappeler obtain a

value for the duration of s-process nucleosynthesis
which is consistent with the Re-Os and U-Th r-process
ages. Improvements could be made for this chron-
ometer if the kT = 30-keV value of the neutron total
capture cross section for ^^\u were improved. The
current values are 1460+110 mb from Ref. 30 and
1260+190 from Ref. 31. The reader is referred to the
article by Beer and Kappeler for more details.

Solar Physics

It was proposed by Kuroda^^ in 1971 that it may
be possible to determine the temperature of the sun
shortly after formation from the difference in iso-

topic compositions of terrestrial and extrater-
restrial xenon. His analysis of xenon isotope ratio

data for carbonaceous chrondrite meteorites, lunar
soil samples, and atmospheric samples indicated that
xenon found in lunar soil is likely to represent the
isotopic composition of almost pure solar xenon.
Atmospheric xenon appeared to have the least solar
xenon with meteoritic xenon falling in between. He

speculated that the solar xenon was transported to

the earth, moon, and meteorites via the solar wind
early in the history of the solar system. The excess
of ^28xe in lunar soil can be explained^S by

cosmic ray neutron capture on 127j_ j^e excess of

131xe can be explained by cosmic ray neutron cap-

ture on ^^Oga (or T30Te) as shown by the neutron
capture measurements of Browne and Berman.34,35
However, the excesses at ^30xe and ^32xe can only
be explained by neutron capture on 129xe and

^31xe. Kuroda concludes that neutron capture
occurred on these isotopes in the interior of our sun

during the deuterium-burning phase. The ratio of the

neutron capture cross sections can be related to the

ratio of the excess l^Oxe and ^^^Xe and yield the

most probable temperature at which the reactions
occurred. From this, he concludes that the

D(d,n)3He reaction is the probable source of the

neutrons. However, it is necessary to measure the
129, 131xe(n,Y) cross sections from 100 eV to 100

keV to provide the information needed to check his

hypothesis that the temperature obtained is that of

the core of the sun shortly after its birth.
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Summary

Nuclear astrophysics poses a wonderful challenge
to the neutron physicist, experimentalist and theo-

rist alike. As was seen, there is a need for a large

quantity of data across the periodic table. There

are neutron measurements needed on abundant nuclei

which will be difficult because of the small cross
sections involved. There are some where the cross
sections are large, but the isotopic abundance is

small. There are some measurements which require new
and more sensitive techniques, e.g., capture cross
sections on the noble gases and isomeric branching
ratios for kT = 30 keV.

This paper cannot possibly point out all the
areas that neutron physics is of interest to astro-
physics. Indeed, the needs will continually change
as improvements are made in models of nucleosyn-
thesis. Perhaps the best statement that can be made
is that any high-quality neutron measurement will be
of interest to the astrophysicist. Some directly
because of their bearing on a specific problem.
Others will be only indirectly of interest to check
calculations or semi-empirical estimates for cross
sections that cannot be measured in the laboratory.
In the same manner, improvements in nuclear modeling
techniques, such as better calculations of level den-
sities and gamma-ray strength functions, will allow
the astrophysicist to obtain more accurate data to
check various theories.
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OPEN PROBLEMS IN NUCLEAR DATA EVALUATIONS

S. Pearlstein
Brookhaven National Laboratory

Upton, New York 11973, USA

Nuclear data measurements are often discrepant or incomplete. Despite these difficulties,
after reviewing the information at hand, experts periodically prescribe their best estimates
of nuclear data for use by scientists. Some of the obstacles the experts face are poor energy
calibrations, inadequate data, overly detailed data, and the necessity for coalescing multi-
disciplinary information. These and other aspects of nuclear data evaluation are discussed.

Introduction

The objective of a nuclear data evaluator is to

recommend the most probable value of a quantity.

Since our knowledge of nuclear forces is incomplete
the evaluator must rely on measurements rather than
calculations from first principles. However, measure-
ments of the same quantity by different authors are
often discrepant. Sometimes the discrepancies are
understood when the measurements are corrected for

differences in methods, samples, standards, and

analysis. But unexplained differences can remain.

In the U.S. most nuclear data evaluations are con-
tributed by the Cross Section Evaluation Working
Group (CSEWG), a cooperative effort of over twenty
laboratories. CSEWG has identified several nuclear
topics that warrant continuous review because of their
impact on data evaluation. These topics include
Cf-252 nubar, fission energy spectra, thermal fissile
parameters, neutron cross-section standards, delayed
fission neutrons, neutron energy standards, alpha,
fast neutron capture, half-lives, resonance integrals,
decay schemes, isotopic abundances, energy per fis-
sion, and inelastic scattering for fissile and fertile
nuclei. What is hoped for, of course, is that
measurement discrepancies will be eliminated and data
will converge to universally accepted values. The
evaluator and the measurer are helped if accepted
measuj^ement standards are used. Those recommended by
CSEWG are shown in Figure 1 . Although these cover
the energy range from thermal to 20 MeV, by no means
are they adequate for every situation and secondary
standards must be used. This basic list should be re-
viewed periodically.

No single recipe can be prescribed for an evalu-
ator because each evaluation has its own unique set of

conditions. For the purpose of completing a talk on a

limitless subject in a finite time I will describe
only four additional problems an evaluator might face
when recommending data. These problems concern
energy calibration, inadequate measurements, highly
detailed measurements, and the multidisciplinary
approach.

Energy Calibration

In the resonance region for fertile and fissile
materials the resonances are closely spaced. In the
calculation of isotopic buildup in fuel-cycle studies
there can be resonance overlap and screening effects
requiring nuclear data with accurate resonance en-
ergies. In the study of U-238 resonance energies from
6 eV to 4.6 keV with time-of-flight paths ranging from
20 to 200 meters, the results of sixteen independent
measurements were analyzed. Calculating the devia-
tion from the weighted mean values of the resonance
energies gave a chi-square of 2 per degree of freedom.
After fitting relative to a single set of data chosen
as a standard and determining flight path length and
zero time corrections a chi-square per degree of free-
dom approximately equal to 1 was obtained. The un-
certainty in measuring the distance of a 200 meter

flight path should be as little as 3 or 4 centimeters

and the uncertainty in the zero time should be less

than a tenth of a microsecond. Some of the correc-
tions as shown In Figure 2 are within the quoted
errors but some are not, indicating that some energies

were not calibrated well and therefore resonance over-
lap effects will not be calculated correctly.

Energy calibration in the MeV region also seems
difficult. The U-235 fission cross section which is
used as a standard h^s a knee in the cross-section
curve at about 6 MeV as shown in Figure 3 . A number
of experiments have enough data points in this region
to permit least squares fitting with a quadratic
curve. The smooth curves obtained show apparent
energy shifts in the data aside from differences in
absolute magnitude as shown in Figure 4. The energy
shift in the U-235 fission cross section and other
cross sections such as the threshold U-238 fission
cross section can dramatically affect calculated re-
action rates and contribute to the discrepancy be-
tween calculation and experiment for cross-section
ratios.

Wider use should be made by measurers of the rec-
ommended energy standards . Well known resonances in
U-238, Pb-206, Al-27, S-32 ,

Na-23, Si-28, |nd Fe-56
have been used to provide energy standards in the

electron volt to the 100 keV range. The associated
correlations between the resonance energies have also

been estimated.

Inadequate Measurements

The energy and angular cross sections for neu-
trons emitted in neutron inelastic scattering, (n,2n),
and (n,3n) reactions as a function of incident neu-
tron energy are important in order to calculate
neutron energy and angular distributions. Numerous
measurements have been made of neutron emission spec-
tra but they fail to be complete or accurate enough to
provide a comprehensive data base. Consequently, the
evaluator must also rely on nuclear model calcula-
tions. The importance of these data was shown in the
calculation of the Livermore pulsed-sphere experi-
ments. The time-of-flight spectra emanating from
thick shells of material internally pulsed with 14 MeV
neutrons was measured as shown in Figure 5. The cal-
culation of the neutrons detected below the elastic
peak is very sensitive to the cross section and
energy distribution of inelastically scattered neu-
trons. A calculation using only compound nucleus
theory will fail to account for the high energy
neutron spectra. It is necessary to include neutrons
emitted in the approach to equilibrium. The data in
Figure 6 were taken from the thin shell measurements
of a large number of materials over a wide mass range.
Data were taken at several angles and show that these
preequilibrium neutrons are forward peaked.

Several nuclear model codes that include equil-
ibrium and preequilibrium reaction processes have been
written that reasonably calculate the cross section
and energy distribution of neutrons emitted in
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inelastic scattering, (n,2n), and (n,3n) reactions
over a wide mass range. Recently codes have been
developed that also calculate the angular distribution
of the emitted neutrons. ^In Figure 6 a comparison is

shown between calculation and experiment for the neu-
trons emitted from niobium. The agreement is quite
good but it has not yet been demonstrated that angular
distributions can be calculated for a large number of

cases using a global set of parameters.

Despite consistent use of nuclear fission data in

applications there are many unknowns about the fis-
sion process. The total number of neutrons emitted in

fission, their mean energy, and the shape of their
energy distribution are important quantities. The
choice of formalisms to explain fission neutron data
is heavily influenced by the proportion of very low
and very high energy neutrons emitted. Since the in-
tensity of these neutrons is low the measurements are
plagued by poor statistics and the difficulty in sep-
arating out room scattered neutrons. The worsening of

the data at lyj^ and high energies when compared to a
Watt spectrum is shown in Figure 7. Recent improve-
ments in analysis tend to show that the true fission
neutjYii shape lies between a Maxwellian and Watt spec-
trum as shown in Figure 8. Only one set of data is
shown here and it will be necessary for a number of
experiments to converge at high energies before the
shape of the fission spectrum can be resolved.

Highly Detailed Measurements

Two examples of highly detailed nuclear reaction
data are neutron capture spectra and neutron elastic
scattering cross sections. In the case of neutron
capture gamma-ray emission spectra the evaluator
finds it difficult to digest and store all the data
that are available. For most applications it is only
necessary to know the location and intensities of the
principal lines and the average intensity of the ra-
diation emitted in coarse energy bins. In other
words, some of the detail available is thrown away.

The energy and angular distributions of neutrons
elastically scattered from structyjal materials is be-
coming available in great detail. Figure 9 shows
the elastic scattering cross section for two struc-
tural materials; iron and nickel. They are similar
and show considerable structure up to an energy of a
few MeV. The angular distribution also shows sharp
changes as a function of energy as shown in Figure 10.

In fact, at some points the angular distribution
briefly changes from a forward peaked distribution to
one that is backward peaked. This is shown in
Figure 11 where at certain energies the average cosine
of the scattering angle goes negative in the case of
iron. The coarsely measured distributions for nickel
do not show this but would probably display the same
effect if the measurements were taken in equivalent
detail.

Again we approach the limit on how much informa-
tion can be digested and stored. Changing character-
istics of the angular distribution of neutrons scat-
tered in iron resonances could be important in calcu-
lating the transport and streaming effects in steel
cores and shields. It seems impractical to fully
measure and evaluate these data and incorporate their
full detail in transport problems. If applications
are sensitive to these effects a parametric repre-
sentation of the energy and angular distribution data
may have to be developed.

Multidisciplinary Approach

The results of applying nuclear data can generally
he improved if nuclear physics information e.g.
measurement and theory of cross sections, can be com-
bined with reactor physics information e.g. criti-
cality, spectrum-averaged ratio, and reactivity
measurements. These two types of information are
called differential data (with regard to energy or
angle) and integral data, respectively. Integral data
have the advantage of often being measured to high
precision but can be difficult to interpret because
of complex geometries and the involvement of many
nuclides and reactions.

A least squares fitting process can be used to

minimize a chi-square combining differential and

integral data with the data appropriately weighted by
their uncertainties. The input data covariance matrix
can include correlations among the differential and
integral data. In addition, correlations among the

data are introduced by the least squares fitting
process because of the sensitivity of the cal^i^lated

integral quantities to the differential data. The
correlations resulting from fitting a particular set

of integral data are important since the reduced in-
dependence of the differential data uncertainties
can reduce the uncertainty of calculated integral
quantities. These correlations explain why differ-
ential data used to calculate Integral data do not
need to be known to as high a precision as the
integral data being calculated. However, because the
correlations might be characteristic only of a par-
ticular set of integral experiments, the adjusted
data may be valid for calculating only integral
quantities of the same type (similar sensitivities)
chosen for fitting.

Consistency between carefully measured differ-
ential and integral data is required for a good
evaluation. The discrepancy between calculation and
experimept for highly self-shielded U-238 cross
sections, after an impasse lasting many years, was
solved with the blame shared equally by nuclear
physics measurements and reactor physics calculations.
Still not understood are some discrepancies between
calculated and measured fast reactor reactivity co-
efficients. Any inconsistencies should be pursued
until the discrepancies are eliminated.

Conclusion

It has been possible to discuss here only a few
of the open problems in data evaluation. The next
generation of evaluated data files will place in-
creasing emphasis on the data covariances associated
with the recommended values. This will require in-
creased analysis and the reporting of details by
measurers and increased effort on the part of evalu-
ators. The results are worthwhile because they will
improve the technological basis for nuclear appli-
cations .
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Material MAT#

Si 1269

He

235„

1146

1271

1273

1274

1283

1261

Reaction
Type Energy Range LAB

a
n,n 1 keV - 20 MeV LASL

% 1-20 MeV

a
n,p 1 keV - 50 keV LASL

o
n,a Thr - 100 keV LASL

a
n,a Thr - 100 keV LASL

''Q
1 keV - 2 MeV ORNL

o
n,Y Thr; 10 keV - 1 MeV BNL

a
n,f Thr; 100 keV - 20 MeV Task Force

Fig. 1. Cross Section Evaluation Working Group
cross section standards.

Experiment Ranqe (eV) Length (M)

Corrected
Lenath (H)

Corrected
Time (gsec)

1 GARC 64 100-4000 200 0 199 9 ±0 27 -0 120±0.467

2 FIR< 63 6-2000 55 0 55 03±0 53 0 383±1.433

3 ASGHAR 66 6-830 32 54 32 59±0 09 0 253+0.380

4 lEVIN 55 6-40 20 0 19 92±0 31 0 026±4.534

5 HARVEY 55 0-700 20 0 20 06±0 96 0 995+6.759

6 FLUHARTY 56 10-300 30 0 29 39+1 99 -6 148±18.00

7 BOLLINGER 56 4-350 58 70 58 71+5 81 -0 276±68.31

8 JACKSON 62 6.5-6.8 58 90 0 000+7.190

9 BOLLINGER 68 0-200 60 00 59 87±0 38 -0 412+3.724

10 RYABOV 70 6-7 30 00 -1 891+4.932

11 ROSEN 59 90-1300 35 00 34 99+0 05 0 195±0.163

12 MALECKI 71 66-600 30 00 30 01±0 016 0 103±0.048

13 RAHN 72 6-4600 200 0 STANDARD

14 CARRARO 70 60-5700 100 0 100 00±0 018 0 087±0.029

15 LYNN 55 6-120 20 00 19 98±0 75 0 150±9.695

16 ROHR 70 50-1000 60 00 60 01±0 073 0 069±0.236

Fig. 2. U-238 resonance energy measurements
6-4000 eV.

Fig. 3. U-235 (n, fission) experimental data in

the MeV region.
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APPLICATION OF NUCLEAR MODELS

P. G. Young, E. D. Arthur, and D. G. Madland

Los Alamos Scientific Laboratory, University of California
Theoretical Division

Los Alamos, New Mexico 87545 U.S.A.

The development of our extensive experimental nuclear data base over the past three

decades has been accompanied by parallel advancement of nuclear theory and models used to

describe and interpret the measurements. This theoretical capability is important be-

cause of many nuclear data requirements that are still difficult, impractical, or even

impossible to meet with present experimental techniques. Examples of such data needs

are neutron cross sections for unstable fission products, which are required for neutron

absorption corrections in reactor calculations; cross sections for transactinide nuclei

that control production of long-lived nuclear wastes; and the extensive dosimetry, acti-

vation, and neutronic data requirements to 40 MeV that must accompany development of the

Fusion Materials Irradiation Test (FMIT) facility. In recent years systematic improve-

ments have been made in the nuclear models and codes used in data evaluation and, most

importantly, in the methods used to derive physically based parameters for model calcu-

lations. The newly issued ENDF/B-V evaluated data library relies in many cases on nu-

clear reaction theory based on compound-nucleus Hauser-Feshbach ,
preequilibrium and di-

rect reaction mechanisms as well as spherical and deformed optical-model theories. The

development and application of nuclear models for data evaluation are discussed in this

paper, with emphasis on the 1-40 MeV neutron energy range.

(Nuclear reaction theory, nuclear model codes, nuclear data evaluation)

Introduction

The requirements for evaluated nuclear data that
result from the various nuclear applications are suffi-
ciently broad that the use of nuclear theory and models
is essential to complement the available experimental
data base. A number of areas exist where nuclear mod-
els play a very important role. A classic example is

the problem of determining nuclear data for radioactive
or unstable target nuclei which, of course, are very
difficult to measure and which are required in a number
of applications. Such applications include calculation
of neutron absorption and scattering by fission products
in thermal and fast reactors; production, depletion, and
absorption calculations for actinide nuclides important
in waste management and disposal studies; and activation
calculations for fusion reactor components and shielding
that can involve unstable intermediate nuclei. A sec-
ond area where nuclear models are very important is the
extension of the evaluated data base into the 20-50 MeV
incident neutron energy range, where experimental data
are much more limited than at lower energies. Although
biomedical and shielding data needs have existed in

this region for many years, the planned development of

d + Li neutron sources, such as the Fusion Materials
Irradiation Test facility (FMIT) , has given new impetus
to developing evaluated data libraries above 20 MeV.
It should also be mentioned that in the more common
applications models still play an important role in in-
terpolating and extrapolating data such as secondary
angular and energy distributions that have not been
measured with the same thoroughness as energy-dependent
cross sections. For example, the energy range between
9-14 MeV is only sparsely measured for many nuclei.
Finally, nuclear models have advanced to a state that
they can occasionally be useful to evaluators in decid-
ing among discrepant experimental results.

The use of nuclear theory in data evalations has
expanded and become more sophisticated over the years
in much the same way that the experimental data base
has developed. In this paper we will outline some of
the advances that have occurred in the recent past in
applying nuclear theory and models to data evaluation.
We will describe briefly some of the features of nu-
clear model codes in common use and will show examples

of their application in recent evaluations. Because of
time and space limitations, we will restrict the dis-
cussion mainly to neutron- induced and fusion reactions
in the 1-40 MeV energy region, which excludes the re-

solved and unresolved resonance regions for the heavier
nuclei. We will close with some observations and com-
ments on the recently issued Version V of ENDF/B.

Use of Nuclear Theory in Light Element Evaluations

Nuclear models used in evaluation range from the
almost trivially simple to the very complex, depending
upon what is appropriate and available for a given sit-
uation. An example of the former is the use of simple
three-body phase space calculations to represent sec-

ondary energy distributions from breakup of light sys-
tems. This technique is used in the ^Li ENDF/B-V evalu-
ation^ to represent the continuum part of the neutron
spectrum from the ^Li(n,nd) '*He reaction, as illustrated
in Fig. 1. Note that elastic scattering is omitted
from the calculated curves in Fig. 1. The calculated
spectral shape agrees reasonably with the experimental
data and provides a useful device for inferring the
spectra at unmeasured energies and angles. There are
many light nuclei, however, for which such simple rep-
resentations are unsatisfactory.

At the other end of the complexity scale is the
use of sophisticated coupled-channel R-matrix analyses
in data evaluations. Such analyses are incorporated
in the ENDF/B-V evaluations for '*He, ^Li, ^°B, ^^C, and
'^0, which include the three standard reactions
^Li(n,t)'*He, ^°B(n,a)^Li and ^^C(n,n)^^C.

While such applications of R-matrix theory are not
new, it is only in relatively recent times that analy-
ses of sufficient detail and thoroughness have been
available for light systems so that accurate predictions

of results can be made in poorly measured reaction chan-

nels of a system. Additionally, by application of the

principle of charge Independence, predictions can now
be extended to different isospin members of a mass sys-
tem.^ Such analyses are proying most helpful in pro-

viding charged-partlcle fusion data, and a list of re-

actions analyzed in this manner at Los Alamos Scientific

Laboratory (LASL) is included in Table I. Because this
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Fig. 1. Neutron emission spectra at laboratory
angles of 39 and 135° from 5.7A-MeV neutron bom-
bardment of ^Li. As described in Ref. 1, the cal-
culated curves do not include elastic scattering.

topic is the subject of another talk' at this confer-
ence, no further discussion is included here.

Nuclear Models for Intermediate and Heavy
Mass Evaluation

The nuclear models and theories most commonly ap-
plied in evaluations of neutron-induced data for heav-
ier nuclei in the MeV region are the spherical and de-
formed optical models, Hauser-Feshbach statistical
theory, direct reaction theory, preequilibrium theory,
and fission theory. A number of theoretical improve-
ments have occurred over the past few years, and some
of these are cited below. Equally important for data
evaluation, however, has been the development and use
of improved methods for determining parameters used
in model calculations and the coming of age of several
multistep Hauser-Feshbach/preequilibrium theory codes
that can accommodate the myriad of reaction channels

open at incident neutron energies of 20 MeV and higher.

Optical Model Parameterizations

The optical model is still one of the most impor-
tant tools for a good theoretical evaluation, whether
dealing with spherical or deformed target nuclei. In
addition to providing a means to calculate energy de-
pendent total, elastic, and reaction cross sections as
well as elastic angular distributions, it is also used
to compute transmission coefficients that are used in
Hauser-Feshbach or direct reaction calculations. There
has been increasing recognition over the past several
years that the old global or universal parameter sets
such as the Wilmore-Hodgson, "* Perey,^ or Becchetti-
Greenlees^ parameters, while very useful for scoping

Table I. Charged-Particle Reactions For Which
Cross Sections Are Available From Current LASL
R-Matrix Analyses

Energy
Range

Reaction (MeV)

(.P.p;T E = 0-11
3 P

T(p,n) He E = 1-11
nF

\e(p,p)\e E = 0-20
A A p
ne(,p,p; He E = 0-30

6 6 P
Li(p,p) Li E = 0-2.5

f n3„
P

Li(p,a) He E = 0-2.5

D(d,d)D
P

^d
= 0-10

ma,n; He E, =
d

0-10

d
0-10

T(d,d)T 0-8
d

T(d,n)^He
^d

= 0-8

LlKZ , u y ntr

3 4
^d

= 0-10

V —
^d

^d
= 0-15

T(t,t)T 0-2

4
0-2T(t,2n) He \ =

4 4
0-14He(t,t) He

^t
=

4 6
0-14He(t,n) Li \ =

4 3 3 4
= 0-11He( He, He) He ^3

He
^Results preliminary

studies, are usually not adequate for detailed

calculations of specific nuclei. It is far prefer-
able to use optical model parameters that are opti-
mized over a more limited region of A, such as a par-
ticular shell, at the same time preserving the accepted
trends with energy and mass of the parameters.^ As a

result, there has been a renewal of efforts to determine
realistic optical parameters for evaluations over the

past few years.

A very useful technique for obtaining neutron opti-
cal parameters for spherical and deformed nuclei that
does not require extensive automated least-squares
fitting and can therefore be performed with modest com-
puting outlay has been developed at Bruyeres-le-Chatel
by Lagrange and his coworkers.^ This technique, re-

ferred to as the "SPRT" method, uses s- and p-wave
strength functions and the potential scattering radius
as data to aid in determination of the real and (sur-

face) imaginary potentials at low energies and then
uses the total cross section to establish their energy
dependence. Fine tuning of the potential is accom-
plished by adjusting the spin-orbit strength to match
back angle elastic scattering data and the imaginary
strengths to match inelastic scattering cross sections.
Proton elastic scattering and polarization data can

then be analyzed using the derived neutron parameters
to provide further information concerning isospin terms,

higher energy behavior, etc. The end results are nu-
cleon optical parameters suitable for use over an ex-

panded energy range for a nucleus or nuclei of interest.

Such an analysis for "Nb is reported at this confer-

ence' with an example of the quality of fit to proton
polarization data shown in Fig. 2.

A second technique that also averts extensive
fitting for deformed nuclei has been developed by
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Madland. With this method, parameters are determined
for a spherical optical potential, which is relatively-

inexpensive to compute, by fitting all available total
and differential elastic scattering data. Simple trans-
formations are then sought that will result in realis-
tic deformed model parameters by fitting a much more
restricted data set in a fully deformed coupled-channel
optical model calculation.

An alternate approach has been suggested by Gard-
ner that eliminates many of these problems, lead-
ing in turn to more accurate capture cross sections
where data is unavailable and to a better treatment of
gamma-ray competition. This method is based upon de-
termination of the gamma—ray strength function f (£ )

defined by ^

Preliminary results from such an analysis were
reported at Harwell^ and are reproduced in Fig. 3. The
solid curves represent neutron total cross sections
calculated with a spherical optical model determined
by fitting experimental data for all five actinides in

Fig. 3. The dashed curve shown for ^'®U was obtained
in a deformed calculation using a simple parameter
transformation determined by simultaneously fitting
^^^U inelastic angular distributions at only two ener-
gies (2.5 and 3.4 MeV) . The ^ ^

®U total cross sections
calculated with the deformed model agree with experi-
ment to within + 3% for neutron energies between 50 keV
and 10 MeV. Additionally, the geometrical parameters
obtained in this analysis are reasonably similar to

ones obtained by Lagrange ^
^ using the SPRT method.

Gamma-Ray Strength Functions

Another important aspect of model calculations is

to properly describe gamma-ray emission, both in esti-
mating gamma competition to particle emission and fis-
ion in Hauser-Feshbach calculations and in actually
computing gamma-ray emission spectra for use in evalu-
ations. In most Hauser-Feshbach calculations, the in-
tegral of the product of level density and gamma-ray
transmission coefficients is normalized to the experi-
mental value of 2TT<r >/<D>, where <r > and <D> are the

Y Y
average gamma width and spacing for s-wave resonances.
This normalization directly influences the amount of

gamma-ray emission occurring, either in the capture re-
actions or in competition to particle-emission or fis-

sion reactions. Experimental data for <r > and <D> are
Y

not always reliable (especially where resonance spac-
ings are large) , and for compound systems lacking such
data, reliance must be placed upon determination of

these quantities from systematics. Since the observed
spacing <D> can vary drastically between nearby nuclei
in closed shell regions, considerable uncertainty can
exist in calculations of gamma-ray emission.
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<r >
Y

<D>
f(e )e p(s -e )de

Y Y n Y Y
(1)

where S^ is the neutron separation energy, £^ is the

gamma-ray energy, and p is the level density of the
compound system. The electric dipole strength function
is assumed to have a giant dipole resonance (GDR) form
given by

. (2)
' GDR ^

The strength function can be extracted from the analysis
of neutron capture cross sections measured for stable
nuclei or through the analysis of spectral data result-
ing from capture. Since the strength function is ex-
pected to vary smoothly between nearby nuclei, some
of the problems mentioned earlier can be eliminated,
and one can use it with increased confidence.

An application of this technique by Gardner'^ for
the ^^Rb(n,Y) and ^'Rb(n,Y) reactions is shown in Fig.

4. The same strength function f (e ) was used for
El Y

both reactions shown in Fig. 4; the vastly different
capture cross sections result entirely from the differ-
ent binding energies and level densities used in the

two cases.
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Fig. 3. Calculated and measured neutron total cross
sections for five actinide nuclei. See Ref. 7.
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Improved Codes for Evaluations

A large number of codes useful for evaluations have

been developed in many countries, but space does not

permit a thorough discussion here.

One major advance in the past several years that
will be discussed, however, is the development of sev-

eral multistep Hauser-Feshbach statistical-preequilib-
rium codes that permit calculation of most important
reactions in the MeV region. Within the community of

ENDF/B evaluators, these codes include the HAUSER
code developed at Hanford Engineering Development
Laboratory, the TNG^"* code from Oak Ridge National
Laboratory, the STAPRE^^ code written in Austria and
extensively used at Lawrence Livermore Laboratory and
Brookhaven National Laboratory, and the GNASH^^ code
developed at LASL. These codes, when used in combina-
tion with spherical and deformed optical model codes
and the older reaction theory code COMNUC,^^ provide a

capability for calculating all important reaction se-
quences up to 20 MeV or higher.

Typical reaction sequences that can be included
in multistep calculations are shown in Fig. 5. The case
illustrated is for neutron-induced reactions on ®'y,

which were recently calculated with the GNASH code.

The first arrow indicates the path from the Incident

channel to the first compound nucleus '"y*, whose de-
cays correspond to the binary (n,Y), (n,p), (n,a), and

(n,n') reactions. The various compound nuclei shown in

the diagram are populated in specific energy, spin,
and parity states, and each nucleus is permitted to de-
cay by n, p, a, and/or y emission until the decay se-
quences terminate. The most complicated sequences
shown in Fig, 5 are (n,?.nY), (n,2np), (n,2na), and
(n,3n) reactions, although calculations are not limited
to these.

All four multistep Hauser-Feshbach codes mentioned
above can carry out these calculations with full allow-
ance for angular momentum effects. The TNG, HAUSER,
and STAPRE codes include width fluctuation corrections
for the lower energy calculations, whereas GNASH, which

is designed for higher energy calculations, does not.
All four codes include preequilibrium models that are
used to correct the binary reactions for nonequilibrium
effects. In the case of TNG, a. new model (described
in a later paper has been included to incorporate
conservation of angular momentum in the preequilibrium
step. This model ensures consistency between the sta-
tistical and preequilibrium parts of the calculations.
Particle spectra are calculated in all four codes, and
all except HAUSER also output gamma-ray spectra. The
HAUSER, GNASH, and TNG codes allow input of externally
computed direct-reaction cross sections to specific
states, which are combined with the Hauser-Feshbach
calculations and, in the case of GNASH and TNG, are
included explicitly in the gamma-ray cascades. The
TNG and HAUSER codes calculate compound nucleus angular
distributions, whereas GNASH and STAPRE rely upon ex-
ternal codes for these effects. STAPRE, HAUSER, and
GNASH all have fission channels, with a double-humped
barrier being available for use in HAUSER and STAPRE.

In the past few years these codes have been exten-
sively developed and used in support of data evaluation,
and examples of calculations are given below. The Nu-
clear Models Subcommittee of the Cross Section Evalua-
tion Working Group has been carrying out code compari-
son studies with these and other codes, and even more
detailed comparisons have been made between codes used
at LLL and LASL.^°

Examples of Recent Calculations

There are a number of examples that can be cited
where the above codes have been successfully applied
to evaluation problems. The HAUSER code has been used
extensively by Mann and Schenter^ ^ in calculations of

actinide cross sections for ENDF/B-V. Similarl;^^ Fu
has used TNG for ENDF/B evaluations of '*°Ca,^^ Fe 2 3

: 5and Pb, and for Cu and Nb calculations to 32 MeV.

Calculations with STAPRE include comprehensive analyses
by M. Gardner of neutron-induced reactions on zirconium
isotopes^^ and by D. Gardner of neutron reactions on
33 target states of ^^°"'^°Lu.^^ Additionally, an an-
alysis ^ of neutron reactions on barium isotopes with

I c: 1 1—I I I I
1

1

1
1 1—I I Mill 1 1—i—rq

2irry/D= .02

.001

2Trry/ D = .00075 '^^^ •

J I I I I I 1 1 1 I I
i I I I 1 1

1
I III

.01 I

En (MeV)

Fig. 4. Rb(n,Y) and Rb(n,Y) cross sections between
10 keV and 3.5 MeV. See Ref. 12 for details.

Fig. 5. Sample reaction decay sequences from neutron
interactions with ^ 'y as calculated by Arthur (Ref.

18).
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STAPRE has been performed. Recent analyses with the

GNASH code include studies of neutron-induced reactions
to 20 MeV on a total of 10 isotopes of yttrium and zir-

conium, to 40 MeV for ^'*Fe and ^^Fe,^^ to 20 MeV for

the four principal isotopes of tungsten,'" and to 22

MeV for ^^^U and ^'^U.

To illustrate the potential of such calculations
when care is taken with parameterizations ,

Figs, 6-8

show comparisons between calculated and experimental
cross sections from the GNASH analysis of yttrium and
zirconium isotopes.'^ In this study, consistency was
required of the optical model parameterizations for all

the yttrium and zirconium isotopes, and several differ-
ent types of neutron and charged-particle experiments
were fit to determine optical parameters. In addition,
a careful study was made using Gardner's method'^ to

obtain reliable gamma-ray strength functions.

Gamma-ray energy spectra from GNASH calculations^'
for iron are compared to the experimental data of Chap-
man et al.'^ at four incident neutron energies in Figs.
9-12. In this case, the model parameters were deter-
mined entirely from other measurements, so the compar-
isons with the gamma-ray spectra provide a test of the
calculations. Although the calculations agree rela-
tively poorly with the Chapman data at 14.55 MeV (Fig.

11), they are in reasonably good agreement with the data
of Drake et al.^' at 14.2 MeV, shown in Fig. 13. Thus,
there appears to be a discrepancy between the two ex-
periments near 14 MeV, and Arthur's calculations tend
to support Drake's measurement.

The neutron emission spectra calculated for 36-MeV
neutrons incident on iron are shown at 0, 90, and 180°

in Fig. 14. The high energy lines in the spectrum re-
sult from Fe(n,n') reactions to discrete states, which
were obtained in DWBA calculations and are strongly
forward peaked. The angular distributions in the con-

tinuum region were calculated from semlempirlcal rela-
tionships determined by Kalbach and based on preequi-
librium theory. The breaks in the spectrum in the con-
tinuum region Indicate the boundaries of 5-MeV wide
secondary energy bins, each of which was given a sep-
arate angular distribution from the Kalbach formalism.
This representation results from an ad hoc modification
of the ENDF/B format to accommodate the pronounced far-

ward peaking of spectra at energies above 20 MeV.

The gamma-ray emission spectrum that is calculated
for 40-MeV incident neutrons on iron is shown in Fig. 15.

Isotropy was assumed for all emitted gamma rays, and the
standard ENDF/B formats were adequate to represent the
calculations

.

Finally, a comparison of calculated fission cross
sections for ^^^U and ^'®U with experimental data is

shown in Fig. 16. In this case, a simple single-hump
fission barrier model in the GNASH code was optimized
to the data shown, for the purpose of providing ade-
quate fission competition in calculations of (n,xn)
reactions.

Comments on ENDF/B-V

The new multistep Hauser-Feshbach codes and the
older direct-reaction and compound- nucleus theory codes
provide a very useful array of tools for optimizing data
evaluations. It is usually preferable in cases where
measurements are available to base evaluated total and
fission cross sections on direct experimental data.
In such cases, the use of nuclear models can ensure
consistency of the remaining evaluated cross sections
through derivation of parameters which simultaneously
describe all channels. Evaluations determined with
this match of theory and experiment offer the advantage
that the neutron, gamma-ray, and charged-particle data
satisfy the basic requirements of conservation of total
energy and flux.
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Fig. 6. Measured and calculated elastic and inelastic neutron scattering from
See Ref. 18 for details.
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Fig. 8. Measured and calculated cross sections for the Zr(n,np) Y,

''Zr(n,2n)''Zr, ' °Zr (n.n' ) « """zr , and '"'Zr(n,2n)''°'zr reactions. See

Ref. 18 for details.
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14.0

GAMMA RAY ENERGY (MEV)

Fig. 10. Calculated gamma-ray emission spectra for
11.5-MeV neutron bombardment of Fe compared to the
measurement by Chapman et al. (Ref. 32) at 125°.

oO

GAMMA RAY ENERGY (MEV)
Fig. 12. Calculated gamma-ray emission spectra for

18.85-MeV neutron bombardment of Fe compared to the
measurement by Chapman et al. (Ref. 32) at 125°.
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Fig. 13. Calculated gamma-ray emission spectra for
14.2-MeV neutron bombardment of Fe compared to the
measurement of Drake et al. (Ref. 33) at 90°.

While nuclear theory has been frequently put to

good use in evaluations, its application has tended to

be somewhat piecemeal with the result that energy con-

servation has frequently not been satisfied. Examples
of this problem are provided in a recent study of ener-

gy balance in ENDF/B-V evaluations by MacFarlane . '

^

KERMA factors, which are simply the energy given to

charged reactions products, were computed for a variety
of nonfissile nuclei at a selection of incident energies
by subtracting the energy carried away by neutrons and

photons from the total energy (E+Q) available to each

reaction. Lower and upper limits based on general con-
siderations were determined for the KERMA factors for

most reactions, and tests were made to see if the
ENDF/B-V data satisfied the limits,

MacFarlane's results are reproduced in Table II
where each evaluation tested is rated as G (good), F

(fair) , or P (poor) for the energy ranges THER
(E < 1 keV), FAST (1 keV-2MeV) , and FUSN (2-20 MeV)

.

n
A rating of "P" means that KERMA factors computed in

this manner are inadequate for most applications and
indicates rather significant ("^1-10%) violations of con-
servation of total energy,

A disturbing number of "P" ratings occur in Table
II. While the KERMA diagnostic is quite sensitive and

can indicate rather small violations of energy conser-
vation, a number of cases flagged In Table II do repre-
sent significant problems. Additionally, one might
take the point of view that conservation of energy
should be essentially inviolate in evaluations, in much
the same manner that evaluators require that all neutron
cross sections sum to the total cross section. Care-
ful, consistent use of nuclear theory in fitting experi-
mental data can help remove problems of this nature
in future evaluations.

Summary

Significant advances have occurred over the past
several years in applying nuclear theory to data eval-
uations. Areas highlighted here are the use of R-matrix
theory for improving and extending light element evalu-
ations, development of improved methods for determining
model parameters, and the availability of several new
multistep Hauser-Feshbach/preequilibrium model codes

!
lOO 20jO 300

NEUTRON ENERGY (MEV)
4ao

Fig. 14. Calculated neutron emission spectra at

0, 90, and 180° from 36-MeV neutron bombardment
of Fe.
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Fig. 16. Measured and calculated ^^^U(n,f) and

^^®U(n,f) cross sections. See Ref. 31 for details.

Table II

QUALITATIVE RATING OF ENERGY BALANCE FOR MATERIALS FROM ENDF/B-V
(G=Good, F=Fair, P=Poor) BY ENERGY RANGE

(THER<1 keV , FAST=1 keV to 2 MeV, FUSN=2 to 20 MeV)

Material THER FAST FUSN Material THER FAST FUS>

H-1 G G G K * * P

H-2 G G G Ca G G G
Li-6 G G G Ti G F F
Li-

7

G G G V G G F

Be-9 G G G Cr * * P

B-10 G G G Mn-55 P P P

C G G G Fe * F P

N-14 G G G Co-59 G P P

N-15 G G F Ni G P F
0-16 G G G Cu * * *

F-19 G G F Mo * *

Na-23 G G F Ba-138 F F F

Mg G F F Ta-181 P+ P P

Al-27 G G F W-182 P P P

Si G G G W-184 P P P

P-31 G G F W-185 P P P

S-32 G G F W-186 P P P

CI * G * Pb * G F

Tests masked by element effect

Possibly masked by internal conversion
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that permit rather complete calculations in the 1-40

MeV region. Additionally, problems with energy balance

in ENDF/B-V evaluations are noted, and we conclude that

more consistent use of theory in evaluations is needed

so that total energy and flux conservation are main-

tained .

Time and space limitations have dictated that the

scope of this paper be limited. There are many other

developments that should lead to further improvement

in theoretical calculations. More sophisticated fis-
3 6 3 7

sion models as described by Lynn, Back et al., and

Delagrange et al.'® are planned or in use in certain

model codes, and advances are being made in preequi-

librlum theory which offer promise of more accurate

analyses in the future. Efforts to base model calcula-

tions on more fundamental theories, particularly re-

garding microscopic descriptions of nuclear level den-

sities'' and the optical model, show promise for ap-

plied usage. An improved theoretical description of

neutron energy spectra from fission has been developed,"*^

and a new "master" code that will combine and refine

some of the models presently used is under development

at Lawrence Livermore Laboratory."*^ Finally, progress

in developing a unifed theory to include both Hauser-

Feshbach and direct reaction mechanisms has been made

in recent years
,'*'''*

" and multistep direct-reaction cal-

culations as carried out by Tamura et al. "* ^ might prove

useful in extending the evaluated data base to higher

energies

.
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R-MATRIX ANALYSES OF LIGHT-ELEMENT REACTIONS FOR FUSION APPLICATIONS

G. M. Hale and D. C. Dodder
Los Alamos Scientific Laboratory, University of California

Theoretical Division
Los Alamos, New Mexico 87545, USA

Charged-particle reactions, multichannel R-matrix analyses, evaluated fusion cross sections,
A = A-7 nucleon systems.

Comprehensive R-matrlx analyses of reactions in light systems done at LASL contain
cross-section information of interest in fusion applications. Results for analyses of

the 4-, 5-, 6-, and 7- nucleon systems are presented, with particular emphasis on cross
6 3

sections for the T(d,n), D(d,n) D(d,p), T(t,2n), and Li(p, He) fusion reactions.

Introduction

As fusion designs begin to emerge from the prob-
lematic to a more programmatic stage, the need for

reliable cross sections for reactions occurring in
1 2

the plasma becomes increasingly important .
' Many

of these reactions involve charged particles in

producing the primary energy source of the reactor,
in slowing down energetic ions to heat the plasma,
in removing and replacing the primary fuels, and in

providing diagnostic information about plasma con-
ditions .

Since present plasma confinement concepts are
limited to relatively low temperatures, these re-

actions generally need be considered only at energies
below a few MeV. Although most of the important
fusion cross sections were measured in this energy

3
range some 25 years ago, ifc is questionable whether
these measurements meet the current or projected nu-
clear data requirements of fusion technology. Meas-
urements are especially difficult in the critical
low-energy region (below ~30 keV) , where one has
generally assumed the dominance of pure Coulomb re-
pulsion to extrapolate the cross sections. It should
be noted, however, that most- fusion cross sections
large enough to be of interest exhibit resonant be-
havior at low energies, so that nuclear effects
almost certainly modify the pure Coulomb behavior.

The suitability of R-matrix theory for describing
reactions in light nuclei has been pointed out at

4-7
several previous technology conferences. In the
case of charged-particle reactions of interest in

fusion applications, the separation of short-ranged
and long-ranged forces explicit in R-matrix theory
allows pure Coulomb and angular momentum effects,
like barrier penetration, to interact in a simple and
natural way with nuclear effects, especially reso-
nances. Also, since the R matrix provides a partic-
ularly simple and unitary parameterization of multi-
channel reaction theory, one has the prospect of
using a single set of parameters to describe several
reactions simultaneously, and of imposing a large
amount of experimental information on the determina-
tion of the parameters, resulting in improved statis-
tical reliability of predictions from the fit. In
the following sections, we will describe applications
of multichannel R-matrix theory to few-nucleon
systems in the mass range A = 4-7 having charged-
particle reactions of interest in fusion applications.
We shall begin, however, with a brief, formal sum-
mary of R-matrix theory.

Formal Summary of R-Matrlx Theory

Imagine a nuclear scattering process in which A
nucleons, initially distributed between two bound

particles, come together, interact, and emerge dis-
tributed again in two bound particles which can, in

general, be different from the initial pair. Dif-
ferent 2-body distributions of the nucleons are called
the arrangement channels of the system, and the sur-
face outside of which the nucleons can exist only as

2-body clusters is called the channel surface. Due
to the short range of nuclear forces, the channel
surface encloses only a relatively small region of

configuration space for the nucleons. R-matrix theory
relates the wavefunction in the large region outside
the channel surface (which is most accessible to ex-
periment) to that inside the channel surface by the
device of Green's functions incorporating specialized
boundary conditions.

Let us add to Schroedinger 's equation describing
the A-nucleon system inside the channel surface a

boundary-value operator i. so that

(H-E+X)"!' = il"

and ^ has the formal solution

(1)

Y = (H+i-E) . (2)

If X is chosen to project onto the channel surface,
then Y everjrwhere interior to the channel surface
(i.e., the "internal" region) can be related to its

projection on the surface through Eq, (2). Further-
more, the Green's function operator,

G = Oi+d -E)"-*^ (3)

can be made hermitian in the internal region by the

appropriate choice of i , even though the hamiltonian
H is not hermitian if ^ evolves to positive-energy

g
channels at the surface. A choice for o£ that
accomplishes both purposes is

B )
c

with c)

(^Vc)

1/2
(r -a )

Y (r ),
c c

(4)

the "channel

surface function", defined in terms of the channel

spin-angle eigenfunction of total angular momentum
and parity Y (f ) , and B the real, energy-independ-

c c c

ent boundary numbers specified at the channel surface

r =
c

a which generate the R-matrix theory of
c

Wigner and Eisenbud.

Taking the projection of Eq . (2) on the channel
surface, and inserting the forms (3) and (4), one
obtains
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(c'lY) =^(c'|g|c)(c| r^-B^ll-) . (5)

c ^

Since V is known outside and on the channel surface
(i.e., the "external" region) as a superposition of

Coulomb spherical waves,

(cl*) ~ I (a ) - "V" 0 ,(a ,) U
,

' C C / J c c c c

c'

the constants U , in the external wavefunction can
c c

be expressed in terms of the elements of the R matrix,

(6)R = (c- G|c) .

c c

In matrix form, this relation is
10

U = 2i 0 ^ j^I-R(L-B)|''''
-1 -1

RO + 10
(7)

where L 0 /O
c c r = a

c c

is the logarithmic derivative of the outgoing spherical
Coulomb wavefunction evaluated on the surface. The
unitarity of the collision matrix U follows from the

hermitlcity of the R matrix. The point of expressing
the collision matrix, from which the results of any

scattering measurement - cross section, polarization,
etc. - can be calculated, in terms of the R matrix is

that R, being surface matrix elements of the internal
Green's function, depends only on the properties of

the internal hamiltonian H, which is dominated by
nuclear forces. External Coulomb and angular momentum
effects are separated out and contained in the sur-

face functions 0, I, and L. The real and imaginary
parts of L = S + iP are usually called the "shift"
and "penetrability" functions, respectively, while
the phase of 0 is termed the "hard sphere" phase
shift, <1).

Finally, if one makes a spectral expansion for G,

the familiar form for the R-matrix results. Since we
have chosen i to make H + i hermltian, the

eigenfunctlons |
^) satisfying

(H+ig)|A) = E^X) (8)

for eigenvalues E^ form a complete orthogonal set in

the internal region. Assuming the |X)'s are norm-
alized, we have the expansion

X)(X|

_ E,-E
X ^

from which it follows immediately that

R ,
= (c'|g|c) =

c c

(9)

(10)

where = (clX) is the "reduced width amplitude".
Xc

The simple pole term of the R-matrix expansion (10)

,

characterized by the parameters Y-, and E, which
AC X

depend on the channel radii a and boundary con-
c

dition numbers B , can be identified with resonances
c

of the compound A-nucleon system. However, not every
pole term need be identified with a resonance in the
conventional sense (i.e., one that shows a suf-
ficiently narrow width T in the collision matrix to
have a relatively long lifetime T = h/T) . They can

also be identified with shorter-lived "direct" pro-

cesses, like single-particle scattering, stripping,

etc., since the R-matrix formalism is not specialized
to a particular reaction mechanism. Contributions
from these latter processes are especially important
in applications to few-nucleon systems, as those
discussed in the following section.

Applications

We will describe multichannel R-matrix analyses
of the A-, 5-, 6-, and 7- nucleon systems which
contain some of the basic charged-particle fusion
reactions, and which illustrate a wide range of

R-matrix techniques being used at Los Alamos Scientific
Laboratory to analyze reactions among light nuclei.
Our general approach in these analyses has been to

make use of all available data for all possible
2-body reactions in each system, and to use the full
multilevel, multichannel R-matrix expansion (10),
approximated only by truncating the sum over levels
(X) . For a given choice of channel radii a and

c

boundary condition numbers B , the R-matrlx parameters
c

E, and y. are adjusted by an automated fitting code,
A Ac

EDA,'''"'' to achieve a best fit in the least-squares
sense to all the data included. The code also has the

capability to treat the channel radii, as well as

normalizations and energy shifts for the experimental
data, as adjustable parameters.

Four Nucleons

4
V/e shall concentrate on reactions in the He

system, although the R-matrix parameters are deter-
3 4

mined in such a way that p- He ( Li system) and n-T
4

( H system) scattering are also well represented.
This is done by exploiting the fact that the internal
hamiltonian H, and thus the R matrix (provided the

B are chosen correctly) , exhibits an approximate
c

symmetry of nuclear forces called charge independence,
which is broken weakly by the internal Coulomb

interactions.^ One then says that the R matrix
approximately conserves isospin (T) , and in the case
of the four-nucleon system, that the T = 1 part of

4
the R matrix which describes reactions in the He
system is essentially the same as that which describes

3
p- He scattering, which, in turn, is essentially the

same as that which describes n-T scattering. Account-
ing for the differences in the T = 1 R-matrix para-
meters due to internal Coulomb effects by simply

shifting the E^ 's^ appears to work quite well.
The T = 1 parameters for this system were actually

3
determined by fitting most of the available p- He

12
scattering data below 20 MeV. These parameters,
energy-shifted to account for the decreased Coulomb

4
repulsion energy in He, were used in a larger

3
analysis of reactions among p-T, n- He, and d-d
where only the energy shift and parameters for the

T = 0 part of the R matrix were adjusted to fit the

data. In addition, isospin conservation relates the
3

widths in the p-T and n- He channels for both
T = 0 and T = 1 levels to reduce further the number
of parameters

,

A summary of the data included for each reaction
4

in the He system analysis is given in Table I. The
types of data to which the table refers generally
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Include cross sections (both differential and inte-
grated) and polarizations for various spin orienta-

tions of the incoming and outgoing particles. '^^^

fits are, on the whole, good representations of the

experimental measurements for all six reactions.

4
Table I. He System Analysis

The calculations are compared to low-energy
measurements of the D(d,n) and D(d,p) cross sections
in Figs. 1 and 2. Figure 1 shows the isospin-mixed
D(d,n) and D(d,p) integrated cross section cal-
culations compared with various measurements at
energies below 500 keV, Figure 2 shows the effect of

CHANNELS INCLUDED: p--T

n--^He

d--D

No.

Energy Observ-
Range able No. Data

Reaction (MeV) Types Points

T(p,p)T E =0-11
P

2 1317

T(p,n)"^He+inv. E =0-11 5 722

^He(n,n)^He
P

E =0-10
n

2 127

D(d,p)T E,=0-10
a

6 695

D(d,n)^He E^=0-10 6 5A2

D(d,d)D E ,=0-10
d

2 705

TOTALS

:

23 4108

Until recently, however, a perplexing exception
to the overall quality of the fit has been the low-
energy cross sections for the two branches of the

d + d reaction - precisely the data most relevant in

the four-nucleon system to current fusion interests I

13
The problem is that experimental measurements show

3
large differences in the D(d,n) He and D(d,p)T cross
sections in the few-hundred keV range. The D(d,n)
differential cross section has a higher zero-to
ninety-degree asymmetry than does the D(d,p) differ-
ential cross section, and the integrated cross section
for the neutron branch lies 15-20% higher than that
for the proton branch. These differences are quite
unexpected at first glance, because they occur for

mirror reactions which one would expect to be more
similar on the basis of charge symmetry. Even taking
into account external charge differences in the exit-

3
channel (n- He and p-T) penetrabilities, etc., would
appear to give the opposite effect to that observed -

ie, the enhancement of the proton branch. However,
we noticed a compensating enhancement of the neutron
branch in the p-wave states coming from isospin
mixing in the external Coulomb field, although it was
not sufficient to explain the experimentally observed
differences

.

14
Recently, following the suggestion of Sergeyev

that additional isospin mixing from the internal
Coulomb interactions may reproduce the observed
differences, we have allowed non-zero T = 1 widths

3
in the P states of the d-d channel (these widths
are zero in the strict isospin-conservation limit)

.

Indeed, the experimental differences are largely re-

produced with mixing widths only 2% of the single-
particle value which characterizes the d-d widths

3
in the P, T = 0 levels. This is entirely consistent
with the magnitude of the matrix element one might
expect from internal Coulomb mixing, indicating that
perhaps anomolous differences even as large as those

observed in the d + d reaction cross sections may be
explained entirely by Coulomb effects.

(UeV)

Fig. 1. R-matrix fits (solid curves) to various meas-
urements of the D(d,n)^He (upper points) and D(d,p)T
(lower points) cross sections at energies below 500

keV.

OS}-'-

Fig. 2. Ratios of the integrated cross sections,

a a^(0) /a (0)
-S-

, and of the Asymmetries,
^ ^^qJ ^(90)" •

p n / p

two branches of the d + d reaction. The points are

measurements of Theus et al; the solid and dashed cur-

ves are R-matrix calculations with and without internal

isospin mixing, respectively.

652



allowing internal isospin mixing in the calculations
on the ratio of the integrated cross sections, and on
the ratio of the differential cross section asymmetries
for the two reactions. The large values of these
ratios observed experimentally in the few-hundred keV
region are clearly much better reproduced by including
internal isospin mixing in the calculations.

The calculations including internal isospin mixing
also show improved agreement with differences in the
outgoing neutron and proton polarizations measured at
low energies. At higher energies, where differences
have been seen to persist in measurements of analyzing
powers for the two reactions made with polarized

15,16 ^ , , ,deuterons, the situation is not so clear.
Some of the analyzing-power differences are improved
by the mixing, while others remain unaccounted for.

We plan to explore the effect of allowing internal
isospin mixing in higher partial waves on these
analyzing powers. In addition, we need to investigate
a related consequence of internal isospin mixing
that has been neglected thus far: the perturbation of

3
the pure isospin relations between p-T and n- He
widths in both the T = 0 and T = 1 levels. However,
the results of the analysis at this stage show
promise for being able to account sucessfully for data
from all the four-nucleon reactions with a single.
Coulomb-corrected, charge-independent set of R-matrix
parameters

.

Five Nucleons

The discussion here will concern mainly reactions
5 /\
He system, which contains the most prominent of all

4
low-energy fusion processes, T(d,n) He. A summary

of the channels and data included in the He analysis
is given in Table II. It can be seen that an espe-
cially large variety of data types is available for
the T(d,n) reaction, including cross sections, meas-
urements for beam and target polarized separately
(analyzing powers) and simultaneously (spin cor-
relations) , and measurements of outgoing neutron
polarizations for both unpolarlzed and polarized
(polarization transfer) configurations of beam and
target.

Table II. He System Analysis

CHANNELS INCLUDED: d-t

n-Se
4

n- He*

4 4
He(n,n) He in Figs. 3-5, Figure 3 shows cross
section and polarization angular distributions for

T(d,d)T in the range E = 1.2 to 8 MeV, Figure 4
^ 4

shows fits to a selection of the T(d,n) He data
at energies between 1 and 7 MeV; cross sections and

4 4
polarizations for He(n,n) He at neutron energies
between 0.9 and 24 MeV are shown in Fig. 5. These
are representative of the fits to all the data
included in the analysis, which are generally quite
good

.

I

:==

L

n

r

i i J

I

Fig, 3, Fits to T(d,d)T cross sections and analyzing
powers at energies between 1,2 and 8 MeV.

1

^

Reaction

Energy
Range
(MeV)

No,

Observ-
able

Types
No. Data
Points

T(d,d)T E =0-8
a

6 752

T(d,n)^He E =0-8
a

13 852

T(d,n)^He* E,=4,8-8 1 11
4 4
He(n,n) He

a

E =0-28
n

2 799

TOTALS

:

22 2414

—i 1

\

J A

The fits to a small sample of the 2400 data points
4

are shown for the reactions T(d,d)T, T(d,n) He, and

Fig. 4. Fits to T(d,n) He cross sections and polariza-

tion at energies between 1 and 7 MeV.
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;2

in which the inverse-energy and Gamow-penetrability
dependence have been removed. What remains, the so-
called "astrophyslcal S-function", would plot aa a

horizontal straight line if the assumptions implied
by the usual Gamow extrapolation of the low-energy
cross sections were valid. In fact, the dashed line
labeled "Gamow extrapolation" corresponds to the

cross section values reported by Arnold et al."*"^ in
18

place of their own experimental measurements

(I) at energies below 20 keV. The R-matrix calcu-
lation clearly does not follow the Gamow dependence
at low energies due to the resonance, and tends to

18
confirm the behavior of the original measurements.

—

fc

Fig.
4 4

5. Fits to He(n,n) He cross sections and polar-
izations at energies between 0.9 and 24 MeV.

The calculated and measured observables for this
system, particularly the polarizations, undergo marked
changes in angular shape as a function of energy
over the range of the analysis (E^ < 22 MeV) , due

in part to the presence of ten "resonances" at exci-

tation energies E < 25 MeV in ^He. Only two of
X

these produce visible structure in the integrated
T(d,n) reaction cross section shown in Fig. 6. One
is the famous 110-keV resonance responsible for the
large low-energy cross section which makes the T(d,n)
reaction such an attractive fusion energy process,
and the other is a small "bump" at E ~ 4.5 MeV.

10 ^

10%

10'

10'

5 Arnold et al (1954)

I Argo el al ( 1952)

J Bame and Perry (1957)

J Conner el al. (1952).

— R-matrix calc.

10"

Fig. 6.

"T 1—I I I I I
I

—

10"
(MeV)

10" 10'

R-matrix calculation (solid curve) compared
4„

to various measurements of the T(d,n) He integrated
cross section at energies below 8 MeV.

S(E,).E,a,,„(E,)e"'°''E^'"

for T(d,n) *He

15 20
in keV

Fig. 7. Astrophyslcal S-function for T(d,n) He as a

function of laboratory energy. The solid curve is the

R-matrix calculation, and the dashed line is the Gamow
17

in place ofextrapolation reported by Arnold et al.

18
their measured points (J) at energies below 20 keV.

We are also doing a similar analysis of reactions

5 3 4
in the Li (d- He, p- He) system which uses an even

3 4
more extensive data base. The calculated He(d,p) He
integrated cross section we obtain peaks at a value
nearly in the middle of the broad range of measured
values that have been obtained at the peak - from 700

to 900 mb. Neither of the five-nucleon analyses is

yet final, since new measurements have been added

recently in both cases which appear to conflict with
some of the data previously being analyzed, but the

essential features of the calculated reaction cross

sections discussed here have not changed.

The effect of the 110-keV s-wave resonance on the
T(d,n) cross section persists down to very low
deuteron energies. This can be seen in an expanded
plot of the low-energy cross sections shown in Fig. 7,

Six Nucleons: He System

Our study of reaction in ^He system is motivated

by large uncertainties in the T(t,2n) He cross section
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at low energies, corresponding to large discrepancies
among the measurements. As can be seen in Table III,
very few measurements are available for reactions in
this system, making this analysis an example of one
of the simplest we have yet done.

Table III. He System Analysis

CHANNELS INCLUDED: t-T

n-^He (2n-'^He)

Reaction

T(t,t)T

T(t,2n)^He

No.
Energy Observ-
Range able No. Data
(MeV) Types Points

E^=0-2 1 27

E^=0-2 1 71

TOTALS 2 98

The fits to most of the few available t-t dif-
ferential elastic scattering cross section measure-
ments are shown in Fig. 8 at triton energies between
1.6 and 2 MeV. Although these fits are quite good,
it is doubtful whether they constrain very much the
fit to the T(t,2n) reaction cross sections shown in
Fig. 9, particularly at low energies. Nevertheless,
R-matrix calculation shows a definite preference for

19the relatively recent measurements of Serov et al.
in the low-energy region. This remains the case even
when the Serov data are removed from the fit, indica-
ting that the low-energy behavior of the calculated
cross section is actually being determined by con-
sistency with the data at energies above 100 keV,
where the measurements are in much better mutual
agreement. Of course, the low-energy extrapolation
of the cross section is to some extent a function of
the extremely simple parameterization of the R-matrix
necessitated by lack of data, but the agreement with
the Serov data is an indication that this parameter-
ization may be adequate at energies below 2 MeV. In
particular, we take into account only contributions

from the He ground state, and from a level which is
responsible for the slight bump in the t+t reaction
cross section at energies close to 2 MeV.

Large differences between our calculated curve
and some of the earlier measurements at energies
below 100 keV (see Fig. 9) result in significant
differences between Maxwellian reaction rates calcu-
lated from the R-matrix cross sections and those based
on the earlier data. Our reaction rates become a

factor of two or more lower than those of Greene^"*" and
22

of Duane at temperatures below kT = 10 keV.

Seven Nucleons

Although the analysis discussed here is a charge-
symmetic R-matrix analysis of all the 7-nucleon reac-

tions, including those in both the ''lI and ''fie systems,

we shall mention only the ^Be reactions. This is be-

cause similar analyses of reactions in the \i system

have been discussed elsewhere^
' ^

' in connection with

neutron standards applications, and because the ^Be
system contains charged-particle reactions of great

Interest in advanced fusion concepts.^

Fig. 8. Fits to T(t,t)T differental cross sections at
energies between 1.6 and 2 MeV.

the

E^(MeV)

Fig. 9. R-matrix calculation (solid curve) compared

with various measurements of the T(t,2n)'^He integrated
cross section at energies below 2 MeV.

A summary of the data included for the 7-nucleon
reactions is given in Table IV. Cross section and
polarization measurements are available for the four

reactions possible among p-\i and '^He-^He ^Be system),
The fits to some of these are shown for the three

independent reactions ^Li(p,p)\i, ^Li(p, ^He) '^He, and

'^He(^He,"^He)Se in Figs. 10-12.

6 3 AThe problem in the Li(p, He) He reaction, which

is of greatest current interest in the ''fie system,
has been that the few existing differential cross
section measurements have been relative, and the
absolute determinations of the integrated cross section
have differed by as much as 50%. In the 7-nucleon

analysis we described at the Harwell conference^ as
an example of our charge-independent approach, the



Table IV. Seven-Nucleon Analysis

CHANNELS INCLUDED:

Reaction

^Li(p,p)^Li

^Li(p,^He)^He+inv.
4 3 3 4
He( He, He) He

^Ll(n,n)^Li
6 4
Ll,(n,t) He

^He,(t,t)^He

p-^Li n-^i
3 4 4
He- He t- He

Range
Uiev;

No.
r\ 0 a T"iT«.UUoc t

V

able
Types

No. Data
Points

E =0-2.5
P

1 187

E =0-2.5
P

3 559

E3 =0-11
-"He

2 1487

E =0-1.7
n 3 330

E =0-1.7
n

2 468

Ej.=0-ll 2 1355

TOTALS

:

13 4386

6 6
Li(p,p) Li cross sections atFig. 10. Fits to

energies below 2.5 MeV.

experimental cross-section data included for the
6 3
Li(p, He) reaction required extensive renonnalization
in almost every case. We have therefore been uncertain
about the reliability of the scale of our calculated
cross sections, which presumably was determined by
data for other reactions in the analysis.

Recently, new absolute measurements of
6 3 4
Li(p, He) He differential cross sections at proton
energies between 0.14 and 3 MeV have been made by

22
Elvryn et al. at Argonne National Laboratory. A
comparison of their integrated cross sections with

our predictions^ is shown in Fig. 13. It can be seen
that the agreement of the calculations with the new
measurements is excellent, both in shape and magnitude.
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6 3 4
Fig. 11. Fits to Li(p, He) He cross sections and
polarizations at energies below 2.5 MeV.

4 3 3 4
Fig. 12. Fits to He( He, He) He Cross sections and
polarizations at energies below 10 MeV.

The agreement of the calculated angular distributions
22

with the new data is generally poorer, especially
at energies above 2 MeV, Indicating that somewhat
different interferences among the partial-wave ampli-
tudes are required (possibly even those involving

p-^Li d-waves , which have been neglected thus far in

the calculations) which do not affect the integrated
cross sections.

This comparison indicates that the other 7-nucleon
data In the analysis, through unitary and charge-
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conjugate relationships, correctly determine the

6 3
scale of the Li(p, He) reaction cross section, much

as other ^Li data had constrained values of the

6 23
Li(n,t) cross section in the analysis used for

the ENDF/B-V Li evaluation at low energies.

6LI (P,3HE)4HE

+ ELWYN ET RL. 1979

0.4 08 12 1.6 2.0 2.4

PROTON ENERGY (MEV)

Fig. 13. Predictions from the charge-symmetric 7-

nucleon analysis compared with recent measurements of

Elwyn et

section.

Elwyn et al.^^ for the ^Li(p,"^He)^He integrated cross

At higher energies , the reactions appear to be

dominated by broad, overlapping structures , few of which
appear as definite bumps in the integrated cross sec-
tions. These structures can be associated with def-
inite R-matrix levels, however, with the help of angu-
lar distribution measurements, particularly those for
polarization observables. Attempting to use all the

available experimental data in these analyses also has
obvious statistical advantages, especially in cases
where direct measurements of the cross sections are

conflicting or incomplete. In those cases, the other
data included, even for different reactions, can help
dictate more correct values for cross sections, as

illustrated by the p+^H example.

We feel that such R-matrix analyses, making
maximal use of the available experimental data while
imposing some minimal information about nuclear forces,
constitute the best technique currently at hand for
evaluating light-element cross sections. One obtains
from these analyses unified cross-section sets, in

which the elastic scattering and reaction cross sec-

tion for a given system are calculated from the same
R-matrix parameters. We therefore suggest that com-

pilers of evaluated charged-particle cross sections
make use of these calculations, where available,
rather than rely on methods having less physical con-
tent and experimental input

.
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fusion applications. This is most apparent for the

T(d,n) reaction, but is true to some degree for all
the reactions discussed. R-matrix theory provides a

framework for fitting and extrapolating these cross
sections in which both the long-range effects, like
penetration of the Coulomb-angular momentum barrier,
and the short-range (nuclear) effects arise in a

simple and physically meaningful way. Moreover, the

interaction of these effects in the theory leads in

general to a different energy dependence for the low-
energy cross sections than that obtained from the re-

presentations of fusion cross sections commonly
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used. There are indications from the T(d,n) and
T(t,2n) examples that the R-matrix dependence is more
nearly correct, but a firm conclusion requires more
and better-quality measurements in the low-energy
region, such as those forthcoming from the fusion
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cross-section measurement program at Los Alamos.
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EVALUATED DATA COLLECTIONS FROM ENSDF*

W. B. Ewbank

Nuclear Data Project

Oak Ridge National Laboratory, Oak Ridge, Tennessee 37830, USA

For several years the Nuclear Data Project has been maintaining an Evaluated Nuclear Structure Data File

(ENSDF), which is designed to include critically evaluated values for most nuclear spectroscopic quantities. The
information in ENSDF is the same as in the Nuclear Data Sheets, which illustrates two particular output formats

(drawings and tables). Spectroscopic information for nuclei with A < 45 is put into ENSDF from the evaluations

of Ajzenberg-Selove and of Endt and van der Leun. An international network has been organized to provide

regular revisions of the data file. Computer facilities have been developed to retrieve collections of evaluated data

for special calculations or detailed examination.

[Evaluation, nuclear structure data, ENSDF, nuclear levels, radioactivity, nuclear reactions, reaction gamma rays.]

INTRODUCTION

Since 1948, the Nuclear Data Project (NDP) has been a

recognized center for the systematic collection and evaluation of

data from nuclear structure experiments. The Data Project has

helped consolidate the rapid advance of nuclear science by iden-

tifying and publicizing conflicting results and by integrating each

new measurement with those that preceded it. The organization

of nuclear data for publication in Nuclear Data Sheets^ has also

led to the development of a natural structure for containing

these data. ,

In 1971 NDP designed a formal structure for entering

nuclear structure data into computer files. ^ This structure has

been used since then to prepare, maintain, and edit a compre-
hensive file of Evaluated Nuclear Structure Data (ENSDF), which

is used for production of drawings and tables for Nuclear Data

Sheets.

These computer files of nuclear data are also being used as

a means of making the results of basic research quickly and
easily available to a broader audience. Radioactivity information,

in particular, has wide application in fields such as nuclear medi-
cine, reactor engineering, environmental impact assessment, and

nuclear waste management. Often the specialists in these areas

have neither the time nor the training to make effective use of

the data generated by basic nuclear research. The NDP has

made important progress toward providing a channel through

which the results of new nuclear measurements can be trans-

ferred to any engineer or scientist who needs evaluated data to

factor into his or her own work.

The value of a scientific data base is determined largely by
four properties, each of which represents a compromise between
what would be ideal and what is easily attainable. Ideally, the

data base should be:

1. Comprehensive — All related quantities (measurable or derived

from "rehable" theory) should be included, together with

estimates of their uncertainties.

2. Complete — All available data of each type should be

included.

3. Up-to-Date — The consequences of each reliable new mea-
surement should appear quickly throughout the data collection.

4. Accessible — Data should be obtainable from the file accord-
ing to user-defined needs and should be presentable in a

user-defined format.

STATUS AND UPDATING OF ENSDF

ENSDF Current Contents

The Evaluated Nuclear Structure Data File now contains

6800 distinct sets of evaluated nuclear information. This

includes:

1930 sets of adopted level properties

1850 decay schemes

3020 nuclear reaction data collections, including

230 (n,7) reactions

225 (d,p) reactions

500 (charged-particle,xn7) reactions

A set of adopted levels and their properties is now included

for every nucleus. For nuclei with A<45, ENSDF is based

on the evaluations of Ajzenberg-Selove^ and of Endt and

van der Leun.'*

Several complete collections of level properties have been

assembled from ENSDF; e.g., all levels with lifetimes between

1 ps and 1 fs; odd-parity states in even nuclei. A collection

of levels with spontaneous fission branching has recently been
published.^

Most decay scheme information in ENSDF is now as com-
plete as the measurements warrant, usually based on the most

recent Nuclear Data Sheets. Normalization information is

included wherever available, and details of electron capture and
internal conversion have been added systematically, so that com-
plete tables of atomic and nuclear radiations can be assembled

for approximately 1500 decay schemes.

Regular Revision of the ENSDF Data Base

The ENSDF computer format has been adopted^ as an

international standard for the systematic storage and exchange of

nuclear data. At six-month intervals, since 1977, NDP has pre-

pared complete copies of ENSDF on magnetic tape for distribu-

tion through the (U.S.) National Nuclear Data Center at

Brookhaven National Laboratory. This tape defines the current

version of an International File of Evaluated Nuclear Structure

and Decay Data.

At the 1977 meeting of the IAEA Advisory Group on

Nuclear Structure and Decay Data^ in Oak Ridge, the responsi-

bility for periodic reevaluation of each mass chain was given to

'Research sponsored by the Division of Basic Energy Sciences, U. S. Department of Energy, under contract W-7405-eng-26 with Union Carbide Corporation.

659



a specific evaluation center. Evaluation responsibilities were

allocated with the intent of reaching and maintaining a four-

year cycle. That is, every mass chain would be considered for

revision at least every four years.

At present, the mechanism for updating ENSDF is by

means of a complete revision of Nuclear Data Sheets for an

entire mass chain. For older mass chains, where the evaluations

were prepared by the Nuclear Data Project, the systematic addi-

tion of internal conversion coefficients, average beta energies,

and detailed electron-capture ratios was recently completed for

several hundred decay schemes. Newer decay data have been

incorporated into ENSDF for 380 decay schemes included in

the data collections of Kocher^ and Martin.* In general, how-
ever, a collection of data extracted from ENSDF will be only

as up-to-date as the most recent Nuclear Data Sheets.

There may be little justification for more frequent review

of all new nuclear measurements. For some groups of radio-

nuclides (e.g., those isotopes used in medicine) or perhaps for

specific data items (such as the ^^^Pu half-life), a more frequent

consideration of newer data could be desirable. Evaluations of

particular kinds of data are sometimes prepared by special work-

ing groups, and there should also be a means of including these

in the ENSDF system.

A file of supporting data for ENSDF (called the "working

file") has been established to include measurements or evalua-

tions that appear between regular revisions of the data base.

Data sets for the working file are prepared in standard ENSDF
format and can be processed with the same analysis or publi-

cation programs. The working file can provide alternatives or

supplements to the International File of evaluated data as docu-

mented in Nuclear Data Sheets.

Procedures for incorporating important new information into

the International File between the regular cycles are being

developed by the evaluation network. Documentation of differ-

ences between the International File and the published Nuclear

Data Sheets is especially important. The evaluator or evaluation

center which is responsible for the affected mass chain must
also accept any changes before ENSDF can be modified. The
more frequent evaluation of those data which are especially

important or rapidly changing would increase the quality and
usefulness of the data base.

USABLE OUTPUT FROM ENSDF

The NDSLIST Program

The standard output format from ENSDF is the same as

the input. This format is convenient for making revisions or as

input for a succeeding program. A number of data analysis

programs have also been developed to operate on standard data

sets: to identify and mark inconsistent data, to perform syste-

matic theoretical calculations, or to reformat the data for easier

use by a research worker.

Choosing a useful format for presenting the data retrieved

from a data file is often as difficult as defining the retrieval.

The potential user will often have special requirements (or

prejudices?) about how the data should be organized and
displayed. Unless the user's preferences are considered, the

transfer of information from a data file to the user is seriously

inhibited. He will often choose to reorganize the data again by
hand, even though the recopying will surely introduce errors.

A general table-formatting program (NDSLIST) has been
developed to accept standard ENSDF data sets and to prepare

the separate tables of information which are needed to produce
the journal Nuclear Data Sheets. The program will automatically

separate each data set into groups of each kind of record con-
tained in the data set. Each group of records is arranged

according to increasing values of one or more data items on
each record, and all accompanying information (including com-
ments) is attached to the record in its proper place.

Although NDSLIST normally processes one data set at a

time, this is not an essential restriction. A merge capability

disables the isotope checking so that information from many
data sets can be merged into a single table. The merge feature

was used to prepare the table of SF-isomers^ mentioned
previously.

Linking of the merge facility with the ENSDF data-

retrieval package makes it possible to select and display care-

fully tailored blocks of nuclear data. Tables of alpha and
gamma radiations were prepared^ for a recent IAEA Symposium
on Transactinide Nuclear Data. The tables were limited to

decay of nuclei with A > 207 and T.^^ > 1 s. Only radiations

with an absolute intensity greater than one percent were
included, and the tables were prepared in order of increasing

a- or 7-ray energy, as well as by parent nucleus.

The MEDLIST Program

If a user is interested in the total physical or biological

consequences of radioactive decay, it is necessary to include

atomic as well as nuclear radiations. A nuclear transition can

cause vacancies in the electron shells. The refilling of the elec-

tron shells is accompanied by emission of characteristic X-rays

and Auger electrons. A second program (MEDLIST) has been

developed to combine the basic nuclear data from ENSDF with

tables of X-ray and Auger yield to prepare complete lists of

radiations emitted by each radionuclide. The 7-ray intensity

normalization, the page layout, and the bookkeeping (intensity

of omitted weak radiations, etc.) are all performed automatically.

Radiations are grouped by type: X-rays included with nuclear

7-rays; Auger lines listed with conversion-electron lines.

Several special collections of radioactivity data^'*'^** have been
prepared by MEDLIST.

The MEDLIST program also prepares a computer-readable

file of card images, which can be more easily used to make
further calculations with the radiation data. This file of atomic

and nuclear data radiations has been used^^'^^ in reactor and
accelerator calculations.

A third summary output from MEDLIST hsts the energy

emitted as each radiation type and compares the sum with the

available energy; i.e., the decay Q-value. Besides giving a gross

survey of radiations, the table of energy sums also indicates how
completely each decay scheme has been characterized. If the

sum of radiated energy is substantially larger or smaller than the

branching-adjusted Q-value, then further measurements are prob-

ably needed to provide better or more complete information.

A MEDLIST survey of 1 500 radioactivity data sets from

ENSDF has recently been completed.^

^

SUMMARY

1. An Evaluated Nuclear Structure Data File (ENSDF) has been

designed to contain most of the data of nuclear structure

physics.

2. ENSDF includes adopted level information for all 1930 known
nuclei. Detailed data are available for ~ 1 500 decay schemes.

3. An international network of data evaluation centers has been

organized to provide for a four-year cycle of ENSDF
revisions.

4. Standard retrieval and display programs can prepare various

tables of specific data which can serve as a good first

approximation to a complete up-to-date compilation.
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EVALUATIONS OF FISSION PRODUCT CAPTURE

CROSS SECTIONS FOR ENDF/B-V

R. E. Schenter, D. L. Johnson,
F. M. Mann, and F. Sc±mittroth

Hanford Engineering Development Laboratory

H. Gruppelaar

RCN, Petten, The Netherlands

Capture cross section evaluations have been made for the 36 most important fission product
absorbers in a fast reactor system. These evaluations were obtained using a generalized least-

squares approach with calculations being performed with the computer code FERRET. These results
will provide the major revisions to the ENDF/B-IV Fission Product Cross Section File which will
be released as part of ENDF/B-V. Input for the cross section adjustment calculations included
both integral and differential experimental data results. The differential cross sections and
their uncertainties were obtained from the CSIRS library. Integral measurement results came
from CFRMF and STEK Assemblies 500, 1000, 2000, 3000, 4000. Comparisons of these evaluations
with recent capture measurements will be presented.

[Capture cross sections; Fast Reactors]

Introduction

There has been extensive activity world-wide,
recently, in evaluating fission product capture cross
sections, important for fast reactor application.
Nuclear data laboratories in Australia, France, Italy,

the Netherlands, Japan, the United Kingdom, the
U.S.S.R. , and the United States have been especially
productive in the past few years. Absorption and
other effects by fission product nuclei will become
increasingly important as fast reactors come on line

and begin to operate. Consequently, accurate and com-

plete capture data evaluations will be required. To
this end, the ENDF/B-IV fission product cross section
file has been updated to produce the ENDF/B-V file,

using important new evaluation techniques and recent
experimental results from both integral and differen-
tial measurements.

In this paper, we present the results of these
re-evaluations where use was made of a generalized
least squares adjustment procedurel to obtain a nomi-

nal cross section curve and uncertainty information
in the form of a covariance matrix which linked
energy points. This procedure involves calculations
which use the finite element representation of the

FERRET2 data adjustment code.

Results

Typical results of these evaluations are shown in

Figures 1-14, where the "adjusted" curves will be used
for ENDF/B-V. Also shown is the data used as input

to the FERRET code. This includes both differential
and integral data and their uncertainties. Also input-
ted to the calculation was an "a priori" description
which combined multi-group average cross sections
obtained from resonance parameters for the resolved
resonance region with "smooth" average cross section
from ENDF/B-IV for the higher energy region. The
resonance parameters used were from ENDF/B-IV or BNL-
3253 as indicated. The histogram or multi-group cross
section description in the resonance region is requir-
ed for the FERRET least squares calculation because
following the exact resonance structure takes too
many points for the standard computer calculations,
especially for the covariance matrix part.

The integral data came from reaction rate measure-

ments in STEK Assemblies 500, 1000, 3000, 4000"+ and
CFRMFS. ENDF/B-IV evaluations also used earlier

CFRMF measurements which helped normalize nuclear

models calculations made with the Hauser-Feshbach
computer code NCAP^.

Figure 1 shows results for the important absorb-

er Sml49. As can be seen from the curves, significant

changes occur in going from ENDF/B-IV to ENDF/B-V.

The ENDF/B-IV result was made with nuclear model cal-

culations where no previous experimental data existed

in 1973. Also shown in Figure 1 are "adjusted" cross

sections using the FERRET code, comparing various

results when only integral data is used or differen-

tial data is used. For the Sml49 case, the results

are consistent with each other. For some of the other

cases shown in Figures 5-14, this does not necessar-

ily occur.

Error estimates are outputted from the FERRET

code and Figure 2 shows fractional uncertainty versus

energy for the Sml49 case, where the final uncertain-

ty changes from about 60 ?i to 101 (la) in going from

ENDF/B-IV to ENDF/B-V. Figure 4 shows the case of the

adjusted curve using STEK measurement compared to

recent integral results at EBR-II adjusted by Anderl,

et al,'' for Sml47. The full energy region (leV-lOMeV)

evaluation is shown in Figure 5 for Mo97. Comparisons

to recent differential measurements by Macklin etal,^
is shown in Figures 6-10 for RulOl, Rul02, Rul04,

Pdl04, and Pdl08. Finally, results for four of the

top ten fission product absorbers (Tc99, Rhl03, Agl09,

and Csl33) are given in Figures 11-14.
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Fig. 5. Mo97 capture cross section evaluations and
differential data.
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Fig. 10. Pdl08 capture cross section evaluations and
differential data.
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BETA AND GAMMA DECAY HEAT EVALUATION

FOR THE THERMAL FISSION OF '^'^^U

G. K. Schenter and F. Schmittroth
Hanford Engineering Development Laboratory

Richland, Washington 99352, USA

Beta and gamma fission product decay heat curves are evaluated for the thermal fission

of U. Experimental data that include beta, gamma, and total measurements are combined

with summation calculations based on ENDF/B in a consistent evaluation. Least-squares

methods are used that take proper account of data uncertainties and correlations.

one
[ U, fission-products, decay heat, evaluation]

Introduction

There has been an increased interest in fission-
product decay heat in recent years, in part because
of its importance in loss-of-coolant-accidents (LOCA).

Although the need in LOCA is for the total decay heat,

there are several reasons for studying the beta and

gamma components separately. First, many experimental

measurements include only one component or the other.

Also, many reactor applications actually depend on the

separate components. The individual components also
provide a much more severe test of the nuclear data
libraries such as ENDF/B that are used in summation
calculations to compute decay heat. The present
study is devoted to an updated evaluation of the total

decay heat and its beta and gamma components for the

235
thermal fission of U. A generalized least-squares
approach is used that can properly account for impor-
tant uncertainties and correlations in the data.
Although numerous reviews and comparisons of decay
heat experiments have been made [see Ref. (1) for a

thorough and up-to-date review of decay heat], very
few have attempted an objective evaluation that prop-
erly weights the various data. And except for a

2
recent evaluation of the total, detailed covariance
information has not been included.

Method

an adequate representation of fg(t). Clearly, Eq. (1)

can also be used to represent the gamma decay heat
f^(t) where one replaces the expansion coefficients by

In Eq. (1), f(t) represents the decay heat from a

fission pulse [f(t) could denote beta, gamma, or total
decay heat]. If a measurement f^^ of f(t) at a time
t is made, we have
a

where

ma

ai

i

al 1

t-i
a

A,(t )
1 a

(2)

(3)

For a complete set of measurements {ff^^^K Eq. (2) has

the standard least-squares form whereby one uses the

measurements i^^^ to find the least-squares para-

meters {X.} that define f(t).

Most decay heat measurements are integral measure-

ments such as

Least-squares model equation

In principle, the method is quite simple. One
casts the problem into a least-squares format and

3 4
solves the resulting problem. Techniques ' to keep
the problem to a manageable size considerably compli-
cate the situation but are not discussed in depth
here. As a first step, we expand the time-multiplied
beta decay-heat function tf„(t) in a sum of finite

p

element basis functions {A^(u)}:

tf (t) =x; XgiA.(u) (1)

r t+T

F(t,T) = J fit) dt (4)

for a finite irradiation time T. Assume that one has

a set of integral measurements {F^^ = F(t^. T^)}

measured for the respective times {(t^j
'''a^-^'

^^ti^ti-

tution of Eq. (1) into Eq. (4) yields

ma ai ^i
(5)

where

where u = ln(t), and t denotes cooling time. These
basis functions are trivially defined by first estab-
lishing a mesh of points {t^} on the cooling-time axis.

The i-th basis function is then defined as a triangle
of unit height whose vertex is at u^. = ln(t^. ) and

whose legs terminate at u^._i
= ln(t^. -j) and

= In(t^^i). This representation is discussed in

detail elsewhere in this conference and is equivalent
to representing tfg(t) as a piecewise linear and con-

tinuous function relative to u = ln(t). The number
and spacing of the points {t^. } can be chosen to ensure

ai

,tH.T

•1 A.[ln(t')] dt- (6)

Once the set of matrix elements {A^^.} are calculated,

Eq. (5) is simply another least-squares model equation,

and integral data can be included along with the pulse
data in Eq. (2). Other types of integral measurements
are treated similarly.

The present evaluation includes total measure-
ments along with beta and gamma measurements. We do
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this by defining a single parameter vector X that is

the union of the beta and gamma parameter vectors:

X = (Xg.X^) = (XgT,X32,...,X^p...). (7)

In this combined space, all decay heat measurements

whether integral or pulse or whether total, beta, or

gamma can be included in a single equation of the form

F„ = AX. (8)
m

One simply computes the appropriate A-matrix. The

dimensionality of X is 2N where N is the number of

mesh points used to separately represent f^{t) and

f (t). In our case N = 54. The measurement vector
Y

includes all measured data points for all data
m
used plus values obtained from summation calculations.

Its dimensionality is several hundred.

Least-squares solution

The least-squares algorithm is defined by the

minimization of

(9)

The first term is the usual least-squares_/orm

whereby one seeks the least-squares solution AX that

best represents the data f^. The data covariance

matrix gives a proper weighting to the data and

includes both uncertainties and correlations. The

second term allows the specification of prior informa-

tion for the parameter vector X. It could represent

the results from other experiments or calculations;

however, here the only significant prior information

that is used is that the decay heat curves must be

smooth. This smoothness is assured by assigning

prior values {X^^} that follow a smooth curve and

that are very strongly correlated. Very large uncer-

tainties are specified so that the magnitude of these

values does not influence the results.

Covariance parameterization

In order to simplify the construction of the

data covariance matrices, the following parameteri-

zation was used

Data

A brief summary of the data used in the evalua-
tion is given in Table I. The total normalization
uncertainty C in column 9 is not quite as indicated.
Several experiments included multiple irradiations.
In these cases, part of the uncertainty in C was
taken as correlated over all values and part was taken
as correlated only for data points belonging to a

particular irradiation.

The use of calculated values based on ENDF/B and
which appear as four separate entries in Table I needs
to be clarified. The only case in which realistic
uncertainties were assigned to the calculated values
is for the total decay heat. In the remaining cases,
the sole purpose of the ENDF/B based values was to

provide a smoothing constraint as discussed above.
The need for three additional calculations is beyond
the scope of the present discussion. Constraining
calculated values with small uncertainties were not
included as separate beta and gamma components because
it was felt that only the total calculation was
reliable enough to be treated as "measured" data.

Results

The results of the least-squares analysis are

given in Table II for cooling times up to 10^ s. The
final uncertainties are calculated in the least-squares

analysis and reflect a propagation of the data uncer-
tainties and correlations given in Table I. These
uncertainties therefore do not reflect any undetected
systematic errors in the input data. However simple

statistical checks were made, and in some cases,

quoted experimental uncertainties were increased to

ensure that the data were not statistically inconsis-
tent. All uncertainties are quoted at one standard
deviation (la).

The series of graphs in Figs. 1, 2, and 3 show
the fractional deviation of the values in the input
data from the nominal least-squares values. Note that

these comparisons are not for unfolded or otherwise
transformed data. For each plot, the comparison is

with nominal least-squares values that are calculated
for the specific irradiation times peculiar to each

data set.

To illustrate the utility of these evaluations,
we compare beta and gamma curves calculated from

ENDF/B-IV for a pulse irradiation with the evaluated

values. Fig. 4 shows that the ENDF/B-IV values show
significant deviations that indicate inadequate

nuclear data.

'^mi '^mj

where

'ij
= 6.j (1-e) + e exp

1" (Ej/Ej)

In^(Y)

(10)

(11)

In conclusion we wish to note that the present

evaluation is in reasonable agreement with the

results of a recent evaluation of the total decay

heat in support of a new ANS standard. Deviations

average about 1% for the pulse curve and are sub-

stantially less for longer irradiations.

Each parameter has a simple physical interpretation.
A fractional normalization uncertainty (complete
correlation) is given by C. Any additional uncer-
tainty at the i-th data point is given by r^ . The

uncertainties r^ are associated with a short-range

correlation where 0 gives the strength and y specifies
the range of the correlation.
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TABLE 1

Reference Lab Date Type Form

Irradiation
Times
(sec)

Cooling Time
Range

(sec) Pts

C

Total

%

Average
R

% 0 Y

BETA DECAY HEAT

5
Dickens, et al

.

ORNL '77 Scinti 1 lator F 1 ,10,100 1.7-9950 43 3. 3.6 .5 2.

Friesenhahn, et al IRT '75 Nuclear Calorimeter F 864000 1.05-15490 80 5. 2.5 .5 2.

Alam and Scobie ^ SURRC '74 Scintillator F 10,100 .3-26.2 62 6. 5.0 .5 2.

Tsoulfarides, et al

.

U Of 111. '70 Scintillator F 28800 15-11100 6 7. 7.2 .5 2.

McNair, et al
.

^

AWRE '68 Scinti 1 lator F 10,100000 1 .-5x10 28 10. 4.4 .5 2.

... -.1(1
MacMahon, et al. SURRC '70 Scintillator F 10,10000 5.-10^ 37 20. 5.5 .5 2.

ENDF/B-IV " - Calculation

GAMMA DECAY HEAT

tf(t) BURST 1-10^ 53 20. 46. 1

.

8*

c
Dickens, et al

.

ORNL '77 Scinti 1 lator F 1 ,10,100 1 .7-9950 43 3. 2.4 .5 2.

Friesenhahn, et al IRT '76 Nuclear Calorimeter F 864000 1.05-15490 80 5. 1.5 .5 2.

Jurney, et al

.

LASL '79 Scintil lator F 20000 4.-148300 12 2. 4.0 .5 2.

1

3

Johansson & Nilsson STUDSVIK '77 Scintillator F 4,10,120 10.7-1515 27 6. 3.0 .5 2.

Bunny & Sam'^ USNRDL ' 69 Scinti 1 lator f 905-259240 9 25. 16.6 .5 2.

Fisher & Engle'5 LASL '64 Scintillator f 1 .5-40. 4 25. 16.6 .5 2.

ENDF/B-IV Calculation

TOTAL DECAY HEAT

tf(t) BURST 1 1 n61-10 53 20. 46. 1

.

8*

Varnell & Bendt^^ LASL '77 Calorimeter F 20000 10-1005500 76 1. 1.3 .5 2.

Lott, et al. F-a-R '73 Calorimeter F 100,1000,5000 70-7x10^ 39 3.5 3.5 .5 2.

ENDF/B-IV Calculation F 20000 1-10^ 37 0. 4.2 .8 10.

ENDF/B-IV
" Calculation tf(t) BURST 1-10^ 53 20. 46. 1. 8*

* a priori

TABLE 2

Cooling Time t
tfg(t) Fractional

tf,(t) Fractiona

(sec.) (HeV/fission) Uncertainty (HeV/fission) Uncertain

.100+001 .44722 .073 .35926 .084

.150+001 .54283 .053 .42699 .062

.200+001 .61610 .040 .47516 .046

.300+001 .71229 .032 .53566 .034

.400+001 .77159 .028 .56960 .029

.500+001 .81030 .026 .59191 .026

.650+001 .84161 .025 .61465 .025

.800+001 .85202 .023 .62682 .024

.100+002 .84887 .022 .64371 .020

.150+002 .83813 .021 .67708 .021

. . 200+002 .79903 .020 .69817 .018

.300+002 .74110 .020 .71880 .017

.450+002 .68662 .019 .73352 .016

.600+002 .64452 .020 .72509 .015

.800+002 .60592 .019 .71633 .015

.100+003 .57366 .019 .69709 .016

.160+003 .52436 .019 .64196 .017

.200+003 .49357 .018 .60044 .018

.300+003 .45981 .018 .53578 .018

.400+003 .44756 .018 .50335 .017

.500+003 .44598 .018 .48813 .017

.650+003 .44902 .018 .48282 .018

.800+003 .45174 .018 .48357 .017

.100+004 .45250 .018 .48433 .016

.150+004 .44101 .018 .50365 .016

. 200+004 .42116 .018 .50847 .015

.275+004 .38372 .018 .49850 .016

.350+004 .34983 .018 .47743 .015

. 500+004 .30228 .019 .43976 .015

.700+004 .26893 .020 .39476 .015

.850+004 .25498 .020 .36533 .015

.100+005 .24680 .020 .33919 .016

.140+005 .23565 .020 .28365 .017

.170+005 .23219 .019 .25094 .017

. 200+005 .23013 .019 .22517 .017

.250+005 .22627 .018 .19688 .018

.325+005 .21963 .018 .17373 .017

. 400+005 .21053 .018 . 1 6084 .018

.500+005 .19568 .019 .15052 .018

.600+005 .17997 .019 .14332 .018

.700+005 .16542 .019 .13862 .019

.850+005 .14668 .019 .13212 .018

.100+006 .13200 .020 .12733 .019

.140+006 .10576 .022 .11542 .021

.170+006 .09267 .025 .10942 .022

.200+006 .08298 .028 .10508 .024

.250+006 .07214 .031 .10015 .026

.325+006 .06369 .034 .09721 .027

.400+006 .05999 .038 .09693 .029

.500+006 .05832 .044 .09781 .032

.650+006 .05819 .056 .09941 .038

.800+006 .05887 .073 .10023 .047

.100+007 .05979 .096 .09974 .060
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FAST NEUTRON SCATTERING CROSS SECTIONS FOR ACTINIDE NUCLEI

G. Haouat, Ch. Lagrange, J. Lachkar, J. Jary, Y. Patin, J. Sigaud

Service de Physique Neutronique et Nucleaire

Centre d'Etudes de Bruyeres-le-Chdtel
B.P. N° 561

92642 Montrouge Cedex, France

232 233 235 238Differential cross sections for neutron elastic and. inelastic scattering from Th, U, U, U,
239pu and 242py have been obtained at incident energies ranging from 0.6 to 3. A MeV. The overall energy
resolution of the time-of-f light spectrometer was sufficient to easily separate at all energies the elastic
and inelastic neutron groups for 232i'h, 233u^ 238^ ^j^^j 242p|j_ Cross sections for groups of states have been
obtained for 235y ^nd ^^'^Vu. Comparisons of these results with the latest available evaluations show large
discrepancies. The present measured cross sections have been combined with measured total cross sections
and low-energy scattering properties in an analysis based on combined coupled-channel and compound-nucleus
fonnalisms. Optical potential parameters and nuclear deformation parameters have been deduced and are dis-
cussed .

[Nuclear reactions : ^-^^Th, ^"^-^U, ^"^^U, ^-^^Pu, ^^^Pu(n,n), (n,n'), E^ = 0.6 - 3.4 MeV ; measured
a(Ejj,e), enriched targets ; calculated direct-interaction and compound-nucleus cross sections ; deduced
coupled-channel optical potential parameters, quadrupole and hexadecapole deformation parameters].

Introduction

Calculation and design of devices such as fast
breeder reactors require cross section data for neutron
induced reactions on several actinide nuclei mainly in

the energy range from a few hundred keV to ^ 15 Mev'

.

Among these the elastic and inelastic scattering data
are of great importance since the balance between the
elastic scattering and the inelastic scattering to the
low-lying excited states is important in the slowing
down mechanism of fast reactors2. The various evalua-
tion files for these cross sections are generally
discrepant and based on very few, poor resolution
measurements which yield cross sections for many unre-
solved levels.

Besides the interest in providing accurate data
for engineering applications the study of fast neutron
scattering from actinides can give insight into the
nuclear deformation of these nuclei. The main source
of information on nuclear shapes hitherto has been
studies of electromagnetic excitation which give the
charge distribution of nuclei, or studies of nuclear
excitation with charged projectiles which determine
the nuclear potential shape. Neutron scattering has
contributed little to our knowledge of nuclear defor-
mations in the actinide region, because the techniques
have not had, until recently, the requisite energy
resolution that permits separation of the neutron
groups corresponding to the low-lying collective states
at incident neutron energies where the deformation
effects are dominant, that is above ^ 2 MeV.

We have therefore undertaken a series of measure-
ments of fast neutron elastic and inelastic scattering
from the actinide nuclei : 232Th, 233u, 235u^ 238u^

239pu and 242py_ present here the experimental
results, of which some have been already reported-^"^

.

The data are then analysed in terms of the direct-
interaction and compound-nucleus formalisms. The dedu-
ced optical potential parameters and nuclear defor-
mation parameters are discussed.

Experimental details

Differential cross section measurements were car-
ried out using the neutron time-of-f light spectrometer
of the Centre d'Etudes de Bruyeres-le-Chatel . The
experimental set-up has been described in detail else-
where3>A^ and therefore only a brief description is

given here.

The neutron spectrometer was installed near the
super EN tandem Van-de-Graaf f accelerator for measure-
ments at incident neutron energies i 2.5 MeV, and at

the 4 MV accelerator for measurements below 2.5 MeV.
The incident neutrons were produced using the
^Li(p,n)^Be reaction. The proton beams were pulsed at

a repetition rate of 2.5 MHz and bunched into bursts
of width ranging between 0.6 and 0.8 ns (FWHM) . The
protons were incident on thin targets of 99,8 % pure
'Li evaporated on 1-mm thick tantalum discs. The ave-
rage current delivered by the tandem accelerator was
approximately 2 pA; the beam current from the 4 MV
accelerator was typically 8 pA, which required a rota-
ting target.

The neutrons were incident on cylindrical samples
located at 0° with respect to the proton beam axis and
between 10.2 and 11.9 cm from the target depending on
the incident neutron flux strength. The 232^]^^ 233^^

235Uj 238jj and 239py samples were 1.5 cm diameter so-
lid metal cylinders having the same number of atoms
(0.294 mole), to within 0.1 %, and an isotopic enrich-
ment of 99.5 % or greater. The 242py sample, with a

mass corresponding to 0.186 mole, consistedof powdered
Pu O2 and had an isotopic enrichment of 93.7 %. Each
of the 233u^ 239py and 242py samples was placed in a

stainless-steel can which was sealed and put in a

polyethylene container. The scattered neutrons were
detected by an array of four recoil proton detectors
in all measurements except those on 242py^ £0,. which
the data were collected with an array of five detec-
tors. Neutron-gamma pulse shape discrimination was
employed to reject most of the Y~ray induced events in

the scintillators ; this greatly reduced the time inde-
pendent background generated in the time-of-f light
spectra by spontaneous or delayed fission y-ra.ys.

The experimental conditions were fixed so as to

obtain a global neutron energy resolution of 8 keV
at 0.6 and 0.7 MeV, ^ ]5 kev'at 1.0 MeV, ^ 18 keV at

1.5 MeV, ^ 22 keV at 2.0 MeV, ^ 27 keV at 2.5 MeV and

28 keV at 3.4 MeV. Time-of-f light spectra for the

238u sample are shown in figure 1 to illustrate the

experimental resolution at 0.7 and 3.4 MeV incident
neutron energies. The absolute values of the differen-
tial cross sections were determined by measuring the
incident and scattered neutron fluxes with the same
detector. The primary neutron flux was monitored during
the measurements by using an auxiliary neutron detector.
The energy dependence of the detector efficiency was
obtained by comparing the direct neutron yield at va-
rious angles with the corresponding cross sections for
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Fig.l. Time-of-flight spectra of 3.4 MeV (above) and
0.7 MeV (below) neutrons scattered from ^^^U. The elas-
tic scattering peak (0*) and inelastic scattering peaks
corresponding to the first 2''' (45 keV) and 4'*' (148 keV)

states appear clearly in the spectra.

11 6
the Li(p,n) Be reaction . The neutron scattering
differential cross sections were corrected for aniso-

tropy effects in the incident neutron flux and for
finite size effects in the sample. These latter cor-
rections included those for neutron flux attenuation
by the sample, multiple scattering and geometrical
effects. The corrections were made using the analytic
method described by Kinney^ ; they were consistent
with the results of Monte-Carlo calculations^ to wi-
thin 2 %.

Results

Differential cross sections for neutron scatter-
ing from 232xh and 238^ ^gre measured at 0.7, 1.5,

2.5 and 3. A MeV in the angular range from 20° to 160°.

The energy resolution of the neutron spectrometer was
good enough at all energies to permit an easy separa-
tion of the elastic and inelastic scattering neutron
groups for these two nuclei (see Fig.l). Cross sec-
tions were obtained for the elastic scattering and
inelastic scattering to the first 2'*' and 4"*" states of

the two isotopes. Figure 2 shows the data for 238^^

The recent data of Guenther et al.^ and Beghian et

alil.lO on 238^^ which are not plotted on this figure.
are in good agreement with the present measurements.

233
Measurements on U were performed at 0.7 and

1.5 MeV between 20° and 160°, the energy spacing of

the low-lying collective levels of this nucleus is

sufficiently large that data were obtained separately
for the elastic scattering (5/2*) and the inelastic
scattering to the first 7/2+ (40 keV) and 9/2+ (92 keV)
excited states.

For U and Pu, data were taken at 0.7 and

3.4 MeV in the angular range 20° - 160°. Because at

both energies the experimental resolution is larger
than the energy spacing of some levels of 235Uj cross
sections were determined for the two groups of levels
(7/2~, g.s - 1/2+, 75 eV - 3/2+, 13 keV) and (9/2~,

46 keV - 5/2*, 52 keV) ; also, cross sections were
obtained at 3.4 MeV energy for the excited state 11/2",

103 keV. However, both the 0.7 - and 3.4 - MeV time-of-
flight spectra seem to indicate that the states of
the rotational band built on the 1/2+ (75 eV) particle
level are very weakly excited, since the neutron group
corresponding to the 7/2+ (84 keV) state of this band
is not conspicuous in the spectra. Moreover, scattered
neutrons corresponding to the 3/2+ (13 keV) and 5/2+

io3

io3i

io2

102

2*

T , T I_

4* )

I T

0 15 90 135 180 15 90 135 180 45 90 135 180

e (d.; )

Fig. 2. Neutron cross sections at 0.7 - 1.5 - 2.5 and 3.4 MeV for the elastic scattering (0''') and inelastic
scattering to the first 2'^ (45 keV) and 4+ (148 keV) states of ^^^U.
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(52 keV) do not seem to broaden the elastic (7/2 ) and

inelastic (9/2 ) neutron peaks respectively^.

239
The 3. A MeV cross sections of Pu were obtained

for the three groups of levels : (1/2''", g.s. - 3/2''",

8 keV), (5/2+, 57 keV - 7/2'*", 76 keV) and (9/2+, 163

keV - 11/2+, 173 keV) . But at 0.7 MeV, the experi-
mental resolution of =^ 8 keV permitted the separation
of the contributions from the various levels and angu-
lar distributions were obtained for the ground state
1/2"^ and the excited states 3/2"^, 5/2"^, 7/2"^. The

data appear in fig. 3.

10^ 239 oPu

En=0.'lMeV
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^102/

3/2* (8) /

102/

10 r

t
5/2* (5T) i'

-I-j-

_ T , ^/2*(^6) ^

45 90 135 180

239
Fig. 3. Differential cross sections for Pu at 0.7

MeV. The energy of the excited levels is given in
keV.

242
Differential cross sections for Pu were measu-

red at 0.6 - 1.0 - 1.5 - 2.0 - 2.5 and 3.4 MeV at

angles ranging from 15° to 160°. Extraction of the
2^2py scattering yields was difficult because the

time-of-f light spectra contain neutron peaks corres-
ponding to the scattering from stainless steel and
carbon of the container and from oxygen of the Pu02
sample. Figure 4 gives the 2.5 MeV data for the elas-
tic scattering and inelastic scattering to the first
2+ state (44.5 keV) . Cross sections for the first 4+

state (147 keV) are not presented here because the
corresponding neutron group has not been separated
from the contaminant peaks produced by scattering from
oxygen in the sample and stainless steel of the con-
tainer .

Discussion

Some of the present data have been compared with
the most recent evaluations ENDF/B IV and ENDL 76 :

large discrepancies appear mainly at high energies^.
Figure 5 shows our 3.4 MeV elastic scattering cross
sections for 232Th, 235u^ 238u ^^d 239pu along with

the angular distributions obtained from the ENDF/B IV
(dotted curves) and ENDL 76 (dashed curves) files ; in
this figure, the solid lines represent the results of
calculations which will be described below. Large disa
greements between experimental and evaluated data are
observed mainly at angles beyond ^ 45° : the two mini
ma around 55° and 120° in the measured cross sections
are not reproduced by the evaluations. This may be

Fig. 4. Neutron cross sections at 2.5 MeV for the elas-

tic scattering (0''') and inelastic scattering to the

first 2+ (44.5 keV) state of ^^^Pu.

explained by the fact that these evaluations are based
on low-resolution measurements which include contribu-
tions from many unresolved levels. The disagreement
between evaluated and presently measured inelastic
scattering cross sections is even worse ; all of the

evaluated inelastic angular distributions are consi-

dered as isotropic in both files, and the angle-inte-
grated cross sections are much smaller than the expe-
rimental data except for the ENDL 76 values for 238u 4

In fact the 242py measurements were undertaken to

clarify the situation concerning this nucleus.

A theoretical analysis of the present data has

been carried out for the nuclei 232xij, 235^^ 238u g^d
239py. Both the direct-interaction (DI) and compound-

nucleus (CN) processes were considered in the calcu-

lations. The coupled-channel optical model'' was used

to estimate the DI cross sections and the Wolfenstein-
Hauser-Feshbach formalism' 2, with width-fluctuation
corrections, for computing the CN cross sections.

Compound-nucleus calculations included as possible

exit channels compound elastic scattering and inelas-

tic scattering to discrete and continuum levels, radia

tive capture and fission. Coupled-channel calculations

were performed using a modified version' ^ of Tamura's

code JUPITOR I ' . The real and imaginary parts of

the optical potential were assumed to have quadrupole

and hexadecapole deformations. The geometric parame-
ters, i.e. radii and diffusivenesses, were taken the

same for the four nuclei^ ; they are given in table I.

The other optical potential parameters were adjusted

separately for each nucleus. They were estimated using
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Fig. 5. Elastic scattering cross sections at 3.4 MeV
j'Q-p 232f}i ixnd 238 and cross sections for the groups

of levels (7/2-, 1/2+, 3/2+) for ^^^U and (1/2+, 3/2+)

for ^^^Pu. Solid lines are coupled-channel calcula-

tions as described in the text. Dotted and dashed
curves are angular distributions from the ENDF/B IV

and ENDL 76 files respectively

.

the parametrization method proposed by Delaroche,

Lagrange and Salvy'^ which consists in analysing an

extensive set of neutron scattering properties inclu-

ding s-and p-wave strength functions, potential scat-

tering radius and total cross sections over a wide

energy range. The deformation parameters were then

adjusted to fit the present elastic and inelastic

scattering cross sections . Potential depths and defor-

mation parameters are given in table I.

Calculations for ^^^Th and ^^^U assumed a cou-
pling basis 0'"', 2+ , ^+ . Good agreement is found bet-
ween calculations and measurements, as is illustrated
in figure 2 for 238u. The 235^ cross sections were
computed assuming the strong coupling of the 7/2~,
9/2~, 11/2" states of the ground state rotational band.
The good agreement between experimental and calculated
cross sections mentioned in Ref.4 suggests that, as

assumed, the states of the rotational band built on
the particle level 1/2""" (75 eV) are very weakly exci-
ted. For 239pu the six first states of the ground-
state rotational band were explicitly coupled. Satis-
factory agreement is found for the 3.4 MeV data^ ;

the CN cross sections are found to be negligible at

that energy. At 0.7 MeV, on the other hand, the CN
contributions to the elastic and inelastic scattering
cross sections are important. Data and calculations
are compared in figure 3 ; here the CN cross sections
are assumed to be isotropic.

Values of the optical potential depths (table I)

for the 232xh, ^35^^ 238u and 239py nuclei are very
similar; the slight differences between the values of

the real potentials might be ascribed to the isospin
dependence. Thus except for the potential deformations,
these nuclei have the same behaviour with respect to

neutron scattering. Concerning the potential defor-
mations, comparison of the quadrupole deformation
parameters (table I) implies that the static deforma-
tion is rather larger for the even-odd nuclei than
for the even-even ones. This difference must be empha-
sized in further evaluations for transactinides

.

24''
For "Pu, the 2.5 MeV data are compared m

figure 4 to calculations performed with the deformed
potential parameters given by Lagrange and Jary in

their evaluation of the 240pu and 242p^ cross sec-

tions'^ ; these parameters are given in table I. The

agreement between measurements and calculations is

fairly good (fig. 4) although a better fit to the angu-
lar distributions would yield more reliable values of

the deformation parameters.

Conclusion

In order to study the neutron-nucleus interaction
in the actinide mass region, fast neutron elastic and

inelastic scattering cross sections have been measured

Table I. Deformed potential parameters used in this study. Radii and diffusivenesses are given in fm. Potential

depths and incident neutron energy E are given in MeV. Also given are the quadrupole (^2) and hexadecap>ole (^4)

deformations of the optical potential.

^Geometric
param-
\eters

Nucleus

V„ : REAL POTENTIAL
R

SURFACE IMAGI-
NARY POTENTIAL

SO
SPIN-ORBIT
POTENTIAL

1.26 a„ = 0.63
K

1 .26 ap=0.52
^S0='-'2

agp=0.47

QUADRUPOLE
DEFORMATION

(62)

HEXADECAPOLE
DEFORMATION

232
Th 46.4( ± 0.2) - 0.3 E 3. 6(± 0. 2) + 0. 4 E 6.2 + 0.3 0. 190 ± 0.010 0.071 ± 0.007

235,
46.4( ± 0.2) - 0.3 E 3.3(± 0.2) + 0.4 E 6.2 ± 0.3 0.220 + 0.011 0.080 ± 0.008

238
U 46.2( ± 0.2) - 0.3E 3.6(± 0.2) + 0.4 E 6.2 ± 0,3 0, 198 ± 0.010 0.057 ± 0.006

239
Pu 46.2( ± 0.2) - 0.3 E 3. 6(± 0. 2) + 0. 4 E 6.2 + 0.3 0.220 ± 0.011 0.070 ± 0.007

242
Pu 46.0( ± 0.2) - 0.3 E 3 . 5 (± 0. 2) + 0. 4 E 6.2 ± 0.3 0.204 ± 0.010 0.051 ± 0.005

675



^ 232^, 233-, 235,, 238,, 239_ , 242„ .

for the Th, U, U, U, Pu and Pu iso-
topes in the energy range from 0.6 to 3.4 MeV. The

cross sections show the characteristic behaviour of

these deformed nuclei. Optical potential parameters
and nuclear deformations deduced from the analysis of

the data indicate that the optical potentials are

nearly identical for these nuclei, the differences
between the neutron scattering properties being attri-
butable to nuclear deformations.
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MEASUREMENT OF ^
' (n ,n

'
y) ^ ' ®U* CROSS SECTIONS

D. K. Olsen, G. L. Morgan,* and J. W. McConnell
Oak Ridge National Laboratory

Oak Ridge, Tennessee 37830, USA

Production cross sections for gamma-ray transitions produced by 0.5 to 5.0-MeV neutrons
on ^^^U have been measured employing a 95-cm^ Ge(Li) detector at 125°, the ORELA neutron
source, and a recoil proton telescope. From these data and other decay scheme information,
inelastic scattering cross sections for levels from 680 to 1224 keV of excitation have been
constructed and compared with statistical model calculations and the ENDF/B-V evaluation.

[Measured ^'®U(n,n'Y), E^^ = 0.5 to 5.0 MeV, deduced ^ ^ ^U(n,n' )
^ ^ ^U* (E^^) for E^ = 0.680 to 1.224 MeV. ]

Introduction

Accurate knowledge of neutron inelastic scattering
cross sections, CS, on ^ ^

^U are important for fast re-

actor design. Although these CS do not determine neu-
tron balance directly, they influence fast-critical and
reactor parameters through the energy transfer mecha-
nism they provide for the neutron flux. Previous
measurements of these CS have been reviewed for the

ENDF/B-V evaluation. ^ Accurate data is scarce for the

threshold shapes of these CS which are sensitive to the

model calculations employed and for the CS to the

excited rotational bands which provide most of the

energy transfer for MeV neutrons. To overcome the

resolution and background problems associated with Van
de Graaff measurements for the excited bands, we have
measured the deexcitation gamma-rays production CS for

inelastic levels from 0.680 to 1.224 MeV of excitation
employing 0,5 to 5.0-MeV neutrons from the ORELA
"white" source. From these CS and other decay scheme
information inelastic scattering CS are deduced. In

addition to providing needed informat ion for ^'^U
inelastic scattering, these CS provide a stringent test
for statistical-model-calculated^ inelastic scattering
from highly deformed actinide nuclei.

Experimental Procedure

Eight hundred 35-nsec FWHM neutron pps were pro-
duced from the ORELA Ta target with 35 kW of time-
averaged electron power. After being filtered through
0.93 g/cm^ of ^°B to inhibit time overlap and 14.0 cm
of Th to attenuate gamma flash, the flux was collimated
into a 7-cm diam beam which traversed a proton-recoil
radiator foil and ^ ^

®U scattering sample. The experi-
mental arrangement is outlined in Fig. 1. The 0.00376-
atom/barn U sample consisted of a 11.11-cm diam,
0.76-mm thick, 99.92% isotopically enriched disk which
was mounted in a vertical plane at a 50° grazing angle
to the beam direction with its center 22.181 m from
the ORELA target.

ORNL-OWG 79-16342

ALUMINUM

SAMPLE

Fig. 1. Experimental arrangement. The radiator
and sample centers were positioned 21.430 and 22.181 m
from the ORELA target, respectively.

Photons were counted with a 95-cm^ Ge(Li) detector
with its front face 28 cm from the sample center and

face-shielded with 1.8 mm of lead. This detector was
mounted so that its axis was at 125° and 15° to the

beam direction and sample-disk normal, respectively.

The flux detector and its operation is described in

detail in Ref. 3. It consisted of a radiator at

21.430 m which was composed of 2.0 and 0.67 mg/cm^
polyethylene foils with a 6.9 mg/cm^ Al absorber sand-
wiched between. Recoil protons were counted with 0.30-

mm solid-state detector mounted behind an 1.27 cm^

aperture located 30.6 cm from the radiator center.

Fast timing pulses were obtained from the Ge(Li)

detector with an ORTEC 473A constant fraction discrim-
inator operated with slow rise-time reject and from the

proton-recoil detector with an ORNL Q3066B crossover
timing discriminator. From these fast pulses neutron
flight times for both detectors were measured with an

EG&G TDClOO time digitizer operated in the single stop

mode. Simultaneous slow pulses produced 2048- and 256-

channel pulse-height spectra, respectively, for each of

160 timing bins. The efficiency with respect to 47:

steradians of the Pb-shielded Ge(Li) detector was

measured in situ with standard sources to ± 3%. The

TOF scale, and hence energy scale since the path length

is known to within a few mm, is believed accurate to
1 2

± 5 nsec and has been verified by observing the C

2.078-MeV transmission dip .

Data Reduction

The counting rate and line shape from the Ge(Li)
detector were monitored with 662-keV gamma radiation
from a '^^Cs source near the sample. After the clock
deadtime correction, events from this source showed no
counting losses at long flight times; however, at the
short flight times of Interest peak tailing and a con-
sistent 10% counting loss from pileup and electronic
deadtimes were measured.

For spectra from 36-nsec wide incident neutron
bins, the number of photon events at 125° for various
2 3 8 U lines were determined, clock deadtime corrected,
normalized to 4iT steradians through the efficiency
calibration, and corrected for the measured 10% elec-
tronic deadtime and pileup loss. Using known^ n-p
CS, analysis of the two-dimensional proton recoil data
provided a flux measurement with an estimated system-
atic uncertainty of less than 5%. Events from an
^'*^Am alpha source mounted in the proton-recoil detec-
tor provided a pulse-height energy calibration for the
Si diode and assured that after the clock deadtime
correction there were no counting losses.

The resultant gamma -ray production CS were
corrected for neutron multiple scattering, neutron
flux and gamma-ray attenuation, and the small solid

*Present address: Xos Alamos Scientific Laboratory,

Los Alamos, New Mexico 87545, USA.
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angle variations from the finite sample size using
Monte Carlo procedures. More experimental details,

listings and plots of the CS, and a discussion of

errors can be found in Ref. 6. In particular, the

overall normalization error is believed to be less than
6% which has been somewhat verified by an accompanying
measurement^ of 478-keV gamma-ray production from neu-
trons on ^Li. Altogether 28 gamma-ray production CS

and 7 branching ratios from weak transitions were
measured. In the discussion below it is assumed that

the Legendre expansion of the gannna-ray angular distri-
butions contain only zero and second order terms.

Discussion and Conclusions

From these data and other decay scheme informa-
tion® inelastic scattering CS were calculated using the
decay scheme shown in Fig. 2 which is mainly from the
work of Ref. 8. With this decay scheme population CS
were first calculated for each level from 680 to 1224
keV of excitation accounting for all known decays out
of each level; low-energy gamma rays, EO transitions
and internal conversion. From these population CS,

inelastic scattering CS were calculated by subtracting
all known decays into each level from higher-energy
excited states. The branching ratios employed are
listed in Ref. 6.

Figure 3 compares resulting CS to the K 0"

octupole band with the ENDF/B-V evaluation and the sta-
tistical model calculations of Jary et al. ^ The data
points with and without error bars are population and
inelastic scattering CS, respectively. These levels
have appreciable feeding from higher-energy excited
states. The smooth curves from threshold to 2.0 MeV
which reproduce both the shape and magnitude of the

inelastic CS are the statistical-model calculated
results of Jary et al. ^ The smooth curves from thresh-
old to 5.0 MeV which overpredict the inelastic CS

maxima are from the ENDF/B-V evaluation.

Other examples of the data are given in Fig. 4

which shows inelastic scattering CS to the (1~)
,

(2~),

and 3~ members of the proposed = 1~ band and to the

(0+), 2+, and (4+) members of the proposed first
excited = 0"*" band. The error bars are statistical
only and do not include decay-scheme uncertainties.
Reference 1 does not provide an evaluated CS for each
level above 827.1 keV of excitation, but clusters them
into level groups for which there is an evaluated CS.

Figure 5 compares the ENDF/B-V CS for the 965 and 1048-
keV level groups with the measured CS summed over the
corresponding levels. The CS maxima agree within 10%,
but the threshold shapes are discrepant.

1—I—i—r T 1 r

680.1 keV ("

2.0

NEUTRON ENEnCT (MEVI

Fig. 3. Inelastic scattering CS to the K = 0

octupole band. Data points with and without error
bars are population and inelastic scattering CS,

respectively, which differ by the feeding from
higher energy excited states. The calculated
curves to 2.0 MeV which reproduce both the shape

and magnitude of the inelastic scattering CS are

from Ref. 2. The curves to 5.0 MeV which over-
predict the CS maxima are the ENDF/B-V evaluation.

K = 2

11677

11056

106Q.5

950.0
1

(2-)

; -111!910 8
i:

i

Fig. 2. Proposed '^^''U rota-
tional band structure of Ref. 8.

The solid lines represent transi-
tions whose gaimna-ray production CS

have been measured in the present
work. The dashed and dotted lines

represent transitions whose branch-
ing ratios have been measured in

this work and by other workers,
respectively. In addition, CS to

levels at 1199.8, 1208.3, and 1223.9

keV of excitation were also measured.
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Fig. A. Inelastic scattering cross sections
to the (1 ) , (2~) , and 3~ members of the proposed
K'^ = 1" band and the (0''')

,
2+, and (4"*") members

of the proposed first-excited = 0"*" band.

The deduced inelastic scattering CS are sensitive
to imprecisely known decay scheme Information whose
uncertainties are not contained in the plotted errors.
In particular, possible unmeasured EO transitions,
unknown E2-M1 mixing ratios, and discrepant^ gamma-ray
branching ratios all cause confusion. Nevertheless,
these results provide the most accurate CS threshold
shape determination for these levels and probably the
most accurate measurement of the scattering CS to the

various individual levels for neutron energies below
'V 1.5 MeV.
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NEUTRON INELASTIC SCATTERING CROSS SECTIONS OF ^^^U VIA (n,n'Y)

A. Mittler, G. P. Couchell, W. A. Schier, S. Ashar,
J. H. Chang and A. T. Y. Wang

Department of Physics and Applied Physics
University of Lowell

Lowell, Massachusetts 01854

Level cross sections of ^ ^
^U have been deduced from gamma-ray measurements at 125° following inelastic

neutron scattering over an incident energy range of 0.70 to 1.96 MeV. A pulsed source of neutrons was
produced via the H(p,n) He reaction. The spectrometer system consisted of a 40-cm' Ge(Li) detector surrounded
by a large annular Nal anti-Compton detector, used in conjunction with time-of-flight electronics. Forty-
five gamma transitions were observed for twenty-seven levels up to 1516 keV. Finite sample corrections,
including neutron attenuation, gamma-ray attenuation and neutron multiple scattering were made for the disc-
shaped scatterer. Results are compared to statistical compound-nucleus model calculations and ENDF.

[NUCLEAR REACTIONS ^'®U(n,n'Y), E = 0.70 - 1.96 MeV, measured a (E ,125°), inferred level cross sections for 20
n Y n

states. Time-of-flight.

]

Introduction

An important process which contributes to the
shape of the low energy spectrum in fast reactors is
the inelastic scattering for ^ '

°U levels at 1 MeV
excitation or higher, which results in high energy
transfer and large neutron energy losses. The high
energy resolution attainable from measured gamma-ray
spectra makes the (n,n'Y) technique particularly
attractive as the average level spacing near 1 MeV is
only about 25 keV. Neutron level cross sections may
be inferred from these data if all feeding and
branching transitions are observed.

Experimental Methods

The (n,n'Y) measurements on ^^*U were performed
using the University of Lowell 5 . 5 MV Van de Graaff
accelerator. Figure 1 shows the experimental arrange-
ment. A pulsed beam of protons impinged on a solid
tritiiun target producing near monoenergetic neutrons
via the 'H(p,n)^He reaction. The target was wobbled
and water-cooled to limit deterioration. A disc scat-
tering sample, 3.8 cm in diameter and 1.2 cm in thick-
ness, was located at 8.5 cm from the source of neu-
trons. De-excited gamma rays from the scatterer were
detected by a 40 cm"* Ge(Li) detector placed at 125
degrees with respect to the incident neutron flux and
88 cm from the center of the scatterer. An annular
Nal(Tl) detector, which surrounded the Ge(Li) detec-
tor, was used to detect Compton events. Shielding of
these two detectors was accomplished using structures
of lead, a lithium carbonate and paraffin mixture and
a copper shadow bar. A paraffin block was placed

NAI(TL)
ANNULUS"

FISSION
CHAMBER

LONG

LEAD BLOCK

LEAD SHIELD

LloCOj AND PARAFFIN

PARAFFIN BLOCK

SCATTERING
SAMPLE

(tritium
TARGET

PROTON
PULSE

z BEAM
PICKUP

^—NEUTRON TO.F. MONITOR

Fig. 1. Experimental arrangement.

between the scatterer and the Ge(Li) detector to

reduce the neutron flux hitting the detector. Neu-

tron monitoring during the data runs was done by a

neutron time-of-flight detector (a plastic scintil-
lator mounted on a photomultiplier tube) . The 0°-

neutron fluence was measured after each run with a

long counter and a fission chamber in a TOF system.

The absolute efficiencies of these detectors were
determined by comparison to a recoil-proton tele-
scope whose absolute efficiency is known.

The main components of the time-of-flight elec-
tronics are shown in Figure 2 and a typical Ge(Li)

time spectrum illustrated in Figure 3 indicates the

reduction of the neutron events due to the paraffin

plug. Two 4096-channel energy spectra were accumu-

lated simultaneously in the multichannel analyzer.

One was the time-gated, energy-gated and Compton-
suppressed spectrum yielding the accepted data. The

other spectrum contained those gamma-ray events which

fell in the time window but were rejected by the

annulus. This procedure allowed us to determine
whether the annulus was removing any "good" (n,n'Y)

lines from the spectrum.

Results and Discussion

The ^ ^ ®U level energies shown in Figure 4 were

determined from our present study with the exception
of the first four excited states. These energies
agree in most cases to within 0.5 keV of the (n,n'Y)

results of McMurray et al_. ' Spin-parity assignments
were taken from Nuclear Data Sheets.^ There are

approximately 15 additional levels for the adopted
level scheme in Nuclear Data Sheets^ for the energy
region shown here. Most of these are from Coulomb
excitation and ^''^Pa B-decay studies. Some of the

transitions have been multiply-placed in the level

scheme. Although one of the primary aims of our
experiment was to measure low-energy transitions
between energy levels near 1 MeV only four gamma rays

were observed for states decaying to those above the

one at 307.2 keV.

The 125° data obtained from the energy spectra
were converted to gamma-ray production cross sections

by performing corrections for the efficiency of the

Ge(Li) detector, neutron flux normalization, analyzer
dead time, neutron target thickness and finite sample
size effects (which included neutron attenuation,

gamm.a-ray attenuation, neutron scattering and the

anisotropy of the neutron source) . Total uncertain-
ties in the gamma-ray production cross sections were

typically 10% for the strong transitions and 20% for
the weak ones

.
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Angle-integrated cross sections for 27 levels

were deduced from the gamma-ray production results at

125° by integrating the gamma-ray angular distribu-

tions, summing the cross sections for transitions

from a particular level and subtracting any feeding

to that level. The integration was approximated by
multiplying the 125° data by 4tt, thereby assuming

that contributions due to Pi, and higher-order Legendre

polynomials are negligible. Theoretical calculations

indicate that at worst this approximation will produce

an error of a few percent.

The neutron inelastic cross sections for the

first 20 excited states of ^^^U are shown in Figures
5 and 6. Uncertainties are indicated where they

exceed the size of the plotted points. The solid

curves are ENDF-V and the dashed curves are statis-

tical compound-nucleus model predictions calculated
by the computer code, CINDy' using the optical poten-
tial parameters of Haouat, Lagrange et al

.

Only three ^'"u inelastic cross sections in ENDF

seem to correspond to individual levels. The ENDF

values for the 1~ 680.0 keV level and the 3" 732.0

keV level shown in Figure 5 are significantly smaller
than our deduced (n,n' ) results. The ENDF values for

the 5~ 826.7 keV level are approximately 10 times

that of our data. Although ENDF lists many more
"level" cross sections, the energies must be for

groups of levels and therefore cannot be compared
directly with our data.

Statistical compound-nucleus model calculations
are shown for 12 levels in Figures 5 and 6. Values
for the 950.0 keV and 1055.3 keV levels were too

large to appear in the plots . In most cases the

theoretical values underestimate the measured cross

section by a significant amount, suggesting that it

may be necessary to include a direct-interaction
model calculation.

Future work will involve taking selected high
resolution (n,n') measurements in order to see how

reliable the (n,n'Y) results are in determining ine-

lastic cross sections for ^^^U. McMurray et al] has

suggested that the disagreement is quite stibstantial.
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232
NEUTRON INELASTIC SCATTERING CROSS SECTIONS OF TH OBTAINED FROM (n.n'y) MEASUREMENTS

J.J. Egan, J.D. Menachery, G.H.R. Kegel and D.J. Pullen
Department of Physics and Applied Physics

University of Lowell
Lowell, Massachusetts 01854

232
The Th(n,n'Y) reaction has been studied up to 2.1 MeV bombarding energy for states with

excitation energies from 700 to 1700 keV. Seventy-five gamma-ray transitions from |orty-three
above the first excited state have been observed from a disk scatterer with a 40-cm Ge(Li) det-
ector surrounded by an anti-Compton annulus of Nal (TJl) . The time-of-flight technique was employed
to further reduce background. Cross sections for twenty-two states are reported here. The data
have been corrected for the finite sample effects of neutron and gamma-ray attenuation, and neutron
multiple scattering. The results are compared to those of McMurray et al . and to the predictions
of the compound nucleus statistical model. A compound nucleus plus direct interaction calculation
is also shown for the 1 state at 714 keV.

232
[NUCLEAR REACTIONS Th(n,n'Y) E = 0.7 - 2.1 MeV;

for 22 states. Time-of-flight. Comparison with

Introduction

Recent concern about reactor safety, prolifera-

tion of Plutonium and waste management, along with the

limitations of known uranium reserves have led to the

consideration of breeder reactors using fuel cycles

other than the ^^^Th/^"u fuel cycle. The ultimate

choice of fast breeder systems will depend on careful

analyses of the often conflicting requirements of

economics, reactor safety and proliferation safeguards.

A complete and accurate data base is essential in

evaluating the various breeder reactor alternatives.

One of the largest uncertainties of these analyses

arises from the lack of neutron inelastic scattering

cross sections for core and blanket materials. In a

fast breeder reactor utilizing the ^^^Th/^"u fuel
2 3 2

cycle, neutron inelastic scattering in Th provides

measured a (E ,125°); inferred level cross sections
calculated Excitation functions]

the strongest slowing-down mechanism and is mainly
responsible for the shape of the neutron energy
spectrum.

The present work involves the determination of

inelastic cross sections for neutrons scattered from

states in ^^^Th at excitation energies near 1 MeV.

This is a region where the level density is high and

hence presents difficulties for investigation by

direct observation of the scattered neutrons. However,

the (n,n'Y) technique with its high resolution is

ideally suited to such studies.

Experimental Methods

The experimental details for the ^'^Th(n,n'Y)
work are essentially the same as those described in
the previous paper on "^'^U. Neutrons were produced by
H(p,n) He. The Ge(Li) detector was used in conjunc-
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Fig. 1. Simplified representation of a Compton suppressed Th(n,n'Y) spectrum (top); and the spectrum
of events rejected by the suppression system for the same data acquisition run (bottom)

.

685



tion with a time-of-flight system and an Nal(Tl)

annulus was employed in order to suppress Compton

events. A disk-shaped scattering sample was used

resulting in lower gamma-ray attenuation than in

cylindrical samples of comparable volume. The

incident neutron flux was monitored by a long counter,

a fission chamber and an auxiliary time-of-flight

system using a plastic scintillator. All measurements

were made at 125° to the beam direction, near a zero

of the Legendre polynomial of second order, thus

facilitating the extraction of neutron cross sections

from the data.

Figure 1 is a simplified representation of a
2 3 2

Th Compton suppressed gamma-ray spectriim and the
spectrum of events rejected by the Compton suppression
system but accepted in the time window in the Ge(Li)
TOF system. Lines marked (b) are due to room back-
ground and to natural radioactivity in the thorium
sample. Unmarked lines are from the (n,n'Y) reaction.
The lower spectrum is plotted on the same scale and was
obtained during the same run as the upper one . The
advantages of Compton suppression are clearly seen.
The sum of these two spectra would result in the spec-

trum which would have been obtained with time gating
but no Compton suppression. None of the Th(n,n'Y)
lines were observed in the rejected spectrum.

Results and Analysis

Figure 2 shows the level and decay scheme derived

from the present work. The energies of states above

700 keV have been obtained from an analysis of the

centroids of the gamma-ray peaks in the twenty-five

spectra, the transitions from lower energy levels

appearing in all the spectra with those from the

highest levels studied appearing in at least five

spectra. The spins are taken from the Nuclear Data

Sheets.

'

The decay scheme shows seventy-tv.-o transitions
from forty-three levels above the 49 keV first excit-
ed state. The dashed transitions were definitely ob-
served but there is some doubt as to where they
should be placed in the level scheme. The dashed
levels at 1716 and 1727 keV are tentatively placed
in the level scheme on the basis of the appearance
of transitions whose thresholds are in accord with
states at those excitation energies.

1738.1

232_
Fig. 2. The level and decay scheme of Th
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Fig. 4. Cross Sections for levels from 1053.6-1208.7 keV and 1387.3 keV. Solid lines approximate the

(n,n'Y) data of Ref. 3. Dashed curves are compound nucleus calculations.

Figures 3 and 4 show the inelastic cross sections
for twenty-two states obtained from our (n,n'Y) data
by summing the gamma-ray production cross sections for
transitions which originate at a level and sxibtracting

off any feeding transitions. The integrated gamma-ray
production cross sections were obtained by multiplying
the 125° differential cross sections by 4tt. The error
introduced by assuming that the gamma-ray angular

distribution can be represented by a series of even-
order Legendre polynomials in which all but the first
two terms are neglected is at worst 1%, based upon
computations of (n,n'Y) angular distributions for
^^^Th using the compound nucleus statistical model
code CINDY. ^ These calculations showed that the

Legendre coefficients ai», ae,

small

.

were vanishingly
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The data have been corrected for the finite sample
effects of neutron attenuation and multiple scattering
as well as gamma-ray attenuation using the codes NEVES
and PENHA which were developed at our laboratory by
G. H. R. Kegel to deal with disk scattering geome-
tries. Corrections have also been applied for internal
conversion and account has been taken for the variation
of the incident fluence over the sample.

The principal causes of uncertainty in the data
include statistical errors, ranging from a few percent
to as much as forty percent for some very weak transi-
tions, uncertainty in yield extractions (1 - 20%),
uncertainty in the incident neutron fluence (5%) , and
uncertainty in the Ge(Li) detector efficiency (4 - 6%).

The solid curves in Figures 3 and 4 are visual
fits to the cross section data reported by McMurray et
al. ^ based upon (n,n'Y) measurements. For the most
part our results follow the trend of those of McMurray
et al . with ours being somewhat higher in magnitude
for some of the transitions. The dashed curves repre-
sent theoretical calculations based upon the compound
nucleus statistical model performed with the code
CINDY^ using the optical potential of Haouat, Lagrange
et al_. The calculations .are in reasonable agreement
for some states (e.g. 730 and 1105 keV) while for
others there are serious discrepancies in magnitudes,
but the general shape is in agreement (e.g. 827 and
1054 keV) . However, in certain cases where the cross
sections are large, and hence more easily measured,
the theory and data are in agreement up to about
1.2 MeV and become seriously discrepant at higher
bombarding energies where the theory fails to account
for the measured cross section. The effect is readi-
ly apparent for the 1 state at 714.2 keV and for
the combination of 2'^ and 3~ states at 774.1 keV and
774.4 keV.

The fact that the measured cross section does not
fall as rapidly as the statistical model predicts
suggests the possibility of a direct interaction com-
ponent to the cross section.

Figure 5 shows a preliminary attempt to fit the

cross section for the 1~ state at 714 keV using an
incoherent sum of compound nucleus (CN) and direct
interaction (DI) components. The DI calculations
were performed using the code KARJUP^ the Karlsruhe
version^ of the coupled channel code JUPITOR^, with
the potential of Haouat et^ al_. , coupling this 1~

state to three ground state rotational levels and to

the 1" state at 1077.8 keV in a 0+/2V4+/1-/1-
scheme. The influence of the DI mechanism becomes
perceptible at 1 . 2 MeV but the summed CN and DI cross
section (solid curve) still does not account for the

measured values at energies above 1.3 MeV.

l'(0 7143 MeV)

0 3-

—I ^
1 1 r—

05 10 1-5 20

INCIDENT NEUTRON ENERGY (MeV)

Fig. 5. Comparison of theoretical compound nucleus (CN),

direct interaction (DI) and their incoherent sum (CN+DI),
The broken curve marked "CN(con) + DI" represents the
incoherent sum of the DI magnitude computed with KARJUP
at Lowell and the CN magnitude computed at Bruyeres,
wherein levels above 1122.8 keV in excitation are
approximated by a continuimi.

difficulties in determining cross sections from gamma-
ray data which arise for example when transitions

have significant EO strengths.

Acknowledgements

The authors wish to acknowledge Drs . G.P. Couchell

A. Mittler and W.A. Schier for their assistance in var^

ious phases of this work. We are especially grateful

to Dr. Eric Sheldon for his efforts and advice involv-

ing the theoretical reaction model computations.

This work was supported in part by a grant from

the United States Department of Energy.

References

1. M. R. Smorak, Nuclear Data Sheets 2£, 165 (1977).

2. E. Sheldon and V. C. Rogers, Comp. Phys. Comm. 6,

99 (1973).

3. W. R. McMurray, E. Barnard, I. J. van Heerden and
D. T. L. Jones, Southern Universities Nuclear
Institute Annual Research Report (1976) p. 5.

4. G. Haouat, J. Sigaud, J. Lachkar, Ch. Lagrange,
B. Duchemin and Y. Patin, Bruyeres Report
NEANDC(E) 180 "L"; INDC (FR) 13/L (Bruyeres-le-
Chatel, 1977).

5. H. Rebel and G. W. Schweimer, Kernforschungszeu-
trum Karlsruhe Report KFK-1333 (1977) .

6. T. Tamura, Oak Ridge National Laboratory Report
ORNL-4152 (1967).

7. H. Abou Yehia, J. Jary and T. Trochon, Bruyeres

Report NEANDC(E) 204 "L"; INDC (FR) 34/L (Bru-

yeres-le-Chatel, March 1979).

The curve labeled CN(con) + DI is an attempt to

improve the agreement by adding the DI calculations

done at Lowell to the CN calculations of the Bruyeres

group'' which use a continuum of levels beyond 1122.8keV

rather than the explicit level energies. While this

calculation does improve the agreement it is probably

a less desirable approach than that represented by

the solid curve where only real states are included.

Analysis is in progress on the cross sections
for eighteen more states, from (n,n'Y) data and we
have recently begun direct neutron measurements from
these levels using our high resolution neutron TOF
facility. The neutron measurements will supplement
the gamma-ray work and should allow us to resolve
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NEUTRON TOTAL CROSS SECTION OF 233u FROM 0.01 to 1.0 eV

J. A. Harvey, Cindy L. Moore*, and N. W. Hill

Oak Ridge National Laboratory,
Oak Ridge, Tennessee 37830 USA

At the last Nuclear Cross Sections and Technology Conference, B. R. Leonard stressed the impor-
tance of improved total cross section data for 233u -jp ^^e energy region from 0.1 to 0.2 eV. We have
measured the neutron total cross section of 233u from 0.01 to 1.0 eV at ORELA using a repetition rate

of 25 sec~l and a 17.872 flight path. Two samples of 233|j enriched to 99.76% with inverse thick-
nesses of 165.2 and 321.1 barns/atom were measured. The data were corrected for neutron and gamma
ray backgrounds which were ^^1%. Results from the two samples are in good agreement. The data are

compared to earlier data and to ENOF/B-V evaluation.

[Measured oy for 233u^ q.OI to 1.0 eV, resonance at 0.15 eV, ^^^U-Jh breeding cycle]

Introduction

For over 30 years there has been fluctuating in-

terest for reactor technology in the variation with
neutron energy of the total, capture and fission cross

sections and (the number of fission neutrons per

neutron absorbed) of ^^^U in the thermal energy
region. This is because of the thorium-233u breeding
cycle which is possible for thermal energy neutrons.
Measurements and multilevel analysis of fission and

total cross section data of ^•^^U by Moore et a^A>^
showed the existence of a very small resonance at 0.15

eV which required a two fission channel multilevel
analysis to fit the data. The assumption that the

number of neutrons per fission, v, was constant for

low energy neutrons predicted a decrease of n of '^^%

from 0.04 to 0.15 eV. Measurements by Weston et

al.'^ of the fission and capture cross sections showed

a 4.5% decrease of n in this energy range, again based
on a constant v. Although Weston et al . normalized
their data below 1 eV to the total data of Moore et

al., Leonard,^ at the last NCS&T Conference, concluded
that the total cross section computed from Weston's
data based on the scattering cross section from the

evaluation of Drake et al differs systematically
from the measured total cross section in the energy
region from 0.1 to 0.2 eV. In addition, Leonard
claimed that the existing total cross section data set

of Moore et al.^ was not in particularly good agree-
ment with that of Pattenden and Harvey^ in this

region. Finally Leonard concluded that "This is a

very important energy region for 233u and improved

total cross section data would improve the understand-
ing of problems here". In order to satisfy this need

we have made measurements of the neutron cross section
of 233u from 0.01 to 1.0 eV, which in the energy range

from 0.1 to 0.2 eV have an uncertainty of ^1%.

Measurements

Neutron transmission measurements have been made
upon four samples of ^-^^U at ORELA using a 17.872-
meter flight path. The accelerator was operated at a

repetition rate of 25 sec"l and an electron burst
width of 24 nsec with 1 kW power on a Ta target.
Neutrons from the Ta target are moderated in a water
moderator (3-cm thick) surrounding the Ta target and a

shadow bar prevents the detector from seeing the Ta

target. The detector was a ^Li glass scintillator,
1.3 cm thick and 10 cm dia, which is essentially black
for the energy region studied in this work. An energy
resolution of 0.3% was deduced from the thickness of
the ^Li detector and the neutron mean free path in the
water moderator. Neutron energies were computed from
the flight path and the flight times. The "zero" time
reference was established by observing the gamma flash

*Summer student, Roberts Wesleyan College, Rochester,
New York.

from the target. The uncertainty in flight path was

j<0.5 cm resulting in an uncertainty in the energy
scale of _<0.1%.

Two 233u sample thicknesses were used with thick-
nesses of 1.26 and 0.65 mm. In addition to the open

beam and sample-in runs, data were also taken with a

sample of polyethylene 7.5 cm thick and with a sample

of uranium 0.73 cm thick. In order to minimize any

drifts in the electronic equipment, complete cycles of

the different samples and open beam were taken every
40 minutes for 35 cycles. The 233(j samples and open

beam were measured for 11 minutes each per cycle and

the polyethylene and uranium for 3 minutes each.

Corrections for the l.l-ysec deadtime of the time

digitizer were 0.3% at 0.6 eV and 0.2% at 0.08 eV for

the open beam and less for the sample-in data. Cor-
rections were made for three types of background

(1) a constant room background determined with the

accelerator off, (2) a 17.6-usec background due to

2.23-MeV gamma rays from neutron capture in the water
moderator, and (3) a long time background due to scat-

tered neutrons from other experiments in the electron
room at ORELA which has a dependence of the form 1/

time. At 0.12 eV the correction for all 3 backgrounds
was 1.3% for the thick 233u sample, 0.7% for the thin

sample and 0.25% for the open beam.
^

^^^U Samples

The 233u metal used for the samples was produced

over 20 years ago at ORNL from 233pa decay by sepa-

rating the 233pa from highly irradiated thorium
shortly after the irradiation to minimize the ^^^U
contamination. Metal foils of various thicknesses,
3.81 X 7.62 cm in area were made by the Metallurgy
Division, ORNL, again over 20 years ago. At that time

the foils were accurately weighed and measured, and

all showed about a one percent non-uniformity in

thickness. Some of these foils were used in the

measurements of Pattenden and Harvey^ and Block et

al .7 The isotopic analysis of the ^33u is given in

Table I

Isotopic Analysis of the Uranium in the

233u Metal Samples

Mass No. Atom percent

232 0.6 ppm
233 99.76 ± 0.01

234 0.022 ± 0.001

235 0.007 + 0.0007

236 1 ppm

238 0.21 ± 0.01
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Table I. A spectroscopic analysis and a search^ for

resonances characteristic of specific impurities

showed that no impurity was present in sufficient

quantity to make any significant error in calculating

the ^'^Sy thicknesses. However, a chemical analysis

showed 0.25% by weight carbon impurity, which was

included in calculating the sample thicknesses. The

thick sample (Foils No. 4 and 5 of reference 6) has an

average inverse sample thickness of 233y of 165.2
b/atom over the beam area used in these measurements
and has a transmission of 1/e at '^0.5 eV. The thin

sample (Foil No. 2 of reference 6) has an average
inverse thickness of 321.1 b/atom and has a transmis-
sion of 1/e at '^0.08 eV.

Results and Discussion

Figure 1 show s, the mea sured total cross section
(in barns) times '^E(in eV) for the thick sample as a's
and for the thin sample as +'s. The solid curve is

from the ENDF/B-V evaluation. The data for the thin

sol I I I 1

.0 .1 .2 .3 .H

ENCRCr (£V)

Fig. 1. Comparison of the measured total cross
section of 233u times e1/2 for the thick 233u
sample a's, and the thin sample +'s, and the
curve of ENDF/B-V.

sample are systematically about 1% higher than the data
for the thick sample. Some of this discrepancy pro-

bably arises from the uncertainties in the corrections
(1.0% for the thick sample and 0.5% due to the thin
sample) due to the non-uniformity in the thickness of
each foil and because the transmission of only about
20% of the sample area was measured. Even though
there is a systematic difference between the measured
total cross sections for the two sample thicknesses in

this present work the shapes are in excellent agree-
ment. An average of the data for the two thicknesses
in the energy range up to 0.3 eV agrees with the data
of Pattenden and Harvey^ and Block et al to 0.5%.
The earlier data of Pattenden and Harvey and Block et

al. were obtained from different samples of the same
233(j metal. In those measurements the transmission of
almost the entire sample area was sampled so the cor-

rections for sample non-uniformity were small.

In the energy region below 0.3 eV the present
results are in good agreement ("^1%) with ENDF/B-V
except from 0.12 to 0.17 eV. Below 0.2 eV the present
data fall more rapidly than ENDF/B-V and are almost 3%
lower at 0.15 eV. The present total cross section
data in this energy region show the same discrepancy
with the data of Weston et al since the ENDF/B-V was
based primarily on the fission and capture data of

Weston et al

.

Above 0.5 eV the present total cross section data
average about 2% higher than ENDF/B-V and about 1%

higher than the data of Pattenden and Harvey. There
is a large resonance at 0.6 eV in 229jh. however, the
abundance of this nuclide produced from alpha decay of

the 233u is only 8.9 x 10"^ after 20 years. This
would give a contribution of only 0.5 barns at 0.6 eV

which would be a 0.4% effect. Resonances in other
nuclides produced from 229jh decay should give a

negligible contribution.

Conclusions

The total cross section of 233u has been measured
with an uncertainty of <1% below 0.3 eV and the data
agree with earlier measurements of Pattenden and

Harvey to 0.5% in this energy region. The present
data disagree with ENDF/B-V and Weston's derived aj in

the energy region from 0.12 to 0.17 eV where the maxi-
mum difference is almost 3% at 0.15 eV. We do not

believe that this discrepancy can be attributed to

errors in the measured total cross section.

The research was supported by the Division of

Nuclear Sciences, U.S. Department of Energy, under
contract No. W-7405-eng-26 with the Union Carbide
Corporation.
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TRANSMISSION AND SELF-INDICATION MEASUREMENTS WITH U-235 and Pu-239 in the 2 eV-20 keV ENERGY REGION

T.Bakalov, G.Ilchev, S.Toshkov, Tran Khanh Mai, N.Janeva
Joint Institute for Nuclear Research, Dubna, USSR '

A.A.Van'kov, Yu.V.Grigoriev, V.F.Ukraintsev
Pbysics Energy Institute, Obninsk, USSR

3
The transmission and self-indication measurements with U-235 and Pu-239 have been carried out using the He

proportional counter and fission chambers in the 2 eV-20 keV energy region. The TOP technique was used with JINR
pulse fast reactor IBR-30 in Dubna as a neutron source, the resolution being ICQ nsec/m (^He counter measurements)
and 53 nsec/m (fission chamber measurements). The sample thickness was varied from 0.0013 atom/barns to 0.172
atom/barns. Average total cross sections with self shielding factors and self-shielding fission factors were de-
termined for energies within ABBN nuclear constant set.

(self-indication, He proportional counter, fission chamber, 2 eV - 20 keV, time-of-flight, self-shiel-
ding and fission factors.]

Introduction

The group constants, average cross sections and
self shielding factors of U-235, U-238 and Pu-239 in

the resonance energy region are of great importance
for the fast reactor calculations. The evaluated data
are obtained using the results of measurements of neu-
tron cross sections and resonance parameters in the re-
solved energy region. When extrapolating the latter
to the unresolved energy region the errors occur due

to the measurement inaccuracy and due to the use of the

theoretical model approximation. Therefore,, direct me-
asurements are necessary for the varification of the

group constants and, especially, of the resonance self-
shielding factors. The present paper is devoted to this

problem. Here the fissible isotopes U-235 and Pu-239
were taken ans the object for investigation.

Method

Average cross sections and self-shielding factors
can be derived directly from the experimental neutron
transmission.

on

/ a(£)E(E)oiS
(1

)

Here < ^^''^'''^^is the neutron transmission averaged over
the spectrum G(E) and detector efficiency £(E) in
the energy range 4 E; (B ) is the total cross sec-
tion of nuclei under investigation, x is the sample
thickness, N^^ and 1^^,^ is the detector counting rate

with the sample on and off the neutron beam, respective-
ly. The expression (1) transforms into

/1£

AB ^

[2]

if the detector neutron registration efficiency is pro-
portional to the fission cross section (^(E). The
self-shielding factors of total and fission cross sec-

tions
^

6^t + s;
>

(3)

(4)

6/ + 6;
>

T^(x) was measured on the 1000 m
flight path with the ^He proportional counter. The
indication T^(x) - on the 59 m and 75

can be determined from the T(x) and T^(x) values. He-
re is the delution cross section representing the

total cross section for the other isotopes in the mix-
ture per an atom of Pu-239 or U-235.

Experiment

The resonance structure of neutron cross sections
of U-235 and Pu-239 was investigated in the Laboratory
of Neutron Physics (JINR). Transmission and self-indi-
cation measurements we carried out at the IBR-30 fast
pulse reactor using the time-of-flight spectrometer.
The transmission

^

self
flight paths

with fission chamber. In the former case the so-called
"reactor mode" was employed (pulse repetition rate 5 Hz

pulse width 70 mcsec), the latter used the linear ac-
celerator mode (100 Hz, k mcsec).

The samples were the metal discs from U-235 and
Pu-239 mm in diameter, tightly packed in stainless
steel jackets. A battery of ^He counters 2 was used
as the detector with a monotonious cross section func-
tion. The multilayer fast fission chambers were used

3
as the fissiog dedectors . The thickness of U-235 lay-
er was 2mg/cm , the total amount being 2 g for Pu-239
- 0.5 mg/cm^ and o.5 g, respectively. The fragments
registration efficiency in the U-235 chamber was 70%
and in the Pu-239 chamber - 50%. The transmission me-
asurements resolution was 100 nsec/m and self-in-
dication measurements resolution - 50 nsec/m. The
U-235 samples contained 10% of U-238. The correcti-
on for U-238 was calculated with parameters derived
from the U-238 transmission data. The background con-

sisted of the following components: counter's self-
background, the neutron background of the reactor beam
and scattered neutrons around the detector. The back-
ground was controlled in the process of measurement.

3
For He counters the first component was negligible,
while for the fission chamber it was rather large, i.e.

10% for uranium chamber and 18% for plutonium
at a neutron energy of 10 eV, the sample thickness be-

ing maximal

.

The time-depending reactor background (the second

and third components ) was measured in the open beam
and for each sample thickness by the resonance filter
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technique. Titanium, mongenese, tungsten, indium and
cadmium were used as the filters. Besides the backgro
und might be determined at the energies of'black" re-

sonances of U and Pu.

Results

The experimental transmissions T^(x) and self-

indications T^(xl for 8 U-235 and Pu-239 samples of

800 900 1000 1100 1200 1300 MOO 1500 1600

Fig.1. Time-of-flight spectrum for the He detecto
with resonance filters Mn, W on the neutron

r on the 1000 m flight path, channel width 32 mcsec
beam, Pu thickness 0.00823 atom/bn.

thickness ranging from 0.0013 to 0.17 atom/barn and from
0.0022 to 0.1234 atom/barn, respectively, after avera-
ging over the energy intervals adopted in the system of

1

constants ABBN are presented in tables 1 and 2.

The self-shielding factors of total and fission
cross sections obtained in the treatment of curves
T^(x) and T^(x) are presented in Tables 3 and 4.

For U-235 and Pu-239 isotopes the errors of the

100 200 300 400 500 600 700 BOO 90Q 1000 1100

Fig. 2. Time-of-flight spectrum for the Pu-239 fission
chamber on the 75 m flight path, channel width
2 mcsec.
a) Pu-239 off
b) Pu-239 0.00412 at/bn on

Fig. 2 show the time-of-flight spectra for fission
chambers in the open beam and for the plutonium sample
0.00412 atom/barn thick (plutonium self-indication me-
asurements). The deficit of neutrons with energies near
337 eV is observed due to the presence of resonance of
manganese present in the material of the neutron guide
shelters. Background as a function of channel numbers
was approximated on the computer by polynim and sub-
tracted from the experimental spectrum. The background
component in the open beam for the 3He detector was
found to be about 2 - 5 %, and 20 - 40 % for the ma-
ximal sample thickness. For fission chambers they va-
ried from 5-15 % in the open beam and up to 30 - 60%
for maximal sample thickness.

The final treatment of transmissions and self-in-
dications was carried out by both the least square me-
thod and maximum likelihood approach with the use of
the apriori information^ > 5 . The results are close.

f^ in the energy range 21.5 -self-shielding factors

1 keV are about 8 - 10 % and for energies below 1 keV
are about 5 - % for zero delution cross section. For
fission self-shielding factors f„ the errors are
about 5 % in the energy range 21.5 keV and about 3 - %
at energies below 1 keV. The uncertainty of factors f.

and f^ decreases with increasing The uncertain-

ty is mainly due to the uncertainty introduced by the

background subtraction procedure.
Statistical errors do not exceed 0.3 % in each

run of measurements. ^ „

It should be noted that in papers ' there repor-
ted the similar data on self-indication of Pu-239 and
U-235 in a narrow sample thickness interval (from

0. 00015 to 0.00756 atom/barn for Pu-239 and from 0.0036
to 0.049 atom/barn). In comparable ranges of neutron
energies and sample thicknesses the results of ^>''' are
in agreement with those of the present paper.

Figures 3,4 show self-shielding factors obtained
in our experiment, as well as some calculational esti-

mates : ABBN"! (version 1978, evaluated by Nikolaev e.a.,

f-factors data published in^°'
-

^ )
,UKNDL^,Kidman & Schen-

ter . The figures demonstrate a significant dispersion
of data.
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Table la. Neutron transmission for U-235 measured with the He detector.

No, E
n

_2
Sample thickness in 10 atom/barn

0 .257 0 386 1 .029 2 . 145 4.290 8 580 17. 160

1

1

10-21.5 keV 0 956 0 .923 0.862 0 .736 0.525 0 310 0.097
+0 Oil 0 022 0.015 0 .013 0.017 0 012 0.006

12 4.65-10 0 .954 0.919 0.840 0 .704 0.502 0 267 0.077
+0 009 0 023 0.009 0 .011 0.012 0 013 0.009

13 2. 15-4.65 0 947 0 904 0.801 0 .661 0.449 0 227 0.056
+0 009 0 025 0.015 0 ,011 0.012 0 013 0.002

14 1 .0-2.15 0 936 0 902 0.780 0 .624 0.392 0 187 0.040
+0 008 0 010 0.011 0 .010 0.008 0 008 0.003

15 465-1000 eV 0 918 0 879 0.746 0 .564 0.339 0 145 0.028
+0 Oil 0.017 0.019 0 016 0.018 0 006 0.002

16 215-465 0 904 0.848 0.704 0 .507 0.294 0 127 0.026
+0 012 0 015 0.019 0 014 0.012 0 005 0.002

17 100-215 0 890 0 826 0.659 0 456 0.240 0 101 0.016
+0 010 0 015 0.018 0 ,011 0.010 0 004 0.001

18 4.65-100 0 859 0 788 0,582 0 ,379 0. 192 0 076 0.012
+0 010 0 014 0.017 0 .011 0.009 0 003 0.001

19 21 .5-46.5 0 835 0 752 0.566 0 .369 0. 186 0 080 0.014
+0 010 0 015 0.016 0 Oil 0.007 0 003 0.001

20 10-21.5 0 819 0 739 0.550 0 .356 0. 164 0 062 0.006
+0 017 0 017 0.016 0 009 0.007 0 003 0.001

21 4.65-10 0 807 0 716 0.526 0 .342 0. 169 0.072 0.009
+0 018 0 016 0.016 0.008 0.007 0 003 0.001

22 2. 15-4.65 0 907 0 840 0.700 0 516 0.276 0 124 0.019
+0 010 0 017 0.019 0 ,013 0.010 0.006 0.001

Table lb. Transmission through the U-235 samples measured with fission chamber

No. E
n

Sample thickness in
_2

10 atom/barn

0 129 0 257 0 515 1 029 2 145 4,290 8.580

1

1

10-21.5 keV 0 980 0.932 0 836 0 858 0 723 0 514 0.297
+0 Oil 0 025 0 038 0 012 0 013 0 016 0.019

12 4.65-10 0 980 0 948 0 878 0 831 0 694 0 .479 0.233
+0 009 0 009 0 029 0 012 0 029 0 009 0.005

13 2. 15-4.65 0 966 0 944 0 870 0 791 0 658 0 407 0. 188

+0 010 0 006 0 023 0 012 0.027 0 009 0.008
14 1 .0-2.15 0 971 0 922 0 857 0 754 0 584 0 345 0. 152

+0 009 0 009 0 021 0 022 0 019 0 012 0.01

1

15 465-1000 eV 0 953 0 910 0 819 0 682 0 486 0 283 0.690
+0 009 0 009 0 020 0 021 0 009 0 012 0.005

16 215-465 0 933 0 871 0 .751 0 574 0 332 0 163 0.048
+0 009 0 010 0 018 0 016 0 017 0,012 0.004

17 100-215 0 919 0 858 0 706 0 516 0 267 0 121 0.043
+0 009 0 Oil 0 018 0 016 0 013 0,008 0.003

18 4.65-100 0 866 0 772 0 587 0 379 0 171 0.068 0.029
+0 009 0 012 0 014 0 012 0 008 0.004 0.002

19 21 .5-46.5 0 810 0 687 0 487 0 306 0 138 0 048 0.011
+0 008 0 012 0 012 0 009 0,007 0.003 0.001

20 10-21.5 0 697 0 552 0 385 0 257 0 135 0 047 0.012
+0 009 0 014 0 009 0 008 0 003 0 003 0.001

21 4.65-10 0 585 0 533 0 337 0 207 0 094 0.029 0.012
+0 010 0 o13 0 008 0 006 0 005 0 002 0.001

22 2. 15-465 0 910 0 848 0 726 0 556 0 349 0 143 0.073
+0 010 0 013 0 020 0 021 0 010 0.010 0.005
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Table 2a. Neutron Transmission for Pu-239 measured with the He detector

No. E
n

Sample thickness
_2

in 10 atom/barn

0.217 0.412 0.822 1 65 3 29 6.58 12.34

11 10-21.5 keV 0.969 0.923 0.831 0 800 0 594 0.391 0. 189
+0.022 0.023 0.023 0 015 0 018 0.063 0.063

12 4.65-10 0.969 0.907 0.811 0 756 0 520 0.358 0. 175
+0.022 0.027 0.019 0 018 0 013 0.018 0.019

13 2. 15-4.65 0.965 0.903 0.786 0 718 0 505 0.334 0. 149
+0.022 0.027 0.017 0 020 0 017 0.034 0.035

14 1.0-2.15 0.958 0.892 0.773 0 699 0 487 0.303 0. 139
+0.033 0.030 0.019 0 014 0 019 0.012 0.017

15 465-1000 eV 0.953 0.871 0.750 0 655 0 452 0.268 0.116
+0.011 0.026 0.019 0 013 0 015 0.018 0.018

16 215-465 0.917 0.812 0.683 0 561 0 376 0.202 0.086
+0.011 0.024 0.020 0 013 0 017 0.010 0.008

17 100-215 0.897 0.816 0.698 0 592 0 397 0.219 0. 101

+0.022 0.024 0.018 0 026 0 020 0.015 0.010
18 46.5-100 0.833 0.730 0.578 0 446 0.299 0. 150 0.045

+0.020 0.022 0.015 0 Oil 0 018 0.010 0.005
19 21 .5-46.5 0.901 0.835 0.728 0 659 0 510 0.334 0. 184

+0.020 0.025 0.016 0 017 0 029 0.014 0.014
20 10-21.5 0.774 0.670 0.520 0 397 0 282 0. 125 0.044

+0.025 0.020 0.011 0 010 0 013 0,012 0.008
21 4.65-10 0.906 0.837 0.720 0 627 0 472 0.241 0.092

+0.018 0.025 0.014 0 013 0.036 0.012 0.008

Table 2b. Neutron transmission for Pu-239 measured with plutonium fission chamber

Sample thickness in
_2

10 atom/barn
No. E

n

217 0 412 0.822 1 .65 3.29

11 10-21 .5 keV 0 .938 0 859 0.818 0,790 0,548
+0 030 0 028 0.043 0.020 0.050

12 4.65-10 0 951 0 848 0.782 0,703 0.512
+0 030 0 020 0.026 0,020 0.020

13 2. 15-4.65 0 900 0 868 0.738 0,628 0,500
+0 014 0 012 0.025 0.011 0,015

14 1 .0-2.15 0 896 0 825 0.736 0,617 0,471
+0 050 0 010 0.030 0.040 0,010

15 465-1000 eV 0 855 0 748 0.653 0.491 0.400
+0 060 0 010 0.015 0.010 0.004

16 215-465 0 766 0 635 0.526 0.358 0.212
+0 034 0 012 0.010 0.048 0.010

17 100-215 0 738 0 548 0.437 0.308 0.223
+0 034 0 010 0.017 0.030 0.060

18 46.5-100 0 538 0 385 0.284 0. 163 0,076
+0 024 0 020 0.010 0.015 0.004

19 21 .5-46.5 0 485 0.284 0.209 0. 166 0. 128

+0 022 0 014 0.025 0,018 0.017
20 10-21 .5 0 388 0 212 0.131 0.075 0.041

+0 016 0 010 0.030 0.008 0.003
21 4.65-10 0 454 0.297 0,356 0.202 0. 150

+0 020 0.010 0.010 0.016 0.008
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Table 3. Resonance self-shielding factors of U-235 total and fission cross sections

IvO .

n

f^( 6;

)

0 1 u 10^ 10^
1 u u 1 u 10^

1 u 1 'J

1 1 0 923 0.930 0.965 0.994 0 959 0.966 0.987 0.998
1 c. 1 u — n . u _J 0 882 0 .905 0.957 0 .995 0 931 0.949 0.984 0 998

H * up— £1 • 1 P 0 779 0.830 0.948 0.993 0 912 0.937 0.982 0.997
14 2.15-1 .0 0 734 0.772 0.907 0.987 0 883 0.907 0.968 0.995
15 1000-465 eV 0 606 0.700 0.825 0.953 0 740 0.817 0.945 0.992
16 465-215 0 545 0.592 0.812 0.972 0 622 0.696 0.887 0.989
17 215-100 0 507 0.545 0.759 0.961 0 624 0.679 0.861 0.979
18 100-46.5 0 377 0.407 0.633 0.933 0 530 0.584 0.796 0.966
19 46.5-21 .5 0 296 0.335 0.542 0.861 0 407 0.476 0.701 0.928
20 21 .5-10.0 0 269 0.290 0.406 0.705 0 409 0.450 0.609 0.860
21 10.0-4.65 0 270 0.332 0.489 0.832 0 344 0.379 0.559 0.838
22 4.65-2. 15 0 578 0.667 0.826 0.963 0 672 0.725 0.872 0.977

Table 4. Resonance self-shielding factors of Pu-239 total and fission cross sections

No. E
n

0 10 10^ 0 10 10^

1

1

21.5-10 keV 0 836 O.9I8 0.986 0.998 0 974 0.987 0.999 1 .000

12 10-4.65 0 785 0.880 0.978 0.998 0 872 0.928 0.986 0.998
13 4.65-2. 15 0 728 0.778 0.924 0.990 0 765 0.826 0.948 0.994
14 2.15-1 .0 0 598 0.650 0.858 0.981 0 688 0.758 0.920 0.990
15 1000-465 eV 0 386 0.475 0.696 0.909 0 598 0.676 0.831 0.460
16 465-215 0 361 0.450 0.716 0.909 0 541 0.605 0.757 0.927
17 215-100 0 269 0.300 0.521 0.829 0 435 0.485 0.664 0.888
18 100-46.5 0 165 0. 190 0.357 0.672 0 300 0.360 0.658 0.835
19 46.5-21 .5 0 162 0. 184 0.304 0.660 0 235 0.260 0.399 0.778
20 21 .5-10 0 124 0. 134 0.229 0.609 0 167 0. 199 0.366 0.757
21 10-4.65 0 224 0.233 0.303 0.605 0 198 0.225 0.367 0.736

697



TOTAL-NEUTRON CROSS SECTIONS OF HEAVY NUCLEI
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ABSTRACT

Total-neutron cross sections of the heavy and actinide nuclei ^^^Ta, i^'Au, 2^2Th,

233u, 235u^ 23BU, 239pu 2^0p^^ ^q^q measured from 30 keV to 4.8 MeV. The experi-

mental procedures emphasized a high consistency of the measured data. Systematic un-

certainties, excluding those associated with sample masses, were XO.5% and statisti-

cal uncertainties were typically £1.0%. At low energies attention was given to reson-

ance self-shieldinq effects. The experimental results are in good agreement with

232Th, 233y 238u jata previously reported from this laboratory and at higher ener-

gies with the comparable values reported by Foster and Glasgow^, excepting ^^'^Pu

which was not studied in the latter work. The measured total-cross-sections were in-

terpreted in terms of a spherical optical model and a deformed coupled-channels model.

[Total neutron cross section, 0.03-4.8 MeV, isija, i^^^n, ^^^Ih, ^^^U, ^^^U, 238u, 239pu, 240p(j.]

INTRODUCTION

The measurement of total -neutron cross sections

is a straight forward task using conventional trans-

mission techniques that are inherently self normali-

zing and employ relatively simple equipment. This

is particularly so when, as in the present work,

energy-averaged cross sections are determined. In the

latter cases the total cross sections are deduced from

the energy-average transmission of neutrons through

the sample,

<T> = <exp(-na(E) )>. (1)

However, fine energy-dependent structure may be pres-
ent and then the average transmission yields the
average cross section, <o>, only to the extent that
the exponential of Eq. 1 can be approximated by the
linear term, l-no{E), at all energies. This implies

samples that are sufficiently thin so that na(E)
<<1 at all energies.

In view of the simplicity of techniques involved,

it is surprising that large discrepancies and/or

omissions persist in total -neutron-cross-section
data.^'^ The situation is further complicated by the
frequent and erroneous interpretation of reported ex-
perimental total -neutron cross sections as "true"

average total -neutron cross sections, <o>, when they
are often "effective" average cross sections, ^eff'
obtained at room temperature for a specific sample
thickness via the inversion of Eq. 1; i.e.,

Vf = 4 <T>-

An improved knowledge of total -neutron cross sections
of heavy nuclei is desirable for a number of techno-
logical reasons. Such data are the essential envelope
of evaluated data sets to which the individual partial
cross sections must conform. The potential accuracy
of total -neutron cross sections often can guide the
evaluation of partial cross sections. The total-neu-
tron cross section is often one of the most unambigu-
ous model-calculable quantities (e.g., using the op-
tional model) and thus its precise provision can guide
the choice of models essential for the extrapolation
and interpolation of measured data in the actinide
region where radioactivity and/or sample problems make
explicit measurements difficult or even impossible.

It was the objective of the present work to provide
accurate and internally consistent total -neutron cross
sections in the heavy and actinide region and to ex-

amine their systematics and the model implications.

MEASUREMENT TECHNIQUES AND METHODS

The measurements consisted of the determination
of the average transmission of a collimated neutron
beam through the heavy-nuclide samples. All the
measurements employed fast-neutron time-of-fl ight
techniques at the Argonne National Laboratory Fast
Neutron Generator (FNG) in one of two modes. In the
"monoenergetic" mode velocity spectra were interpreted
to define the primary source and control background
with the incident-neutron energy and resolution de-
fined by the neutron source. In the second "pseudo-
white" mode the incident neutron energy and resolu-
tion was determined from the measured neutron flight
times and flight paths using a pseudo-white neutron
source. In both modes the ^Li(p,n) ^Be reaction pro-

vided the pulsed neutron source with proton bursts of
~ In sec at a repetition rate of 2MHz (monoener-
getic) or 0.5 MHz (white). The monoenergetic mode was
employed from 200 keV-to 4.8 MeV with incident-

neutron energy spreads of 40-120 keV. At lower ener-
gies the white mode was used with a pseudo-white
source-energy spread of x 250 keV.

A shield and collimator placed about the neutron
source defined a neutron beam at a zero-degree reac-
tion angle having a diameter in the range x 0.5 -

1.0 cm.

The Ta, Au, Th, 233^, 235u, 238u, 239pij and 240pu
measurement samples were all right-circular metallic
cylinders with densities ranging from 0.067 at/b (Th)

to 0.100 at/b (Ta). The actinide samples were iso-
topically enriched to between 93.18% (23bu) and
99.76% (233U). The Ta, Au, Th and 238u (i.e., u)

samples were elemental. Highly active samples were
canned in 0.025 cm thick stainless steel shells.
Chemical inpurities were negligible. During measure-
ment periods the samples were placed ~ 160 cm from
the neutron source, on the collimated beam axis and

with neutrons incident on the cylinder bases.

Seven samples and a void (or empty can) were
mounted on an eight position wheel which rotated at
~ 3 rpm in a stepping manner alternately placing
samples and void in the neutron beam. Eight time-of-
fl ight spectra were obtained correlated with the
sample and void positions of the wheel. Thus the
cumulative spectra were a sum of a large number of

individual short measurements made in rapid sequence.
As a consequence any fluctuations of the source in-
tensity were averaged out thus avoiding the conven-
tional source monitor employed in the more usual
sample-in, sample-out measurement technique. A number
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of samples were referenced to the same void position,

thereby increasing the efficiency of the system by

nearly 50% relative to the usual "in-out" method.

Since the samples see essentially identical source

configurations improved measurement consistency can be

expected.

A hydrogenous scintillation detector was used at

energies above ~ 1 MeV.^ The detector was placed
~ 780 cm from the source and associated pulse-shape-

sensitive circuitry reduced the i-ray sensitivity. At

lower neutron energies, and extending up to 2 MeV,

a "Black Neutron Detector" (BNO)"* was used. This de-

vice has a high low-energy efficiency with neutron de-

tection down to s; 10 keV. However, statistical and

background considerations set a lower-energy limit of

30-40 keV in the present measurements. A random-event

pulser, time correlated with the pulsed-neutron

source, was added to the detector signal.^ This test

pulse clearly determined the dead-time perturbations

of the entire measurement system. These were usually

< 1% and rarely exceeded 2%.

Data acquisition and processing was with an on-

line computer system.^ This system not only proper-

ly correlated samples and detector response but also

processed the incoming information in "real time" so

as to provide continuously updated total -cross-sec-

tion results. This procedure not only improved the

experimental efficiency but also provided for a con-

tinual monitoring of experimental progress.

Generally, measurements were made in two sample

sets with Th, U and a carbon-reference sample common

to both sets. Each set contained a void or empty

stainless-steel container position, as appropriate,

for the determination of the primary beam intensity.

The carbon-reference sample provided a verification

of system performance and established the energy

scale and energy resolution using well known carbon

resonances.' The carbon total cross sections result-
ing from the present measurements generally agreed

with those of ENDF/B-V to within x 0.5%.' Energy

calibrations for the lower-energy "white" spectrum
measurements were established by observation of well

known neutron resonances in iron.^

DATA CORRECTIONS

Corrections associated with neutron inscattering,
transmission through collimator walls and transmiss-
ion through the air of the void, and for the isotopic
composition of the samples were considered and found
negligible. However, resonance self-shielding in the
unresolved resonance region was a major concern. The
samples were relatively large, therefore, the uncor-
rected experimental result is the effective, Ogff,
total -neutron cross section for the particular sample
thickness at a nominal temperature of 293°K. The
problem of resonance self-shielding in the unresolved
resonance region is well known in the interpretation
of neutron capture-cross-section measurements and is

usually considered together with neutron-scattering
perturbations. Analytical approximations for such
corrections have been described by Schmitt,^
Dresner, 3 and Macklin.i" Similar corrections using
Monte-Carlo techniques have been applied by Bogard and
Semler,ii Miller and Poenitz^^ and Froehner.i^ De-
tailed self-shielding attention has not been widely
given to total -neutron cross sections despite the fact
that the self-shielding effects can be large as illu-
strated, for example, in the context of structural
materials, by Smith et al.^'* In the structural region
a few very-high resolution results are available from
which to determine quantitative self-shielding cor-
rections. In the mass-energy region of the present
work such high-resolution data does not exist and
approximations used at lower energies^"!^ are not

generally applicable. Simple model estimates indicate

that self-shielding perturbations in the present con-
text may exceed the experimental uncertainties even

above 200 keV. The situation is illustrated by the

2^yu example of Fig. 1. The potential cross section
obtained from the hard-sphere model with l<A, for

example used by Froehner,^^ exceeds the total neutron
cross section above -450 keV.The self-shielding
effect should be sensitive to the differences between

total and potential cross sections; i.e., to the fluc-

tuating cross section, and is thus underestimated.
Calculations using restricted angular momenta, i<2.,

e.g. ^Miller and Poenitzi^) and reactor codes (e.g.,

MC^ )are not much better as they tend to under-
estimate the potential scattering by only small
amounts.

For the present work a Monte-Carlo self-shield-

ing code was developed. It is based upon the single-

level Breit-Wigner formulation of the resonances and

a potential cross section derived from the optical

model

.
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Fig. 1. Comparison of measured and calculated neutron

total and potential-scattering cross sections of ^'^^U

as discussed in Sec. Ill of the text.

The cross section is expressed as

1

'tot

where

1+X2 + ''pot

(2)

% - ^n/r- °^ = 4^^' X = 2(E-E^)/r.

Averaging over many resonances yields

2Tr 9j

tot 4

Using the relationship

+ o
pot'

2Tgir„
(|n|2),

D,

(3)

(4)
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with n = 6"'^''°' between the resonance parameters and
the complex optical model phase shift, 6, as derived
by Moldauer^*' one obtains

°pot = "f ^ i '"(^-"^^^ = °tot ^ -? (5)

where T = 1- |n|2 is the optical model transmission
coefficient. The potential cross section derived from
Eq. 5 is compared with measured and calculational val-
ues in Fig. 1.

Eqs. 4 and 5 were used to determine resonance
parameters and potential cross sections for use in
Eq. 1. Level spacings were calculated from the
Fermi-gas model level density formula

p(E,J) = C . (2J+1) exp - (^^^ exp (2V^) (6)

where C is the constant for normalization to experi-
mental values in the low eV range. The spin-cut-off
factor, o, and temperature constant, a, are discussed
in the literature (e.g., see Refs. 17-19). A Wigner
distribution was assumed for the level spacings and a

Porter-Thomas distribution for the width fluctuation.
An optical potential with a volume-imaginary term was
used with parameters adjusted to give good representa-
tions of the total cross sections in the 20-300 keV
range and of the low-energy potential scattering cross
section. The calculation was inclusive of up to four
inelastic scattering channels. Doppler broadening was
taken into account using the eb and x functions of Ref.
20 in Eq. 1 instead of 1/(1+X^) and 2X/(1+X2) terms.

The resulting calculated self-shielding correct-
ions were small for 2i3u and 235u (<i% above 40 keV),
of intermediate size for 2i9pu, 24opu (<3_5%
above 40 keV), and substantial for U, Au and Ta
(<7-14% above 40 keV). The present correction for Au
agrees very well in the 40-50 keV range with the re-
sults of calculations by Schneider and Froehner2i for
samples of similar thickness. The present results are
also in good agreement with the sample-thickness de-
pendence of transmissions of neutrons through Ta ob-
served by Byoun and Block. 22

RESULTS AND ANALYSIS

The results of the present measurements are out-
lined in Fig. 2. These values are corrected for self-
shielding and these corrections, as noted above, can
be substantial in some cases. Therefore these cor-
rection factors are a matter of continuing experimen-
tal and calculational study. The statistical uncer-
tainties in the measured cross sections are typically
1% for Ta, Au, Th, 233u, 236u and U above 100 keV and
2% for 239pu and 24opu and for all samples below 100
keV. Uncertainties due to sample densities were esti-
mated to be 0.5-1.0% excepting 2'topu where the meas-
ured density was 78% that of the 239pu sample. The
measured density of the ^^^Pu sample was believed
known to 1% but it was not possible to destroy the
sample to verify its homogenity.

The present results are in very good agreement
with U and 23 ay values and in resonable agreement
with Th results recently measured at this
Laboratory. 23 > 3, 2 Extensive comparisons with
other previously reported values are not possible
here. However, comparisons with the data of Foster
and Glasgow^ are of particular interest as these pre-
viously-reported results include all but one of the
present samples, appear internally consistent and the
energy range extends from well within that of the pre-
sent measurements to much higher energies of particu-
lar interest from the point of view of model deriva-

tions. The Foster and Glasgow data are also shown in
Fig. 2. In these comparisons averages of the results
of Ref. 1 are used consisting of ten values at the
lower energies, decreasing to four at the highest
energies. The agreement between the two sets of data
for Au, 23du, 236U, U and 239pu is generally good,
e.g., better than 1%, in the medium-range of overlap.
There is some tendency for the data of Ref. 1 to be
slightly lower at low energies and the present values
tend to scatter more at their higher-energy extreme.
The Ta and Th results of Ref. 1 appear to differ in
normalization from those of the present work by

-1-3%.

It is well known that a deformed optical model is
more suitable for the description of many features of
the neutron interaction with strongly deformed targets
than is the simple spherical optical model. This is
expected to be true of the representation of the
total-neutron cross section although that cross sec-
tion is not as sensitive to the details of the inter-
action as some of the partial cross sections. It has
been shown, e.g., by Glasgow and Foster, 24 that glo-
bal-spherical-optical potentials are not particularly
suitable for describing the total -neutron cross sec-
tions in regions of strong deformation. Much improved
descriptions in these regions have been obtained using
couupled-channels models, e.g., Zuffi,25 Madland and
Young. 26

Seven of the eight nuclei studied in the present
work are strongly deformed with similar deformations,

6, varying from 0.248(Th) to 0.287(233u).27 a model
suitable for the description of the relevant total-
neutron cross sections was sought based upon the pre-
sent measured data, extended to higher energies using
the results of Foster and Glasgow^; i.e., the data
base shown in Fig. 2. Initially, spherical -optical

-

model parameters were chosen by a simultaneous fit to
the experimental total -neutron cross sections of Ta,
23 3U. 23bu, u and 23ypu. The resulting potential
parameters are given in Table I. The total -neutron
cross sections of the remaining three nuclei were
then calculated in a straightforward manner using the
derived potential parameters. The spherical -potential
parameters of Table I are rather conventional. The
absorption is somewhat outside the mean real radius as
often suggested2B and the magnitude of the parameters
are similar to those frequently reported in the
literature. An exception is the rather narrow and
deep surface absorption term but its effective
strength, W*a, is again relatively conventional.
The results obtained with this spherical potential,
shown in Figs. 2 and 3, are in good agreement with the
measured values excepting those for Au. The latter
exception is expected as the spherical potential is a

parameterization of total -neutron cross sections in a

deformed nuclear region and should not be suitable for
the spherical exception, Au.

Recently, Guenther, et al.,29 have deduced a

coupled-channels model for the description of the neu-
tron interaction with 23«u giving particular attention
to neutron scattering processes. This model was used
to calculate total -neutron cross sections of Th and
2'*"Pu including the consideration of deformation with
the results shown in Figs. 2 and 3.^" Fig. 3 also
shows a 2'*upu result obtained with the coupled-chan-
nels model of LaGrange and Jary.^i The description
of the total -neutron cross sections obtained with the
coupled-channels model is marginally better than that
obtained with the above simple spherical optical
parameterization. The coupled-channels model is far
more suitable when dealing with some of the partial-n
eutron-reaction channels (particularly scattering)29
and consideration of these same partial reaction
channels might well alter the above choice of a
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NEUTRON ENERGY,MEV
FIGURE 2.

Measured and calculated total -neutron cross sec-
tions of Ta, Au, Th, 233^^ 235y^ u, 239pu g^d
2'*°Pu. The present measured values are indicated
by circular data points, those of Ref. 1 by star-

shaped data points. Curves indicated the results

of spherical and deformed optical -model calcula-
tions as outlined in Sec. IV of the text.
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spherical parameterization. In addition, a properly
chosen coupled-channels model has the desirable capa-
bility of concurrently treating both spherical nuclei
and nuclei of various deformation not a characteristic
of the spherical parameterization as illustrated by

the above Au total -neutron cross sections.

TABLE I. Spherical -Optical-Potential Parameters^

Real Potential

V = 45.308 -0.100 E(MeV)-24.0 (N-Z)/A, MeV

1/3
R = 1.285 A +0.3,F

a = 0.467 .

F

Imaginary Potential''

W = 26.245+0.427 E(MeV)-12.0 (N-Z)/A, MeV

1/3
R = 1.403 A +0.3,F

a = 0.131 .F

Spin-orbit Potential*^

Vgj^=7.0, MeV

Underlined quantities were determined from
fitting procedures.

Saxon form.

"Saxon derivative form,

j
Thomas form.

1 1 1 1 1 1 1 1 II 1 II 1 1 1 1 1 1 1

"^-
-̂o-

^^^^
FU-240 -'I'-*

© PRES. ZtP._ o kaeffeler
sp. qp. i^dd. cal

2 coup. chan. cmc.— « lagkas'ge:. jart

1 1 M 1 1 1 1 1 i MINI 1 1 1 1

NEUTRON ENERGY,MEV

Fig. 3. Measured and calculated total-neutron cross

sections of 2'+°Pu. The present measured values are

indicated by circular data points. Other symbols and

the curve denote the results of calculations as

described in Sec. IV of the text.

The present experimental results give new defini-
tion to the total -neutron cross sections in a techno-

logically important mass-energy region with particular

attention to measurement accuracy, consistency of

measured values and the effect of often ignored and

frequently substantial self-shielding corrections.

The result is a precise total -neutron cross section

data base that should bring improved accuracies to

important evaluations and better definition to the-

oretical models.
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Total Cross Section of
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Various evaluations of the neutron cross sections of 21*2 py lead to widely different predictions of bulk
neutronics properties such as critical mass. These evaluations also show rather different behavior of the energy
dependence of the total cross section. We have measured the total cross section of 2'*2py from 0.7 to 170 MeV to

a statistical accuracy of -0.5% below 6 MeV, using 8 g of high purity material and the WNR pulsed neutron
facility. Recent evaluations by Madland and Young and by Lagrange and Jary are found to be reasonably
consistent with the data obtained. Best agreement, however, is found by using the simple prescription

242,
The remarkable accuracy of this description for Pu suggests that it could be extended to other deformed
actinides for which inadequate amounts of material exist for direct measurements of in the MeV region, as an
evaluation constraint.

242
[ Pu (n,n), total cross section, 0.7 to 170 MeV]

Introduction

The problem of nuclear data evaluation for trans-
plutonium isotopes is difficult because the experi-
mental data are in most cases limited or nonexistent.
The evaluator relies on optical and statistical model
calculations, the parameters for which are obtained by
extrapolation from those of the more common fissionable
materials, or as universal best fits. Frequently, such
extrapolations are done subjectively and can lead to
markedly different evaluated data sets. The situation
that existed for 2'*^ p^ior to 1978 is perhaps typi-
cal. There were several evaluations in existence at
that time: 1) Dunford and Alter ^ carried out calcula-
tions for the ENDF/B system in 1967; this was the basis
of ENDF/B IV. 2) The 1973 evaluation by Caner and
Yftah^ was incorporated into the Karlsruhe KEDAK evalu-
ation. 3) Another U.S. evaluation was that of
Howerton, 2 done in 1976 for the Lawrence Livermore
system ENDL. 4) A third U.S. effort was that of Mann
and Schenter'^of the Hanford Engineering Development
Laboratory (HEDL) for the preliminary (1977) version of
the special actinide file for ENDF/B. 5) Finally, in
1977, Lagrange^ carried out an evaluation of ^'*^Pu at
Bruy§res-le-Chatel. Certain of these evaluations
showed large differences in some of the partial cross
sections, in particular, in the inelastic scattering
and the use of a continuum distribution rather than
discrete levels for the final states. Such differences
in treatment have little effect when the amount of
^"•^Pu present in the system is dilute, but they can
lead to pronounced effects in properties of bulk mate-
rial. Calculation^ of the critical mass for three of
these evaluations gave 58, 1 70, and 73 kg for
ENDF/B-IV, ENDL, and HEDL-77, respectively. In 1978,
two additional evaluations of ^'^^Pu became available, by
Madland and Young for ENDF/B-V, also known as LASL-78
and by Lagrange and Jary. ^ These evaluations represent-
ed a substantial improvement over the earlier work, but
they too did not agree in detail. The range of ^'+2 p^
total cross section values produced by various evalua-
tions is shown in Fig. 1. Again, it is the optical mod-
el parameterization that appears to be responsible for
the difference. Lagrange's general approach^ to obtain-
ing optical-model parameters may be of interest. He
requires parameters to fit three sets of measurements:
1) total cross sections, 2) s- and p-wave strength
functions at low energies, and 3) angular distributions
of elastic plus inelastic scattering to the lowest
states. For ^'^^Pu, the required data did not exist.

*Work performed under auspices of U.S. Dept. of Energy.

Pu TOTAL CROSS SECTION

LASL-78

O HEDL - 78

• ENDL -76

001 01 10 100
NEUTRON ENERGY (MeV)

242
Fig. 1. Comparison of evaluated Pu total cross
sections from 10 to 20 KeV.

In order to provide an evaluation constraint for

the cross sections of ^''^Pu, we undertook to measure
the total cross section at WNR, a pulsed neutron time-

of-flight facility that produces spallation neutrons by

using pulses of 800-MeV protons from LAMPF.

Experimental Summary

Experimental conditions for the measurement are

summarized in Table I. Details of the measurement
technique are described in a separate contribution to
this conference^", so that only items particular to the

^"^^Pu measurement will be covered here. The sample was
a 15-mm-long, 6-mm-D cylinder of ^"^^Pu metal whose
isotopic composition is given in Table II.

The sample thickness was determined by measuring
the density and average diameter; the cylinder had been
broken from a longer cylinder such that its length was
not uniform and did not lend itself to an accurate
measurement. The density was determined by weighing
the sample in air and in bromobenzene ,

C^H^Br, whose
density was calibrated by comparing it to that of
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Table I. Experimental conditions for the
cross section measurement at WNR

242
Pu total

Repetition rate

Flight path

Target

Proton pulse width

Neutron pulse width

Channel width

Overall resolution

Sample temperature

Sample thickness

Sample diameter

Beam diameter at sample

Detector

Beam intensity variation

Micropulse contamination

Data collection time

1250 to 1500 pulses/sec

31.78 m

Water-cooled Ta, no moderator

0.16 ns

~ 1 .5 ns

1 ns

~ 1 .8 ns or 60 ps/m

~ 300 K (ambient)

0.0760 X 10^^ atoms/cm^

6.08 mm

5.08 mm

10 cm D X 5 cm NE-110

12-15%

0-4%

67 hours

distilled water at a known temperature. The density of
the

21*2
Pu metal cylinder was determined to be 19.885

g/cm^, which can be taken as evidence that there had
been no significant nonuniformities introduced in the
chill-casting preparation of the cylinder. The average
diameter was determined by using micrometer calipers,
after carefully filing off the casting ridges. We
assign a conservative estimate of ^% as the systematic

uncertainty associated with the sample thickness deter-
mination.

The sample was contained in a copper can whose end
windows had a total thickness of 0.0130 x 10^'*

collimator with a Ta rod that was 180 mm long. Samples
were cycled at 10 to 20 minute intervals; data
collection time for the ^'*^Pu sample and its blank,
including backgrounds, amounted to 67 hours in three
separate runs over a three-week period. Data were
collected in four pulse-height windows, using detector
bias settings for recoil protons ranging from 300 keV
to 4 MeV. For neutron energies above 25 MeV, only the
highest bias data were used; at lower energies, data in

all four pulse-height windows were summed. The 23

and carbon reference samples gave satisfactory
agreement (within 1$) with measurements by Schwartz et

al.^'- and Auchampaugh et al.,12 respectively.

The data obtained were box-averaged in bins rang-
ing from 5 to 99 one ns time channels; the energies
listed in Table III correspond to that of the center
channel in the box average. The data are plotted in

Fig. 2; the solid curve drawn through the data below 20
MeV is not an eyeguide but our simple prescription of
calculating the total cross section for ^'^^Pu. This

was done before the data had been processed and is

discussed in the next section.

Theoretical Estimate of for ^'^'^?u

It is well known that the 1-20 MeV total cross

sections of all the actinide nuclei show very nearly

the same features: a size resonance in the region of
4 MeV, and another about 20 MeV. The positions and

widths of these resonances depend only weakly on
deformation, on nucleon number, on whether the nucleons
are paired, etc. The best-known total cross sections

are probably those of ^35^^ 238u^ and 239py. ^he

ENDF/B-IV evaluations for these three are based
primarily on measurements by Schwartz et al. If all

four of the actinides under consideration here (i.e.,

2'*2pu plus the "big three") are rigidly deformed, then

an adequate description of the total cross section of
2'*2pu should be given by using that of ^^^U and

correcting for the extra four nucleons by adding the
239py_235y total cross section difference. We assume

carried out by using a matched blank copper can with
window thickness of 0.0129 x 10^"* atoms/ cm^. The
sample, and reference samples of ^^^U metal and natural
carbon, were placed in a sample changer between two
102-mm-long collimators of depleted uranium, having a

circular aperture of 5.08 mm diameter. The positioning
of the sample was checked by ^^Co radiography prior to
the measurement. Backgrounds were typically l§ss than
^% and were measured by plugging the U post

Table II. Plutonium isotopic composition of cast
electrorefined ^"^^Pu metal.

(Casting 242-1 , 141 g Pu)

Pu Mass No. Atom %

236 < 3 x 10"^

238

239

240

241 < 0.002

242 99.91

(a) Radiochemical analysis

(b) Mass spectrometer analysis

0.00043

0.082

0.011

:a)

(b)

(b)

9b)

a^(2'*2pu) , o^(238u) ^ [a^(239pu) a.|,(235u)] (1)

This description gives the solid curve plotted in Fig.

2; the data from which it was generated were taken from
ENDF/B-IV.

02

^^^Pu Present Results

cr-r

05 2 0 5 0 10 0 20.0

ENERGY (MeV)

500 100 0 2000

Fig. 2. Present results for the total cross section

of 2'+2pu, The solid line was obtained from equation 1

using ENDF/B-IV data.
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It may be noted that if the deformation or any
other variable affecting the shape and magnitude of the
total cross section vary in such a way that a first-
order Taylor's series expansion in A is an adequate
description in this region of A and Z, then we also
expect Eq . 1 to give an accurate representation. For
example, let us use the varlable-moment-of-lnertia
(VMI) modell3'l'* to estimate the change in deformation
for the 2'42pu_238u difference, and for the 239pu_2 35u
difference. Using the data from the current Nuclear
Data Sheets for these four iso topes, ^^"1^ we can cal-
culate the parameters I. the moment of inertia for the
nonrotating system, and C, the stiffness parameter of
the VMI model, for various common bands. One finds
that in going from ^BSy to ^'^^Pu, 1 increases by
5 +. 1?, whereas in going from '^^^U to ^^'^?u, 1
increases by 7.3 +1.6$. While the uncertainties are
overlapping, the analysis based on the VMI model
suggests that the deformation correction contained in
the 239py_235[j cross section difference may be slightly
too large. This is, however, not substantiated by the
data of Fig. 2. In the region of 1.5 MeV, the smooth
curve of Eq. 1 is very slightly but systematically
above the measured data, and from 2.5 to 3 MeV the
smooth curve is slightly below the measurements. The

implication is that the observed size resonance near k

MeV is slightly wider than the predicted shape, and
that the actual ^'^^Pu nucleus is perhaps slightly more
deformed than Eq . 1 would suggest. The prescription
given by Eq . 1 is, however, remarkably accurate for
"^^Pu. The value of chi-square for this fit is nearly

a factor of 10 lower than that for the best of the
^'*^PU evaluations.^'^ We suggest that the prescription
could usefully be extended to other actinide total
cross sections, as an evaluation constraint. Using
these ^''^Pu data and the correction obtained from the
239pu_235u difference gives the total cross sections
for 2'^^Cm; using the ^^P\i evaluation as the initial
values would give data for ^'^^Cm, etc. Careful
measurements on a few relatively abundant heavy
nuclides could provide total cross section data useful
for evaluation work between 1 and 100 MeV for
essentially all the transactinide isotopes of Interest
to various applied programs.

Acknowledgments

The authors especially acknowledge the efforts of

Clayton L. Olsen, who performed the measurements of
sample thickness and density, and of R. D. Ryder and
the WNR opeations staff for the extra effort they put
forth during data collection. Thanks are also due to
D. G. Madland, Ch. Lagrange, and P. G. Young for

illuminating discussions, and for a critical reading of
the manuscript.

212
Table III. Energy dependence of the total cross section of Pu. The listed

energies are those of the center channels of the bins over which a box average
was performed. Cross section uncertainties listed are those due to counting
statistics; a conservatively estimated IJ systematic uncertainty should be

combined quadratically

.

Energy ^ Energy Energy 6a^

(MeV) (bl (b^ (MeV) ( b) (b) (MeV) (b) (b)

0.676 8 12 0.05 5.51 7.51 0 01 29.1 5.76 0.12

0.726 7 91 0.01 5.80 7.37 0 05 30.8 5.68 0.12

0.783 7 78 0.01 6.08 7.27 0 05 32.2 5.61 0.12

0.84U 7 58 0.03 6.31 7.08 0 05 33.7 5.16 0.12

0.908 7 18 0.03 6.51 7.01 0 05 35.3 5.01 0.12

0.975 7 31 0.03 6.79 6.96 0 05 37.1 5.23 0.12

1 .041 7 28 0.03 7.06 6.76 0 05 39.0 1.77 0.12
1.111 7 21 0.03 7.35 6.68 0 05 10.8 1.83 0.11

1 . 182 7 16 0.03 7.66 6.60 0 05 12.5 1.81 0.11

1 .256 7 15 0.03 7.98 6.11 0 05 11.3 5.03 0.11

1.332 7 15 0.03 8.33 6.37 0 05 16.2 1.70 0.11

1 .mo 7 08 0.03 8.70 6.21 0 06 18.3 1.51 0.11
1 .1)92 7 11 0.03 9.10 6.22 0 05 50.5 1.83 0.15
1.576 7 17 0.03 9.52 6.09 0 06 52.8 1.58 0.15
1.665 7 23 0.03 9.95 6.03 0 06 55.1 1.65 0.11

1.758 7 25 0.03 10.37 5.90 0 06 58.1 1.71 0.15
1.855 7 29 0.03 20.83 5.99 0 06 60.6 1.96 0.18
1.956 7 10 0.03 11.31 5.86 0 06 62.8 5.15 0.18

2.06 7 53 0.03 11.83 5.88 0 06 65.1 1.86 0.18

2.17 7 56 0.03 12.39 5.90 0 06 67.6 5.15 0.18

2.28 7 61 0.03 12.98 6.00 0 07 70.2 5.12 0.18

2.39 7 67 0.03 13.62 6.10 0 07 73.0 5.11 0.18
2.50 7 75 0.03 11.31 5.90 0 07 76.0 5.10 0.19
2.62 7 81 0.03 11.95 5.98 0 08 79.2 5.37 0.18
2.71 7 89 0.03 15.53 6.00 0 08 82.5 5.12 0.18

2.86 7 .95 0.03 16.11 6.08 0 .08 86.1 5.21 0.20

2.98 7 .95 0.03 16.79 6.12 0 .08 89.1 5.65 0.19
3.10 7 .99 0.03 17.17 6.13 0 08 91.1 5.29 0.20
3.22 8 .01 0.03 18.21 6.39 0 .09 98.5 1.90 0.21

3.35 8 .06 0.03 18.98 6.17 0 .08 103.3 5.12 0.22

3.19 3 .10 0.03 19.82 6.11 0 .08 108.1 5.02 0.21

3.61 8 .02 0.03 20.6 6.01 0 .09 111.0 1.57 0.23

3. 79 8.08 0 03 21.1 6 21 0 09 120.0 5.07 0.25
3 96 8.08 0 03 22.2 6 27 0 09 126.6 5.09 0.26
1 11 8.05 0 03 23.1 6 13 0 09 133.7 1.16 0.29

1 33 8.03 0 03 21.0 6 33 0 10 111.5 1.31 0.31
1 53 7.91 0 03 21.9 6 31 0 10 150.1 1.28 0.33
1 75 7.85 0 03 26.0 6 25 0 12 159.5 1.61 0.35
1 98 7.76 0 03 27.0 5 91 0 12 170.0 3.57 0.11
5 21 7.56 0 .03 28.2 5 75 0 12
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Neutron total cross section measurements have been performed on a sample of 249Qf (5.55 mg

total weight) using the ORELA as a source of pulsed neutrons. The sample, whose inverse thick-

ness was 1542 barns/atom, consisted of 85.3% 249(;f 14.4% 2495^ and was cooled to liquid

nitrogen temperature. Analyses were also made of data from a thin sample (1/N = 17430) of 65%
249cf in the region of the large fission resonance at 0.7 eV. Fifty-five resonances in 249cf

were observed and analyzed over the energy range 0.1 eV to 90 eV using an R-matrix multilevel

formalism. The resonance parameters obtained have been used to determine the level spacing

and the s-wave neutron and fission strength functions. Thermal total cross section measure-

ments have also been performed.

[249(;f^ neutron total cross section, 0.01-90 eV, Eg, level spacing, strength function,

fission, multilevel analysis]

Introduction

The calculation of actinide production and deple-
tion in reactors is dependent upon accurate cross sec-

tion and decay data for nuclides in the reactor pro-

duction chain. The production chain precursor to the

californium isotopes through both neutron capture and

3-decay is 249Bk. Although the effects of 249cf in

the production chain are usually quite small because
of the large 249Bk capture cross section, they are

significant to the extent of the decay. Since
both 249Bk (T1/2 = 320 ± 6d)l and its decay daughter
249cf {Ji/2 = 351 ± 2y)l are highly radioactive and

available in only milligram quantities, measurements
on these isotopes are difficult. Though studies of

249cf with low energy neutrons is of practical impor-

tance in thermal reactor considerations, they may pro-

vide important information concerning systematic
trends in fission properties and trends associated
with the magic neutron number (152) of the (249cf + p)

system. The only reported study^ of this system below
13 eV found a strong resonance at 0.071 eV with a fis-

sion cross section of 5400 b and a total width of 160

meV which accounted for 85% of the resonance integral

.

The most comprehensive study of the (249cf + p) system
above 16 eV is that of Silbert,-^ from which 43 reso-

nances were identified and parametrized to obtain neu-

tron and fission resonance parameters. Due to the

nature of the nuclear explosion technique, data were
not obtained below 16 eV. The present study repre-
sents the first attempt to exploit high resolution
total cross section measurements in the investigation
of neutron and fission properties of

Experimental Procedure

The present measurements were performed at seven-
teen and twenty-nine month intervals subsequent to

initial measurements^ performed on a 98% ^^%k sample.
Sample composition and characteristics are presented
in Table I.

Table I. Sample characateri sties and experimental
conditions for transmission measurements of 249cf.

Sample Total Flight Rep. Burst
Thickness Weight Path Rate width
(b/atom) % Cf % Bk (mg) (m) (PPS) (nsec)

1542 85.3 14.4 5.65 18 1000 40

17430 68.0 31.9 0.50 18 350 40

Samples were cooled with liquid nitrogen to reduce
Doppler broadening of the resonances (which is greater
than the instrumental resolution below 100 eV). Sam-
ple thicknesses were determined through measurement of

the internal diameter of the sample holders and

through precise measurement^ of the ^^"^Cf content.
Data collection and processing have been described
previously in Reference 6. Background corrected
transmission data were used to calculate total neutron
cross sections which were then parameterized using the

multilevel R-matrix least-squares search program,
MULTI,^ which corrects for resolution and Doppler-
broadening.

Results

The neutron total cross section of 249cf over the

energy range 0.1-90 eV is shown in Figure 1 together
with theoretical results from MULTI. In running the

program, the data were analyzed in segments to obtain
approximate estimates for the resonance parameters and

these were used as initial estimates for the combined
spectrum. The radiative width Ty was held fixed

throughout the analysis at 30 meV. All other parame-

ters (Eq, Tp, Tp) were varied to obtain the best fit.
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Table II. Resonance parameters for the n + 249cf reac-

tion from the present study and two earlier studies.

Energy a
a b

h

(eV) 2qrn (meV) Tp (meV) 2grn (meV) Tf (meV)

0.070 0.85 2 127 3 0.741 119

3.88 0.133 5 46 3 0.115 45

5.07 0.319 6 145 6 0.268 154

7.51 0.059 11 62 12 0.063 83

8.65 0.136 10 125 12 0.115 146

9.51 0.471 9 119 5 0.362 97

10.36 0.080 10 173 40 0.078 252

11.88 0.015 5 35 34 0.037 242

13.52 0.231 28 161 30

0.403

-

205

13.71 0.284 30 198 30

16.03 0.235 30 366 60 0.159 325

16.79 0.495 20 185 10 0.420 163

17.51 0.017 8 30 20 (0.004) (400)
18.95 0.10 6 <50

19.8^ 0.04 1 110 82

21.32 1.76 5 164 7 1.73 17 150 15

21.65 0.35 7 122 30 0.39 4 140 14

22.8 0.2 1 2. 4 12

23.41 0.18 4 225 50 0,13 1 106 11

26.0 0.29 4 423 70 0.31 3 320 32

27.64 0.09 2 44 20 0.15 2 75 26

28.15 0.30 2 70 10 0.77 23 15 5

28.7 0.07 7 200 100 (0.01) (500)

30.37 0.06 3 51 40 0.15 5 28 14

31.0 0.22 4 300 60 .42 8 480 96

31.5 0.22 4 200 60 0.15 3 200 40

33.39 0.21 4 326 90 0.29 3 300 30

34.9 .15 5 40 20

36.35 0.41 4 97 10 1.0 4 50 30

37.11 0.46 10 149 50 0.65 13 130 91

37.56 0.19 7 290 150 (0.1) (20)

38.1 0.15 15 200 100 (0.08) (400)
39.88 0.37 5 169 30 0.41 8 220 110

40.30 0.55 4 222 30 0.52 11 110 33

42.7 0.043 9 130 65

43.09 0.041 3 100 100 0.056 11 100 50

45.78 0.38 4 95 15 0.58 35 55 33

46.6 0.072 14 150 90
47.70 0.10 3 500 50 0.32 16 70 53

48.50 0.52 6 324 50 0.44 5 170 17

51.63 0.32 10 357 100 0.24 10 300 225

52.23 1.26 6 132 12 1.15 17 87 17

54.02 0.59 5 465 90 0.65 7 490 50

56.0 0.41 8 230 173
56.28 0.63 10 475 200
56.4 .49 10 45 34

57.7 0.71 10 638 120 0.60 6 450 45
58.8 0.20 7 190 80 0.51 13 10 3

59.4 0.48 15 260 78

60.8 (0.05) (1000)
61.1 0.26 13 711 300
64.2 0.08 8 1035 1000
65.9 0.74 8 242 50 0.83 9 440 44
69.5 0.12 12 60 68 0.07 1 210 32
74.6 0.12 15 1166 1000
75.5 0.16 10 130 100
77.4 0.21 15 605 400
78.7 0.06 6 44 80

79.7 0.37 10 149 40

81.5 0.24 10 40 30

85.2 0.35 15 490 200

86.6 0.03 10 150 300

88.0 0.42 10 188 50

89.8 0.05 36 10 40

Fig. 1. Total neutron cross section for 249cf. The
solid line is the result of a least squares fit
using the program MULTI.

^present work
^due to Dabbs below 17 eV; due to Silbert above 17 eV.
cin our notation 0.85 2 e 0.85 ± 0.02, etc.
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A total of 55 resonances were included in the search

in addition to "dummy" resonances at -100 and 200 eV

which were necessary to fit the high background. The

spin factor g was set to 1/2 and both spin states (4"

and 5") were treated identically. In most instances,

where overlap occurred, contributions due to

were calculated with previously determined fixed para-

meters. The results are presented in Table II along

with those of two previous fission cross section mea-

surements. The present results are in substantial

agreement with Dabbs, et al.2 with the exception of the

level at 11.88 eV. The level reported by Dabbs at

13.63 was interpreted by the present study to be a

doublet. Sixteen of the resonances we report have not

been previously reported. We found insufficient sta-

tistical evidence for eight of the resonances reported

in the Silbert study which is more sensitive to the

detection of small fission resonances.

0 18 36 54 72 90

ENERGY (eV)

Fig. 2. Cumulative plot of the number of resonan-
ces vs. neutron energy for ^^^Cf . The straight
line includes a 25% correction for missed resonan-

ces up to 62 eV.

We have plotted in Figure 2 the cumulative number
of resonances observed versus the neutron energy.
After a correction^ (amounting to 25%) for missed
resonances up to 62 eV, we obtain a value of 1.22 +

0.12 eV for the observed level spacing <D>. This
result is in good agreement with that reported by

Silbert.

.0100

10-0 20.0 30.0 *0-0 SOO 60-0 70-0 80.0 90.0 1

ENERGY(eV)

Fig. 3. Cumulative histogram of the reduced neu-

tron width vs. neutron energy for ^^^Cf. The line

is a least squares fit to the histogram.

The s-wave neutron strength function, So=<r°>/<D>,
was determined from the slope of a plot of the cumu-
lative sum of reduced neutron widths versus neutron
energy as shown in Figure 3, and represents the

strength per spin state. This value is presented in

Table III in addition to other neutron and fission
parameters from the present work and that of Silbert.

Table III. Comparison of various
neutron and fission parameters.

Present Work Silbert

<D> 1.22±0.12 1.07±0.12 eV

^n> 0.260 meV 0.33 meV
<rp> 0.202 eV 0.22 eV

So (1.06±0.22)xl0-4 (1.45±0.31)xl0-4

^n 1.1+0.2 1.3+0.2

^F 3.2±0.5 2.9±0.5

The average reduced neutron width <rf,> was deter-
mined from the observed strength function (per spin

state) and the above expression for Sq. The average
fission width was calculated from the sum of observed
fission widths up to 62 eV divided by the number of

resonances observed to that energy. The effective
number of degrees of freedom for the neutron and

fission channels has been calculated from the

expression

_ 2<rx>2
^

<r/>-<rx>2

and by the method of maximum likelihood. ^ The results
in Table III represent averages of the two values thus

obtained. As can be seen the agreement is good for

each of the parameters.
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Fig. 4. Distribution of reduced neutron widths for

249cf. The Porter-Thomas distribution assumes 13

missed resonances.

The distribution of reduced neutron widths is pre-

sented in Figure 4. The best agreement of the data

with the Porter-Thomas distribution was obtained for

the case of thirteen missed resonances. This is cor-

roborated by the fact that Silbert reports five missed
resonances, based upon the distribution of observed
level spacings when compared to the Wigner distribu-

tion, and we miss eight of those reported by Silbert.

The same value was also obtained in making the correc-
tion for missed levels.

0.25

0.20

o
0.15 —

o

0.10 —

).05

Since the distribution of fission widths is not

expected to correspond to the Porter-Thomas distribu-
tion, we have treated them differently. In Figure 5

we have plotted the fraction of -the fission resonan-
ces, observed up to 62 eV, whose rat-io, rp/<rp>, falls
in the ranges indicated. Plotted on this distribution
are distributions corresponding to two and three
degrees of freedom. If emphasis is placed upon the

lower ranges, where the uncertainties in fission
widths are smaller, we might interpret the result to

be in agreement with the value for Vp given in Table
III.

Summary

We have reported sixteen previously unobserved
levels up to 90 eV. The uncertainties in reduced

neutron widths have been reduced in the energy range

below 60 eV. The high background between resonances
is still under investigation. When this is under-

stood, resonance integral results will be reported^
together with results from thermal cross section
measurement analyses.
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INTERCOI-PARISCN CF COUPLED CHANNEL AND SPHErtlCAL CPTICAL MODELS IN THE ANALYSIS CF THCRIUM NEUTRCN CR CSS-SECTIOIlS

Spherical Optical Model

Local Potential

S.B. Garg, Amar Sinha and V.K. Shukla
Bhafcha Atomic Research Centre

Trombay, Bombay 400 065, India

A comparison has been made of local, nonlocal and deformed optical models in the prediction of neutron
cross- sections of Coupled channel study makes use of the adiabatic approximation and local and nonlocal
optical model par8m*»ters have teen extracf^d by making use of the measured total and elastic scattering cross-
sections.

C Th (n,n), total and inelastic cross-sections, 1-20 MeV, optical model analysis, local, nonlocal and
coupled channel descriptions . ^

Introduction

Thorium is an important fertile element v^ich
leads to the production of fissile 233u ytien irradia-
ted with neutrons. It is, therefore, imperative that
its nuclear cross-sections should be known with pre-
cise accuracy to determine the nuclear character!--

sties of all those systems which make use of thorium.
But the status of its measured cross- sections in the
energy range 0.5 MeV to 20 MeV is not yet fully
satisfactory. There is insufficient information
about elastic and inelastic scattering cross- sections
above 2.0 MeV and no measurements exist above 15 Me7.

In order to fill this void and to interpolate the

data in the measured energy range with an appropriate
nuclear reaction model this investigation has been
undertaken as a part of the IAEA/NDS sponsored co-
ordinated research programme on the Intercomparison
of Evaluation of Actinide Neutron Nuclear Data.

232
Th is a deformed nucleus with a well defined

ground state rotational band consisting of six exci-
ted states. Besides these rotational states a few |&

and Y vibrational states are liable to be excited.

All these states can be accounted in the evaluation
of total, elastic and inelastic excitation cross-

sections by means of a generalized deformed optical
model potential as suggested by Tamura^. But the
computer time involved in these calculations is pro-

hibitively large. Because of this over- riding con-

sideration investigations have been carried out using

the other approaches of local and nonlocal spherical

optical modd. and the adiabatic approximation based

coupled channel model.

Evaluation of Measured Cross-Sections

2
Evaluations have been done of measured total

and elastic scattering cross-sections-^ by taking into
account their experimental uncor-tainties in order to

use them as inputs for the extraction of good local

and nonlocal optical model parameters. Evaluation of
the measured total cross-sections covers the energy

range 100 ke7 to 15 MeV and that of elastic cross-

sections is given in the range 0.3 MeV to 2.0 MeV. The

evaluated and recommended total cross- sections are

given in Fig. 1.

Formulation . Local optical model potential with
Wbods-Saxon form of the real part, derivative Wbods-

Saxon form of the imaginary part and Thomas-Fermi
form of the spin orbit part has been tdopted in the

calculations. The potential and these various forma

are given belowj

4v

where

50

A^

(3)

(4)

(5)

Parameters . The parameters Vq , ^-[f-, a, W, Tj^, b,

^^~T"r~~and a_p have been extracted using the
measured evaluated total and elastic scattering
cross- section data by searching on them to yield the
minimun value of x*^ The following two sets of

parameters have been obtaineds

(a) Energy range 1.0 MeV <1 ^ 2.0 Me7

Vo
a

b
r 30

46.529 MeV,

0.757 F
,

0.479 F
,

1.1766 F ,

•so

3so

(b)

Evaluated and kecoimenoed cuf>vE

i
"'^

i

Fig1 Total cross - section vs energy tor '"jh

Energy range 2.0 MeV "C

Vo - 43.789 MeV,

a - 0.765 F , W
rw - 1.1236 F , b

V30 - 6.524 MeV,

Sso - 0.758 F

Nonlocal Potential

so

1.1595 F
- 8.15 MeV, r^, =1.0323F,
. 5.524 MeV
- 0.758 F

^ ^20.0 MeV

- 1.2271 F

-15.509 MeV
- 0.490 F

- 1.1842 F

,13
Formulation. Nonlocal optical model potential with

the following Gaussian Kernel has been used in this

analysis .
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v*iere p is a nonlocal parameter and ^ " ^'^^/s .

Function ^ ) la a finite polynomial in ( l/^ )
'

P arameters . We have used the paraneters of Engel-
brecht and Fiedeldey^ in the energy range 3.0 MeV to
20.0 MeV except for ^o-and vihich we have scanned
to reproduce a close agreonent between the measured
and calculated total cross- sections. These parameters
ares

7o
W
Vso
^so

68.64 MeV,

42,43 MeV,
8.0 MeV,
0.758 F,

^30

1.22 F ,

1.04 F
,

1.217 F,

0.85

0.61
0.417

In the energy range 1.0 MeV to 2,0 MeV a search
has been performed on Vq, r,;^ , W and r^ and the
following values have been obtained}

66.210 MeV,

31.284 MeV,
ror 1.195 F

0.944 F

parities of the discrete states are given in Table I.
The starred states constitute the ground state rota-
tional band .

232
TABLE I . Energy Level Scheme for Th •:

Energy (MeV)i Energr (MeV) i

0.0'
0.05*
0.1624*
0.334*
0.5578*
0.7301
0,7741

0"
2*

4*
6*
8*
0*

2+

0.7852.
0.8281
0.873
1.023
1. 045

1.095
1.1388

2*

lb*
4*
6*
1"
3"

12*

The measured and calculated total cross- sections
in the energy range 1.0 MeV to 15.0 MeV are given in

Table II.

Table 11. Comparison of Measured and Evaluated Total
Cross-Section (Barns) of ^S^Th

Deformed Optical Model

Formulation . The deformed optical model with adi aba-

tic approximation has been used in the calculations.
The potential is given by

7)

where f ( A, ), g ( h-) and h ( /l-) have the same
forms as given in (2), (3) and (4) respectively. But
Hy aid RW

Rv

R
Vo

^Vto

are redefined ass

Parameters. Two sets of parameters given by Fasoli
et al5 ^nd Guenther et al^ have been examined and
bas^d on the analysis of Garg? the parameters of
Fasbli et al have been selected. These paraneters
which were originally used upto 8.5 MeV have been
adopted in the energy range extending upto 20 MeV. The
paTemeters ares

P2

48.412.

3.0 .

0.25
A^O- »

0.47

0.963 E
0.25 E -

1^4 - 0.0,

0.036

6.75/ ^
'so

1.25 F, a -

6.5

«30

MeV
MeV
MeV

- 0.65 F,

Analysis

The local and nonlocal optical model parameters
have been scanned vith CRAPCOT^ code using measured
total and elastic scattering cross-sections as the

fitting parameters. The reaction cross-section has

been split into compound elastic and thirteen dis-

crete level excitation co.Tponents using the Hauser-
Feshbach^ statistical theory with ABACUSlO code.

These various conponents have been corrected to

account for other exit reaction channels such as

Capture, fission, (n,2n) and (n,3n). The coupled

channel calculations have been performed with ADAPEH

code based on adiabatic approximation which couples

all the six excited states of the ground state rota-

tional band. The excitation energies, spins and

1 1 ' ^ ' 1

Energy, Mea-
,
Ad-De- t Local i Nonlo-i M^ « i IWI

(MeV), sured, formed » i cal i M i M i M
.M . D 'L iN ^ % i % X %

1.0

1.5
2.0
3.0
4.0
5.0
6.0
7.0
8.0
9.0
lO.O
11.0
12.0
13.0
14.0
15.0

6.910
6.822
7.122

7.679
7.741
7.416
6.930
6.453
6.070
5.810
5.661
5.597
5.590
5.623
5.684
5.746

6.979
7.733

7.679
7.742

7.452
6.993
6.530
6.137
5.852
5.694
5.644
5.653
5.679
5.697
5.696

6.808
6.796
7.174
7.800
7.644
7.269
6.821
6.457
6.190
5.961
5.788
5.676
5.626
5.615
5.631
5.665

6.687
6.759
7.140
7.426

7.468
7.28
6.952
6.618
6.270

5.961
5.73
5.602

5.536
5.528
5.555

5.613

2.30
2.96

0.0

0.01
0.48
0.91
1.19
1.10
0.72
0.58
0.84

1.13

1.0
0.23

0.87

1.47
0.38
0.73

1.58

1.25

1.98
1.57
0.06
1.98

2.60
2.24
1.41
0.64
0.14
0.93

1.41

3.22

0.92
0.25

3.29

3.53
1.83
0.32
2.56
3.29

2.60
1.22

0.09
0.97

1.69
2.27
2.31

It is apparent from this Table that the adiabatic
coupled channel theory closely reproduces the measured
total cross- sections within ]?S from 3 MeV to 15 MeV of
neutron incident energies. Upto 2 MeV of neutron ener-
gies the measured and calculated cross- sections devi-
ate upto 3^. The local and nonlocal optical models
also reproduce the total cross-section reasonably -/rtU,

the maximum deviation being 3.5^. The predictions of
these three models vary anongst themselves upto 2.5SC

or less. These deviations are within the experimental
errors. Beyond 15 MeV measuranents do not exist and
this evaluation serves to extrapolate these data upto
20 MeV. The evaluated total cross- sections in the
energy range 16 MeV to 20 MeV are given in Table III.

TABLE III. Evaluated Total Crqss-Sectioas (Barns)
of 232Th

j
—.

Energy | Ad. Deformed
(MeV)

I
D

I

J
16.0 5.676
17.0 5.640
18.0 5.573

5.706
5.753
5.802

5.681
5.751
5.845

D,L D-N

D D

% %

0.53 0.09
2.00 1.97
4.11 4.88
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_ TABLE III

Energy! Ad. Deformed
(MeV) I D

(Continued)

Loc al
L

Nonlocal
N

D-L

D

D-N

D

%

19.0
20.0

5.492
5.402

5.852
5.899

5.870
5.915

6.55
9.20

6.88
9.50

It is seen from this Table that at l8 MeV and be-

yond these cross- section 3 deviate from to 9.5^.
This difference is of little significance in fission
reactors since the fraction of neutrons in this energy

range is insignificantly anall. Fig. 2 depicts the
measured and calculated total cross- sections.

i

Fra i Predicled inetaslir

Ftq.2 Kteasured versus pi-ettkrlgd tolol cross- sections basgd on local. nonlocal and
delormed opltcol models

There, are no reliable measurements of elastic
scattering cross- sections beyond 2 MeV and thus the
model based cross- sections are to be used in all
applications. These evaluated cross- sections are
shown in Fig. 3.

5

FiO 3 Fln5l,r rr

It is seen from this Figure that the local and
nonlocal potentials produce higher elastic scattering
cross- section 3 than the deformed potential over most
of the energy range. The nonlocal calculation
varies from 0.^ to 9^ and the local calculation
varies from ]^ to 36^ vAien conpared with the deformed
one.

The discrete level excitation cross-sections and
angular distributions of the elastically and inelas-
tically scattered neutrons have also been calculated
but are not given here for want of space. The in-
elastic cross- sections are shown in Fig.4.

In this Figure curve 1 is produced ty direct

excitation of ground state rotational band with cou-

pled channel theory and curve 2 is the result of sta-

tistical theory. The bulk of direct excitation cross-

section comes from the excitation of first state of

the rotational band. At 1 MeV of neutron incident
energy statistical calculation gives excitation cross-

sections of the first two states well within the
experimental errors of the measured valuesl^. The
measured and calcjlated cross- sections ere given in
Table IV.

TABLE IV. Level Excitation Cross-Sections of 1 M«v
for 232Th

Level Energy, Measured cross-sec-, Calculated cross-

(MeV)
, tion (barns) ,

section (barns)

0.05 1.23 + 0.10 1.16

0.1624 0.50 0.20 0.33

The Calculated total, elastic, inelastic and
level excitation cross- sections show similar trends
as given ty Meadov* et al-^ in a recent evaluation.

The sensitivity of calculated cross-sections to

deformation paraneter has also been examined in the

coupled channel theory. It has been noticed that a

reduction in this paraneter raises the elastic cross-
section and lowers the total cross- section. An in-
crease in this parameter produces the opposite effect
i.e. the elastic cross- section is reduced and the

total cross- section is increased but th^se fluctua-
tions are only marginal and can be igiored. However,
the level excitations are found to be very sensitive
to deformation parameter.

Conclusions

It has been shov^i in this paper that the local
spherical optical model can provide a good descrip-
tion of the deformed nuclide 232Th. More accurate
parameters can still be extracted by putting in mea-
sured angular distribution, level excitation and

elastic scattering cross-section data. The reliable
information about th^se data is still lacidjig in !ihe

literature.

The nonlocal and deformed optical model para-
meter search is costly and time consuming. These
models may be sparingly used for the extrapolation or
interpolation of the data in those energy regions
\^ere the measurements are lacking.
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SIMULTANEOUS EVALUATION OF THE NUCLEAR DATA FOR HEAVY NUCLIDES
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The nuclear data of ^^^U, ^^®U, ^^^Pu, ^""Pu, and ^"^^Pu were simultaneously
evaluated in the energy range of 100 eV to 20 MeV by using recent experimental data
and theoretical calculations for Japanese Evaluated Nuclear Data Library-Version 2

(JENDL-2) . The optical potential parameters were so searched for that the total
cross sections of these heavy nuclides were well reproduced with simple systematics.

[JENDL-2, nuclear data, fission cross section, simultaneous evaluation, consistency,
absolute measurement, relative measurement, optical potential parameter]

Introduction

Japanese Evaluated Nuclear Data Library-

Version 1 (JENDL-1) '^ has been used in Japan
since 1977 as the first standard domestic
library. Through experiences of its usage, it

2)
has been pointed out that the fission rate
ratio of Pu to ^^^U was underestimated from
the view point of integral experiments. On
the other hand, many new experimental data not
taken into account in JENDL-1 evaluation were
presented in 1976 at NEANDC/NEACRP Specialists
Meeting on Fast Neutron Fission Cross Sections
of ^'^U, ^3=U, 2^«U, and ^^^Pu.

In view of these facts, reevaluation was
made on the nuclear data of ^^^U, ^^^U, ^^^Pu,
^''"Pu, and ^"^^Pu for JENDL-2. In this work,
a special care was paid for evaluating the
fission cross section of ^^^u so that the
consistency could be kept between the relative
and absolute measurements for the other heavy
nuclides.

The other cross sections of the above
five nuclides were also reevaluated by using
the experimental data and theoretical
calculations in keeping with modification of
the fission cross sections. In relation to
these reevaluation, the optical potential
parameters were so searched for that the
experimental data of total cross sections for
the above five nuclides were well reproduced
by the calculations with simple systematics.
In reevaluation of number of prompt neutron
per fission, the evaluated data compiled in
JENDL-1 were renormalized using the current
weighted average value of ^^^Cf, ^^^v =

3.756."*'

Simultaneous Evaluation of
the Fission Cross Sections

Procedure

Discrepancies are considerably large
even among recent measured data, for example,
they exceed 10% in keV and MeV regions for

the fission cross section of ^^^U. In selecting
the most reliable data among such discrepant
ones, we must consider the consistency with
the other nuclides. Thus, simultaneous
evaluation method was adopted in the present
work. The procedure is as follows:

1. Preliminary values on the fission cross
section of ^^^U were obtained on the basis
of the recent experimental data.

2. The cross sections of the other nuclides
were deduced from the ratio data to fission
cross section of ^^^U by using the pre-
liminary data mentioned above. The deduced
data were compared with the absolute
measurements for each nuclide.
Requirements were derived for modification
on the fission cross section of ^'^U if
there exist some discrepancies between the
deduced and absolute data.

3. The fission cross section of ^^^U was
reevaluated by taking account of the
requirements from the other nuclides

.

The data obtained by the procedure
mentioned above were examined through the
benchmark tests with the integral measure-
ments. The final results were determined by
taking account of the results of these tests
as well as the present status of the micro-
scopic data.

Evaluation of Each Nuclide

^^^U : Most of the recent experimental data
published after 1975 show systematically low
values below 1 MeV compared with the previous
data adopted in JENDL-1 evaluation. This
tendency of the recent data was taken into
account in the present work with the requests
from the other nuclides. The fission cross
section of ^^^U was determined on the basis of

4)5)
the data by Perez et al. ' , and Szabo and

6

)

Marquette in the energy range of 100 eV to

150 keV, the data by Szabo and Marquette^ ^

,

Poenitz^V^) , and White^^ in the energy range
of 150 keV to 2.5 MeV, and the data by Barton
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10) ,11) in theet al.""' and Czirr and Sidhu
energy range of 2.5 to 20 MeV. The results
of evaluation were generally consistent with
the requests from the other nuclides in the
whole energy range. However, there were
large differences between the requests from
^^^Pu and ^'*^Pu in the energy range of 600 to
800 keV. In this case, the request from
^^'Pu was adopted taking account of the
importance of ^'^Pu in fast reactor
calculation. In this simultaneous evaluation,
the fission cross section of ^^^U in JENDL-1
was increased by maximum 4.5% in the energy
ranges of 25 to 150 keV, 1.5 to 4.0 MeV, and
10 to 20 MeV, and decreased by maximum 1.5%
in the energy ranges of 150 to 600 keV and
4.5 to 5.5 MeV. The results of evaluation
are shown in Fig.s 1 and 2, and compared with
JENDL-1, ENDF/B-IV, and the recent experi-
mental data.

3.0

Z8

2.6

cr,

(bams)

2.f-

2.2-

2.0

1.8

1.6

235

U(n,f)

Fig,

Jo_ a 70

En i^eV)

1 Fission cross section of ^^^U in the
energy range of 10 to 110 keV.

U : The fission cross sections were
evaluated on the basis of the data of

Difilippo et al 12)

14)
Behrens and Carlson

,15) ,16)

13)

Nordborg et al."' , and Meadows"^"^'
> ---^ i

^ which
were renormalized with the values of fission
cross section for ^'^u evaluated in the
present work. The evaluated results near 14
MeV agree well with the absolute measurements

at 13.9 and 14.6 MeV by Cance and Grenier"^^^
within the errors.

The evaluated values of the capture

Fig. 2 Fission cross section of ^^^U in the
energy range of 100 keV to 1.1 MeV.

cross sections were determined mainly from
18)the measurements of Poenitz

19) 20)
Panitkin and

21)Sherman""', Moxon

Menlove and Poenitz'^''' . Fig. 3 shows the

, Fricke et al.""^', and
22)

evaluated curve and the experimental data
including the others also. We selected the
data measured recently which agreed well with
each other. They were measured as being
independent of the cross sections for the
other heavy nuclides. The data renormalized
with the fission cross section of ^^^U
distribute around the evaluated curve not
being biassed.

f Iff'
• Frlclii(1970)

• l4oJion<l971)

dt S«u>sur*(l9T3)

RyvMn973)
• f>v)ttkin(l9T5)

I ToUUko«CtB76)

fl«ooffn«l<z*d d«U
o Po«nltz|l9T0)

Ch*lnohov(t972)

Un<kw(l9Te)

Fig. 3 Neutron capture cross section of
^^®U. Solid curve shows the present
result obtained by simultaneous
evaluation with fission cross section
of 'U

^^^Pu : The fission cross section of ^^'Pu
was evaluated on the basis of the following
absolute and relative data. As the absolute
measurements , the data by Kari and

Cierjacks
24)

23)

al."^', and Gayther
putting higher weights

Cance and Grenier
25

17) Gwin et

were adopted with
As the ratio

measurements, the data by Carlson and

Bahrens
261

Meadows
.17)

27) Kari and Cierjacks
28)

Cance and Grenier"^ '

' , and Fursov et al

.

were adopted with putting higher weights

.

The relative data were derived by

23)
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multiplying the ratio measurements by the
evaluated fission cross sections of U.

The original data by Gayther are
normalized using the evaluated value 1.6775 b

29

)

by Sowerby et al. in the energy range from
10 to 30 keV. In the present work, they were
renormalized using the current averaged value
1.760 b. The renormalized data are in good
agreement with the data by Gwin et al.. The
ratio data by Kari and Cierjacks are
considerably low compared with other data.
This is due to the low norroalization value
1.09 at 14 MeV. Therefore, they were also
renormalized using the averaged value 1.130
based on the experimental data around 14 MeV.
As the results of evaluation, the relative
data distribute between the high and low
values of the absolute measurements. The
results are shown in Fig.s 4 and 5.

Fig

,

NEUTRON ENERGY (MEV)

Fission cross section ratio of ^^'Pu
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Fission cross section of Pu.

'Pu : Many measurements of the fission
cross section ratios have been reported
recently. In the energy range of 9 keV to
20 MeV, the evaluated values of the fission
ratio relative to ^^^U were obtained by
smoothing the recent experimental ratio data,
and the fission cross section for ^'*°Pu was
obtained by multiplying the 'U fission
cross section evaluated in the present work,

The fission ratio evaluation was made

mainly on the data of Wisshak and Kappeler

in the energy range of 9 to 55 keV, on the
31)data of Behrens et al. in the energy range

of 55 keV to 6 MeV and on the data of
32

)

Cierjacks in the energy range of 6 to 20
MeV. In the low energy range of 1 to 9 keV,
the energy dependence curve of the cross
section was determined using the data of Byers

et al
33)

and the data of Migneco and
34)

Theobald . Then, the fission cross section
in the low energy range was obtained by
normalizing the curve to the cross section
value in the energy range of 9 to 50 keV.

3.0

a

IS

'Pu FISSION

KARI ( '78, absolute )

• PRESENT EVALUATION

JENOL 1

En (MeV)

Fig. 6 Fission cross section of ^''"Pu

^'*^Pu : In the unresolved resonance region
below 30 keV the cross sections were evaluated
by averaging the absolute measurement with
putting higher weights to newer data. In the
energy region of 30 keV to 1 MeV, the
evaluation was made on the basis of recent
relative measurements of Kappeler and

Pfletschinger35)

37)
Behrens and Carlson36) and

Fursov et al . which agreed fairly well with
each other. The absolute measurements of

38)
Szabo et al. are lower than the data
deduced from those relative measurements by
multiplying the present fission cross section
of U. The high value of the fission cross
section of ^'^U were determined mainly by the
requirements of consistency to the fission
cross section of ^^^Pu. Thus there remains
some inconsistency between the absolute and
deduced data in ^ Pu. The results of
evaluation are shown in Fig. 7.

Systematics of Optical Potential Parameter

To estimate some of the cross sections
of which experimental data are not available
presently, the statistical model calculations

39)were performed with the code CASTHY

30)

Physically, i

all the phenomena
with the spherical
deformed nuclides
it is known as a f

cal potential Tuode
the neutron cross
For the present es

t is difficult to explain
of neutron induced reactions
potential model for the
such as U and Pu. However,
act that the simple spheri-
1 can predict some trends of
sections of these nuclides,
timation, the spherical
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Fig. 7 Fission cross section of ^'*^Pu in the
energy range of 100 keV to 2 MeV.
The present result is shown by a
thick solid curve.

potential model was adopted for simplicity,
and effort was made to obtain the optimum
potential parameter set. The potential
parameters were determined to reproduce the
experimental total cross section and s-wave
and p-wave strength functions of Th, U and
Pu. Also the attention was paid on the
relation between the calculated compound
nucleus formation cross section and the non-
elastic cross section which was evaluated on
the basis of the experimental data. After
studying the effects of each parameter on the
cross sections and the strength functions,
the following parameter set was determined.

Real potential well depth (Woods-Saxon)

:

V=V„ - 0.05 E MeV, (E in MeV)
0 n n

Imaginary potential well depth
(derivative Woods-Saxon)

:

W =6.5 + 0.15 E MeV
s n

Spin-Orbit force (Thomas-Fermi)

:

V =7.0 MeV
so

Diffuseness:
a(real) = a(imag.) = a (spin-orbit)

=0.47 fm
Nuclear radius parameter:

r^ (real) =rQ (spin-orbit) =1 . 32 fm

r^ (imag. )=1.38 fm

In this set, only the parameter Vq

varies from nucleus to nucleus, and has
tendency to decrease with increasing the mass
of target nucleus (see Table 1) . To empha-
size p-wave absorption, the nuclear radius
parameter of the imaginary potential is set
larger than that of the real potential.
Though the dependence of the parameters on
the incident neutron energy En is very
simple, the calculated total cross sections
using the parameters agree well with the
experimental values in the whole energy range
of fast neutrons up to 20 MeV, as is shown in
Fig. 8.

In Table 1 strength functions calculated
with the parameters are compared with the
values given in BNL-325 (3rd Ed.) for some
nuclides of Th, U and Pu. Values of the

parameter V„ are also listed in Table 1.

5 - a HENKEL ( ' 54)

Present Calculation

0 I I I J I J

10"' 10"^ 10"' 1.0 p 10
En ("sVj

Fig. 8 Total cross section of ^^®U. The
solid curve represents the calculated
cross section with the present
parameters (Vq=41.0 MeV)

Table I. Real potential well depth parameter
Vp, and strength functions.

Strength function (in lO"")

Nuclide ^0 Calculated BNL- 325

(MeV) ^0 ^1 ^0 ^1

2 3 2 ^^ 41.5 0.87 1.66 0.84+0.08 1.6±0 . 2
2 3 5 u 40.9 0.95 1.57 0.92±0.1 1.8±0. 3
2 3 8 ^ 41.0 0.83 1.75 1.1±0.1 1.7±0. 3
2 3 9p^ 40.8 0.85 1.71 1.3+0.1 2.3±0. 4

^""PU 40 .6 0.88 1.67 0.94±0.09
^"Pu 40.0 1.03 1.49 0.99±0.14

En = 2.0 MeV En = 4 .0 MeV

SCATTERING ANGLE ( LAB.DEG. )

Fig. 9 Differential elastic scattering cross
section of ^^®U.
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Fig. 9 shows the comparison of the
calculated and experimental values of the
differential scattering cross section of
^^^U. The solid curve represents the calcu-
lated cross section with the present
parameter set (Vq = 41.0 MeV) . As a whole,

good agreements were obtained between the
experimental values and the calculated values
using the parameters. But there remain some
problems in the results of the calculation
using the parameters. For ^^^Pu, the
calculated strength functions are somewhat
smaller than the experimental values, and
the calculated compound nucleus formation
cross sections seem to be also somewhat small
for fissile nuclides. As an example of the
results of the CASTPTY calculation. Fig. 10
shows the capture cross section of ^

'* Pu
along with experimental data.

10

1.0 -

lo-"

10"'

"°Pu CAPTURE

HOCKENBURY ('72)

WESTON ( 77 )

WISSHAK( -78)

W!3SHAK( -79)

• PRESENT CALCULATION

10-3 10-2 10-' 1.0 En (MeV) 1°

Fig. 10 Capture cross section of ^'*°Pu.
The solid curve represents the
result of the CASTHY calculation
(Vq=40.3 MeV). The normalization

with the experimental value was made
at En = 40 keV.
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NEUTRON CROSS SECTION STANDARDS

Oren A. Uasson
National Bureau of Standards

Washington, D. C. 20234

A review of the s^av of the neutron induced reactions which have suitable properties for use as neutron
standard cross sections ir given. The application of these standards in instruments to measure neutron fluence
rate as well as an assessment of the impact of the recent . measurements is presented.

Keywords: i57Au(n,Y); i°B(n,a); C(n,n); H(n,n]

section; ^^^[}(n,f)

Introduction

3He(n,p); ^Li(n,a); neutron flux; review; standard cross

The neutron induced reactions which we now use as
standards were first observed over 40 years ago. In

spite of the large effort expended since that time, the
accuracies achieved do not yet meet the accuracy ob-

jectives established years ago. The most accurately
known reaction is neutron proton scattering where the
uncertainty is at the 1% level. Much work remains to

bring the other reactions to this level of accuracy.

The status of the cross section standards used for
neutron flux measurements in the neutron energy region
less than 20 MeV is given. Comparisons with their
status at the time of the last conference in this

series^ which was held at the National Bureau of
Standards in 1975 is given along with a review of new
experiments reported subsequently. The use of these
standards in neutron flux detectors as well as the in-

fluence of the atomic environment at low energies is

reviewed. Reviews of some of the standards have been
given at subsequent international conferences. 2-5

Standard Neutron Induced Reactions

The neutron-induced reactions which are generally
considered to be standards are listed in Table 1 along
with the standard energy region as well as the number
of measurements reported since the review by Carlson^
at the last conference in the series which was held in

1975. Most of the measurement activity has concentrat-
ed on the 235u(n,f) reaction in the attorr^pt to attain
the goal of 1% uncertainty in this important fission
standard. As a matter of fact, ^ssy

j^gs received

nearly as much effort as the remaining standards com-
bined. There was even an international conference2

devoted entirely to the U and Pu fission cross
sections which was held at Argonne National Laboratory
in 1976. The measurements on ^Li(n,a) and i°B(n,a)

have mostly concentrated on the energy region above
100 keV where earlier experiments differed by 25%.

;.o mGasureiTients were reported for the ^He(n,p)3H
standard. The measurements with hydrogen have been
mostly at energies above 20 MeV which is beyond the

range of this review. The errors listed are my es-
timates of the standard deviations which exist at this
time.

H(n,n)H Reaction

The hydrogen scattering cross section is the most
accurately determined standard. The total cross
section is known to better than 1% for neutron energies
up to 20 MeV and less accurately at higher energies.
However, the angular distribution in the center of mass

system deviates from isotropy as the neutron energy in-

creases above several MeV. Since proton recoil tele-

scopes which use only a fraction of the solid angle are
the most common flux monitors for energies exceeding
1 MeV, the accuracy with which this standard can be

applied is limited by the angular distribution.

There have been two recently published measure-
ments^jS of the angular distribution at 25.8 and 27.3

Table 1 Neutron Standard Reactions and Measurements
Reported Since 1975

Reaction

H(n,n)H

3He(n,p)3H

^Li(n,t)'*H

lOB(n,a)7Li

i2C(n,n)i2c

Energy

< 20 MeV

< 1 MeV

<100 keV

<100 keV

< 2 MeV

Error No. of Measurements

<]%

3-5%

2%

2%

1%

i57Au(n,Y)^5SAu 0.1-3.5 MeV 4%

235u(n,f) 0.1-20 MeV 3%

4

0

6

7

10

21

MeV. The results of Cookson et al^^ are plotted in

Fig. 1 along with the earlier work of Burrows^ taken at

the same energy. The curves from four different para-
meterizations from a large range of n,p and p,p measure-
ments! 0-1 3 are also shown. The data which have typical
error bars of 3% cannot distinguish between the four
curves. Therefore, the Hopkins-Breit! 0 parameteriza-
tion using the Livermore pnase shifts, which is the

basis of the ENDF/B-V evaluation, should continue to

serve as the hydrogen standard.

There has been also two published measurements^^-l

5

of the analysing power for n-p scattering at 16.9 MeV
and 14.5 MeV. The work of Tornow et all'^, which is the
highest overall precision ever obtained in any fast
neutron polarization experiment, disagrees significantly
with predicitions based on global phase shift sets of
nucleon-nucleon scattering. It thus appears that the
neutron polarization measurements will lead to more
accurate determinations of the parameterizations which
in turn will improve the angular distribution at the
higher neutron energies.

For neutron energies less than 1 MeV, hydrogen

gas filled proportional countersl6 have been used for

neutron flux monitoring with a relative uncertainty of

approximately 1.5% while various forms of proton recoil

telescopes are used at higher energies. Both Czirr and

Siuhu^'' and Carlson and PatricklS cover the 1-20 MeV

energy range using only a single shielded recoil proton
detector. The Karlsruhe Groupie has measured neutron
flux in the 1-30 MeV range with an uncertainty of 3.5%
using solid radiators and gas scintillators. Poenitz20
has developed a thick plastic scintillator which
totally absorbs the neutron beam and is used for
absolute flux monitoring in the 0.1-8 MeV energy
region.

•^He(n,p)"^H Reaction

There have been no measurements reported for this .

reaction since the last conference in 1975. Even the

^He evaluation21 for ENDF/B-V was carried over intact

from both Versions III and IV of ENDF/B. Although the

thermal cross section is known to better than 1%, any

deviation from the 1/v in the energy region between 11

eV and 5 keV has never been measured. The uncertainty
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Table 2 The ^^Li (n,t)'^He Cross Section Near 240 keV

.2 0

Cos 9-

Fig. 1 Angular distribution for (n,p) scattering at

27.3 MeV measured by Cookson et al_(7) and

Burrows(9). The curves are the para-

meterizations from refs. 10-13.

in this standard is approximately 3-5% in the energy

interval from 0.01-1 MeV.

^Li(n.t)^He Reaction

Although this reaction is usually considered as a

standard only for energies less than 100 keV, it is

used for neutron flux measurement up to much higher

energies where there was a large discrepancy among the

various measurements. There have been six (6) measure-

ments of the ^Li(n,t) cross section reported in the 3

keV to 2 MeV region as well as two measurements of the

angular distribution at low energies. An excellent

listing of all references up to 1977 is given by

Derrien and Edwardson'^'^. The ^Li- loaded glass

scintillator detectors were used in all of the cross

section measurements except those of Knitter et al23,24
who used the difference between the total and scatter-

ing cross sections for their results.

The most recent measurement is by Macklin, Ingle,

and Halperin25 who measured the ratio of the ^Li(n,t)

reaction to the ^ssu fission reaction and normalized

the results in the 3-70 keV energy range. The results

are shown in Fig. 2 as the ratio of the ENDF/B-V ^ssy

cross section to that obtained from their experiment

using the ENDF/B-V SLi(n,a) cross section. This shows

that the authors' 240 keV peak cross section is 2%

higher and 8% wider than the ENDF/B-V evaluation for

^Li(n,t). The results are also suggestive that the

ENDF/B-V evaluation for ^^^U is also too large in this

energy region. Fig. 3 shows the derived ^Li(n,a)

cross section as a solid line while the ENDF/B-V

standard value is shown by a dashed line.

Also shown by circular points are the absolute

measurements of Renner et a}^^ which follow the derived

curve quite well. This absolute measurement used a ^Li

glass scintillator and a thick NEllO plastic scin-

tillator for the neutron flux monitor. The mass of ^Li

in the scintillator was determined from transmission

measurements at lower neutron energies, while the de-

tector efficiency was calculated from a Monte-Carlo-

Program. „y
The experiment of Lamaze and colleagues'^' was a

shape measurement which used a 0.5 mm thick glass

scintillator and a hydrogen gas proportional counter

for the flux monitor. The published results were

normalized to the ENDF/B-V standard in the region from

10 to 100 keV. The quoted uncertainties in the shape

measurement were typically 2%.

Reference

Macklin 1979

Renner 1978

Lamaze 1978

Gayther 1977

Knitter 1976

Knitter 1977

ENDF/B-V 1976

a, barns Comments

3.37 Rel to 235U ENDF/B-V

3.36 + 0.06 Absolute

3.14 + 0.08 Rel to H(n,p) Norm <10 keV

3.292 + 0.122 Rel to 235u Sowerby Eval

.

3.14 + 0.13

3.21 + 0.13

3.3087

From Oj and a scatt

The measurement of Gayther28 was the relative
shape of the ^Li (n,a)/235u(n^f ) cross section ratio.

A thin ^Li-glass scintillator was used to register
(n,a) while the fission events in a metallic sample of

23^U were registered with fission neutron detectors.
The shape of the ^Li(n,a) cross section was obtained
by combining the ratio measurement with the 2^^U(n,f)
cross section evaluation of Sowerby et al29.

Knitter and Col leagues23,24 deduced the ^Li(n,a)
cross section from their measurement of the total cross
section and the scattering cross section. The error in

the total cross section was less than 2% while the

error in the scattering cross section was 5%. A simu-

ltaneous fit was made to the total and to the scatter-
in cross sections. From the resulting parameters the

(n,t) cross section was calculated. This calculation
was later expanded to include other data sets and re-

sulted in an approximately 2% increase in the cross
section near the resonance peak.

Czirr and col leagues30,31 have measured ratio of
SLi(n,t) to 235u(n,f) rates from 0.02 eV to 680 keV

with an uncertainty of 2% using ^Li glass scintillator
and large fission chamber. However the results which
were reported in large energy intervals were used to

deduce the ^^^U{r),f) cross section and not the ^Li(n,t)
cross section.

Angular distributions for neutron energies less
than 25 keV have been reported by Raman et al_32 and

Stelts et al33 and found to be in agreement with the
R-Matrix calculation of Hale. 33

There have been no new measurements in the region
below 2 keV where the cross section follows a 1/v
dependence to better than 1%.

A comparison of the recent measurements of the
peak cross section in the 240 keV resonance is given in

Table 2. These values all agree within 7% and indicate
the progress made since the last conference. At that
time there was a 25% variation in the newer results
near the peak of the resonance.

One could argue that ^Li should not be used as a

standard in this energy region, but the fact remains
that it is used as a flux monitor because it is often
more convenient than the other choices.

The ^°B(n,a)^Li and ^°B(n.aY)'^Li Reaction s

These reactions are generally considered as stand-

ards only in the neutron region less than 100 keV where

the cross sections show no structure. However, since in

practice both reactions are used to measure neutron flux
over a wider energy range, it is important that the

standard region be extended to higher energies. The
form of the flux monitor is either a BF^-gas propor-

tional counter or a solid target with parallel plate ion-

ization chamber. In both detectors the predominate
signal is produced by both alpha particle groups.
Another form of monitor is used in which the 478 keV

Y ray from the a-, emission to the first excited
state of ^Li is detected.

Since the last conference there has been only one
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Fig. 4 Angular distributions of i°B(n,a) measured by

Stelts et al (Ref. 33).

Fig. 3 The ^Li(n,a) cross section of Macklin (Ref.

25) is shown by the solid curve while the
dashed curve represents the ENDF/B-V ev-

aluation. The points represent the absolute
measurements of Renner et al_ (Ref. 26).

measurement of the (n,a) cross section. Sealock and
Overly^^ measured the angle integrated cross sections
for both the iOB(n,ao)^Li and i°B(n,a-j )'^Li* reactions
between 0.2 and 1.2 MeV. These results, which had a

12% systematic uncertainty and were unable to resolve
discrepancies among earlier measurements, were in-

cluded in the ENDF/B-V and later evaluations. The
angular distribution of the (n.a-]) reaction is forward
peaked at the lower neutron energy of 200 keV.

The angular distributions of both the a and a,
were measured at 2 and 24 keV neutron energies by
Stelts et al_33 and found to agree within 2% with the
global R Matrix calculation of Hale. The results are
shown in Fig. 4. This gives confidence in using the
calculation to correct for the neutron energy de-
pendence of the efficiency of solid ^°B ionization
chambers used for neutron flux monitoring.

There have been two measurements of the shape of
the i°B(n,aY)^Li reaction published since the last
conference. Schrack et measured the shape of
this cross section in the energy region from 5 to 700
keV using a hydrogen gas proportional counter for the

1 ' '
I

5l , , I , , , I , , I I I

10 20 50 100 200 500 1000 2000

En.keV

Fig. 5 Measurements of the ^°B(n,aY)^Li reaction from
refs. 35 and 36.

722



neutron flux monitor and a linac-based pulsed neutron

source. The 478 keV y ray was measured with both Ge

(Li) and NaI(T£) detectors. Cross sections were

obtained by normalization to ENDF/B-V values in the

energy region from 4.7 to 21 keV. The overall

accuracy is better than 3%.

Viesti and Liskien36 measured the shape of the

cross section in the ntucron energy range from 0.1

to 2.2 MeV. The neutron source was the ^HCp.nj^He
reaction. The neutron flux was deduced from the

known angular distribution of the source reaction.
The 478 keV y-rays produced in a boron carbide
sample were observed in a Ge(Li) detector. The
typical uncertainty was 5%. Cross sections were
obtained by normalization to the ENDF/B-V value at
9G keV.

The results of the two experiments are shown in
Fig. 5 along with the ENDF/B-V evaluation. In the
0.1 to 0.6 MeV region of overlap the maximum difference
of the two experiments is 6%. Also both experiements
are within 5% of ENDF/B-V throughout this region.
At the higher energies the measurements of Viesti
and Liskien36 deviate by as much as 25% from ENDF/B-V,
but are in much better agreement with the evaluation
of Li ski en and Wattecamps-^/ which preceded the
data of Viesti and Liskien.

Below 100 keV, it appears likely that the
accuracy of evaluated data may reach the 2% un-
certainty level. In the energy region from 0.1 to
0.6 MeV it appears that the uncertainty is 5% for
the {n,aY) reaction and greater for the (n,a)
reaction. Additional measurements should be done in
the energy region above 100 keV in order to extend
the standardization limit of these reactions for
useful neutron flux monitoring.

^^C(n,n)^^C Cross Sections

Carbon cross section data are of interest in a

number of areas of applied physics in addition to use
as a neutron flux monitor. Detailed knowledge of the
differential cross sections for scattering is required
for calculations of neutron transport in dosimetry and
fission and fusion reactors. In neutron scattering ex-
periments where carbon is used as a standard, absolute
normalization is generally obtained by replacing the
sample with a polyethylene scatterer. Carbon is also
the main constituent in many neutron flux monitors such
as plastic scintillators and methane filled gas pro-
portional counters.

A review of the status of carbon as a standard
which was given by Lackhar-^^ -(n 1977 contains a listing
of the previous measurements. The only publications
since then have been a measurement of the differential
elastic and inelastic cross sections from 8.0 to 14.5
MeV by Haovat et al_39 and a total cross section at 136
eV by Royer and Brugger40. Since these data were in-
cluded in the review by Lackhar, no new conclusions can
be inferred.

The total cross section for energies less than 2
MeV is known to better than 1% while the angular dist-
ributions are quoted with a precision of better than
S7o. The total cross section accuracy is 2% in the
2.8 - 4.8 MeV region while the angle-integrated cross
sections deviate from the total cross section by 3
to 5%. The total cross section error is 2% in the
4.8 - 8.5 MeV region and 4% in the 8.5 -15 MeV region.
The error in the elastic angular distribution has a
global uncertainty of 7%.

The ^^^Au(n.Ypg8Au Reaction

The gold standard is utilized by either the de-
tection of prompt Y ray emission following neutron
capture or by the detection of the ^^^Au product which
decays with a 2.6 day half-life. In the thermal and

low resonance energy region, the cross sections are

known to better than 1%. However in the unresolved

energy region up to 200 keV there is a lot of struc-
ture in the cross section which limits its use as a

standard, particularly for neutron sources with
narrow energy spread. For example near 20 keV

Liskien and Weigman41 show that within a 5 keV

energy interval, the fluctuations would limit the

accuracy of the average cross section to approximately
4%. At 200 keV, an energy spread of nearly 20 keV

is required to limit the effect of the fluctuations
on the measure cross section to less than 1%.

A detailed review of the gold standard was
presented by Paulsen42 in 1977 while a summary of
the recent measurements ^3-52 published since 1975
is given in Table 3. There were no measurements
reported in the 3.5 - 14 MeV region or for energies
greater than 15 MeV. The quoted standard deviations
for the measurements lie in the range from 5 to 8%.

It is also important that the results from prompt y
ray detection and activation analysis agree within
experimental error^^. jhe recent measurements in

the 0.2 - 3.5 MeV region are shown in Fig. 6 along
with the ENDF/B-V evaluation. The standard deviation
in the evaluated data is estimated53 to be 4%. It

thus appears that the gold standard can compete with
other neutron flux measuring methods in the 0.2 to 3

MeV energy region.

Table 3 The i^7Au(n,Y)^^SAu Cross Sections
Published Since 1975. The error is

that quoted by the authors.

Ref Author AEn.Mev Error,

%

51 Kononov 77 0.005 - 0,.35 7

44 Macklin 75 0.003 - 0.,55 3

52 Fort 75 0.1 - 0,.5 5

46 Poenitz 75 0.02 - 3,.5 'V 7

47 Lindner 75 0.1 - 3.,0 5

45 Paulsen 75 0.2 - 3..0 5

43 Joly 78 0.5 - 3.,0 8

49 Gupta 78 1.6 - 2,,5 7

50 Csikai 76 252Cf 5

48 Schwerer 76 14.6 60

The "5y(n^f) Reaction

The neutron-induced fission cross section of
23^11 is considered a standard in the energy region
from 0.1 to 20 MeV. The region below 100 keV is

eliminated because of the structure in the cross
section which has been analyzed by Bowman et al_^^ and
by Liskien and Weigman^S. The region above 20 MeV is

eliminated due to a lack of measurements. A list of
the results reported since the 1975 conference are
listed56-76 in Table 4. These references are either
to new measurements or to revised values for earlier
work. The status of the evaluation of this standard
and the effect of the recent improvements in the ^35^

mass scale in the United States is given by Poenitz77
in a contribution to this conference while recent re-
views have been given by Poenitz, 78 Patrick, 79 and
Liskien. 80

The measurements fall into three groups:

1) absolute, in which the ^ssy mass and absolute flux
are measured; 2) shape measurement; and 3) low energy
normalization, in which a shape measurement is ex-

tended to low energies where the ^^^cross section is
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Fig. 6 Measurements of the i5^Au(n,Y) cross section

reported in refs. 43, 45, 46, 47, 48, and 52.

well-known. The low energy normalization procedure

is discussed in detail by Peelle and de Saussure^l

,

The 235u(n,f) cross section at thermal energies is

thought to be known to a standard deviation of 0.3%

while that for the 7.8 - 11.0 eV interval is 0.6%

(although recent measurements differ by 5%). The

latest measurement of this integral is given in a

contribution to this conference by IJagemans et al

The thermal normalization measurements all used

the ^°B(n,a) or ^Li(n,a) reactions for the relative
neutron flux determination and electron linacs to pro-

duce the neutrons. The absolute measurements at the
higher neutron energies used a variety of neutron
sources and flux detectors. The sources were produced
at electron linacs. Van de Graaffs, cyctotrons, and
(a,n) or (Y,n) sources. The absolute flux monitors
are black detectors, calibrated scintillators, two
types of proton recoil telescopes, and the associated
particle technique. The shape measurements which
covered the entire 1-20 MeV energy region all used
pulsed white neutron sources, long flight paths, and
proton recoil detectors. Finally three absolute
measurements using the 252^^ fission neutron spectrum
were done.

The results obtained at NBS for the 0.2 - 1.2 MeV
region^^ are shown in Fig. 7 along with the ENDF/B-V
evaluation. The recent absolute measurements using
the black detector flux monitor as well as earlier
measurements using a hydrogen gas proportional counter
flux monitor and low energy normal ization61 are approx-
imately 3% (one standard deviation) lower than the

evaluation. The remainder of the recent measurements

are shown in Fig. 8. The dip near 280 keV in my
earlier measurements^! has not been observed in more
recent measurements by others^^, it appears that in

this region the recent data are lower than the ENDF/B-V
evaluation. However, the evaluation still represents
the data within a standard deviation of 3%.

The recent results for the 1-6 MeV region are
shown in Fig. 9. The shape measurements were normalized
to the ENDF/B-V evaluation at 1.2 MeV. The measurements
agree well from 1-2.5 MeV, while there is a 10%

variation among the various experiments in the 2.5-5.5
MeV region. However recent absolute measurements by

Grenier et al_^2 at 2.5 and 4.5 MeV should be of value
in reducing this discrepency.

The measurements covering the 1-20 MeV region are
shown in Fig. 10 along with the ENDF/B-V evaluation.
The relative measurements have been normalized to the
evaluation at an energy of 1.2 MeV. There are 15%

variations in the 15-19 MeV region as well as smaller
differences in the 9.5-11 MeV region. The shape in

the 5.5-9.5 MeV region appears to be known to within
3%.

The absolute measurements near 14 MeV are showo

in Fig. 11. The measurements by Cance and Grenier'
as well as those of Alkhazov et al^73, both using the
associated particle technique, agree within 1.5%. The
new measurement by Alkhazov et al_ replaces the pre-

viously reported value of Adamov et al83 which was
nearly 5% larger. We now have two inH'ependent measure-
ments near 14 MeV using the same technique which give
excellent agreement. The absolute measurements of
Kari"'' using a proton recoil detector are 5% (1.5
standard deviations) larger.

The three relative measurements using the proton
recoil method and normalized to the ENDF/B-V evalua-
tion at 1.2 MeV are shown in Fig. 12. Only the data
of Leugers et al_° is significantly higher while that

of Czirr and Sidhu^O and Carlson and Patric k71 agree
within the nearly 2% experimental error with the

results using the associated particle technique. It

thus does not appear that the proton recoil method
yields results which are consistently higher than the
associated particle method.

The results of the three measurements using the
^^^Cf fission neutron spectrum are shown in Table 5.

The results agree within 3%. The result of Heaton et
al_'5 will increase by nearly 0.75% as the NBS mass
scale is improved. The result of Adamov et^ al_76 re-

places a previous valueS3 which was 2% larger. It

appears that the 22^U(n,f) cross section averaged over
the 2 52(;f fission neutron spectrum is now known to

better than 3%.

Status of the Standards

A summary of the accuracy of the standard re-
actions as well as the energy region is shown in Table
1. For hydrogen, the total cross section is known to
1% and the angular distribution to 2 - 3% from the

energy region below 20 MeV. In the energy region below
1 MeV the error in the 3He(n,p)3H cross section grows
from less than 1% to nearly 5%. The i°B(n,a) and
^Li(n,a) reactions are known within 2% for neutron
energies less than 100 keV. For carbon below 2 MeV,
the total cross section is known to better than 1%

while differential scattering cross section is known
to 1 - 2%. The gold capture standard is known within
4% throughout the 0.2 -3.5 MeV region. In general
the ^^^U fission standard is known within 3% from
0.1 - 15 MeV. However there are a few intervals where
this uncetainty increases to 6%.
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Table 4 ^^^UCn,f) Measurements Since 1975

Year Author Energy

76 Wagemans and Deruytter 0. 008 eV - 30 keV

79 Wagetnans et al_ - 30 keV

76 Gwin et al_ 0.02 eV - 0.2 Mev

77 Czirr and Carlson 0.02 eV - 1 keV

75 Czirr and Sidhu 0.1 - 680 keV

76 Wasson 0.01 - 0.8 MeV

77 Poenitz 0.2 - 8.2 MeV

76 Szabo and Marquette 0.01 - 5.5 MeV

78 Davis et al_ 0.14 - 0.96 MeV

79 Meier et al_ 0.2 - 1.2 MeV

76 Barton et a1 1 - 6 MeV

78 Kari 0.5-20 MeV

76 Leugers et al 1 - 20 MeV

75 Czirr and Sidhu 0.75 - 4.1 MeV

76 Czirr and Sidhu 3 - 20 MeV

78 Carlson and Patrick 1 - 20 MeV

78 Cance and Grenier 13.9 and 14.6 MeV

78 Al khazov et al_ 14.7 MeV

78 Davis and Knoll Cf Spectrum

76 Heaton et al Cf Spectrum

79 Adamov et al Cf Spectrum

Error % Type

Ther. Norm. Rel to i°B(na)

Ther . Norm. i°B(n,a), SLi(n,a)

.3.0 Ther . Norm. Rel to iOB(n,a)

1.5 Ther . Norm. Rel to ^Li(n,a)

1.5 - 2.8 Ratio to ^Li (n,a)

2.8 Low En Norm Rel to H(n,p)

2.0 Abs. Black Det.

2.5 Abs. Scint

1.7 Abs. Y,n

2.8 Abs. Black Det.

1.5 Abs. H(n,p)

3.5 Abs. HCn.p)

Rel to H(n,p)

Rel to H(n,p)

Rel to H(n,p)

Rel to H(n,p)

1.9 Abs. Assoc. Part.

1.2 Abs. Assoc Part.

1.8 Abs.

2.2 Abs.

1.5 Abs.

= U FISSION CROSS SECTION

1.0,

X MEIER 1979— ENDF/B-2— WASSON 1976

600 800

NEUTRON ENERGY, keV

1200

KARI 1978

DAVIS 1978

POENITZ 1977

BARTON 1976

SZABO 1976

ENDF/ 8-2

100 600 800
En , keV

Fig. 7 The ^^^U fission cross section measurements
from refs. 61 and 65.

Fig. 8 Recent absolute measurements of the ^^^U{T\,f)

cross section reported in refs. 62, 63, 64,

66 and 67.

Table 5 The ^^^U Fission Cross Section Averaged Over
the 252Qf Fission Neutron Spectrum

Reference Experiment

74

75

76

Davis and Knoll

Heaton et a^

Adamov et al

Cross Section, barns

1 .215 + 0.022

1.205 + 0.027

1.241 + 0.018
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Fig. 9 Recent measurements of the 2^^LI(n,f) cross
section reported in refs. 62, 63, 66, 68, 69

70 and 71.

'U FISSION CROSS SECTION

E , MeV

Fig. 10 Recent measurements of the '^^^U(n,f) cross
section reported in refs. 62, 63, 66, 68, 69,

70 and 84.
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ABSOLUTE MEASUREMENT OF V FOR ^'^Cf BY THE
P

LARGE LIQUID SCINTILLATOR TANK TECHNIQUE

R. R. Spencer*
Oak Ridge National Laboratory

Oak Ridge, Tennessee 37830, USA

A vigorous effort to dispel the scandal"'' of the 2% dispersion in reported experimental
values of "^^Cf V, the average number of neutrons emitted in spontaneous fission, has been
underway over the past 5 years. The goal is to reduce the uncertainty in this fundamental
parameter to the ± 0.25% level needed for reactor physics applications. Both new measurements
and reevaluation of older measurements are involved. At ORNL a new measurement is being
carried out using the large liquid scintillator neutron detector. Findings of the most
recent experiment, Incorporating improvements suggested in a preliminary study, will be
discussed

.

(v, neutron multiplicity, ^^^Cf, fission, large liquid scintillator, proton-recoil detector.)

Historical Development

The first measurements of V, the average number of
neutrons emitted in fission, were reported by Halban,
Joliot, and Kowarski^ in 1939, incredibly, only four
months after the discovery of fission by Hahn and
Strassman. Tliese earliest measurements were carried
out on systems of uranyl nitrate dissolved in water
and, although their derived V of 3.5 for uranium was
somewhat in error, their experiments permitted the

important conclusion that no concentration of ordinary
uranium in H2O can result in a self-sustaining chain
reaction.^ At almost the same time Szilard and Zinn^
had estimated an average of two neutrons per fission in

uranium by counting recoils in a helium filled ioniza-
tion chamber. Shortly thereafter these same experi-
menters reported"* a V value of 2.3 and studied the
energy distribution of the emitted neutrons using
helium and hydrogen filled chambers. By the end of

1939 v' of uranium, the spectrum of prompt fission"

neutrons, the number of delayed neutrons and their
half-lives had all been studied.^ In 1940 spontaneous
fission was discovered.^ At this point II essenti-
ally ended the open publication of fission research.

The late 19A0's and early 1950 's undoubtedly saw
a great deal of activity in the study of neutrons from
fission although for the most part the work was unpub-
lished. For example, the apparatuses used by Fowler
and by Hanna to study v of fissile isotopes as a func-
tion of energy of the bombarding neutron are described
by Henkel.^ The neutron detectors used in these
studies were, in general, of low efficiency (i.e. pro-
ton recoil ionization chambers). It was in the mid
1950 's that large volume, high efficiency neutron
detectors came into prominence. Both the large liquid
scintillator^ device and the manganese bath^ neutron
detectors were introduced. With the former detector
delayed coincidence techniques became possible, lead-
ing to studies of more complicated aspects of fission
such as the variation of v with fission fragment
kinetic energy and mass ratio^" in addition to more
precise values of v and the second moment of the neu-
tron' multiplicity distribution. The first production
and isolation of ^^^Cf from a ^^^Pu sample irradiated
in the MTR reactor in Idaho had been accomplished.'^
It was immediately recognized that the relatively low
alpha emission to spontaneous fission ratio of this
isotope ('^ 31/1) meant negligible interference from
(a,n) reactions in surrounding materials, and there-
fore it would make an ideal standard source of fission
neutrons. But first, precise measurements of the
fission neutron energy spectrum and the average number
of neutrons emitted, V, were necessary.

Probably the earliest measurement of v of Cf

was that of Crane e_t al. ,^ at Livermore. Using the
manganese bath activation technique they obtained a

value of 3.10 ± 0.15. Then Hicks et al .
,

'
^ at

Berkeley, reported 4.06 ± 0.14 for V of ^^^Cf using a

large liquid scintillator (and V of ^"""Pu as reference).
This early large discrepancy undoubtedly provided
impetus for new measurements. However, although the
magnitude of the difference decreased, the absolute
measurements of ^^^Cf V which followed have persis-
tently shown a systematic discrepancy between the
liquid scintillator method on the one hand and the
manganese bath (including boron pile^"*) method on the
other. A summary of these measurements from 1963
onward and the latest results prior to this meeting,
including recent reevaluations of some of the measure-
ments, is presented in Table I. At this point the
discrepancy in the previous measurements has apparently
not been reduced sufficiently to derive an absolute Vp
of ^^^Cf to the <_ 0.25% accuracy needed for reactor
physics applications.

Original Value Current Status

Asplund-Nilsson et al .

Hopkins and Diven'^

Boldeman '

^

Spencer et^ al. '

^

Liquid Scintillator

3.808 ± 0.034

3.780 ± 0.031

3.747 t 0.015

3.792 ± 0.011

Manganese Bath

3.792 ± 0.040*

3.777 ± 0.031*

3.755 ± 0.016*

3-792 ± 0.011

Wt'd. Avg. 3.780 ± 0.009-"

White and Axton^^ 3 796 ± 0.025 3.815 0.040t

Axton et al.

^

°
3 700 ± 0.020 3.743 0.019t Diff.

De Volpi and Porges''

'

3 725 ± 0.015 3. 747 0.019t
°- 85X

Aleksandrov et al.^^ 3.747 0.036t

Bozorgmanesh^ ^
3 744 ± 0.023 3.744 0.023t

Boron Pile

Colvin and Sowerby'^^ 3 713 ± 0.015 3.739 0.021t

Wt'd. Avg. 3 748 ± 0.009«—

Wt'd. Avg All: 3.766 ± 0.006

Rcf. 13

"""Ref. 14

Coworkers: R. Gwin, R. Ingle, R. Shannon, and
H. Weaver.

^Herbert J. C. Kouts, Conf. on Nuclear Cross Sections
and Technology, NBS-425, 1, 3 (1975).
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The Importance of Cf V

The importance of such an accurate value to both
fast breeder and thermal reactor systems stems from the

use of californium spontaneous fission sources as a

standard in measurements of Vp(Ejj), the neutron energy
dependence of nubar, for the fissile isotopes of

uranium and plutonium. Experimentally it Is convenient
to measure the energy dependent nubar ratio

R(E^) P ^

for each isotope, thereby avoiding a separate measure-
ment of neutron detector efficiency with each experi-
ment. For a reactor the quantities of interest are the
neutron-spectrum-averaged values of v for the combina-
tion of heavy metals in the core. Uncertainties in the
ratio measurements and in the value of Cf \J contribute
directly to uncertainties in the flux-averaged quanti-
ties and therefore affect reactor design and cost. For
example, sensitivity calculations of a full-scale model
LMFBR core^^ indicate that the effect of V uncertainty
is comparable to the more universally recognized sensi-
tivities to Of of Pu and Oy of U. It can be seen
from Table I of Ref. 25 that a 0.5% uncertainty in

^^^Cf V, since it acts in concert on the v values of
all fissionable isotopes through their measured
R(Ejj)'s, in principle results (to first order) in an
uncertainty of 0.5% in multiplication factor, k, and a

1% uncertainty in the so-called k-reset breeding ratio.
To meet design goals of 0.5% uncertainty in k and 2% in
breeding ratio (only 1/2 of which can be taken up by
the nuclear parameters) requires that the ^^^Cf v
uncertainty be 0.25% or less. Similar conclusions have
been reached in the case of light water reactors (LWR)

.

Recent calculations by Becker et^ al.^^ predict that the
largest effects on LWR fuel-cycle costs were due to
2 5 2

Cf V with a sensitivity of approximately 4, compared
to typical spectrum averaged cross-section sensitivi-
ties of about 0.5. However, the importance of \^ for
thermal systems is diluted through use of direct
measurements with thermal neutrons of the related
quantity, n. the number of neutrons emitted per neutron
absorbed.

The ORNL "Cf Vp Measurement

New measurements of Cf V by both manganese
bath and liquid scintillator techniques have been ini-
tiated in the U.S. to try to resolve the discrepancy
in this important parameter. At ORNL nubar ratio
measurements on the fissile isotopes referenced to

Cf were already underway using a large liquid scin-
tillator. Thus, the adaptation of the ORNL equipment
to an absolute Vp of ^^^Cf experiment was a natural
and virtually compulsory development.

The 1977 Measurement

to reduce neutron escape out the through-tube ends. A
schematic of the experimental configuration is given in

Fig. 1. Fission events were signalled by coincidence
between fragment pulses in the fission detector and the

prompt tank pulses from fission gamma rays to allow use
of a low fission chamber bias without interference from
alpha pulses. When biased well above the alphas, the
loss due to the coincidence requirement was only

0.7%. Neutrons scattered from the beam in the NE-213
were signalled by their associated proton recoil pulses
and their incident energies defined by recording their
time of flight. Pulse shape discrimination was used to

reject gamma ray interactions in the NE-213. Some 500
ns after either a fission chamber or proton-recoil
detector event a fast scaler was gated on for 50 us to

record subsequent tank pulses from neutrons slowed
down and captured in the scintillator. The nubar
scaler data were stored according to the number of

pulses occurring during this 50 ys and according to

the type of initiating event. Thus the observed neu-
tron number distributions, which are required to

correct the fission data for neutron pileup, were
obtained. Similarly the nubar scaler was triggered by
appropriate background gate generators and subsequent
tank background pulses were recorded. Since only one
neutron enters the tank per proton-recoil event, the
fraction of recoil events which resulted in a scin-
tillator tank pulse during the 50 ys counting interval
is (after correction for background) a measure of the
tank efficiency. These recoil data were used to nor-
malize a Monte Carlo calculation of the total tank
efficiency for an isotropic spectrum of neutrons
representative of ^^^Cf fission. This efficiency
together with the background corrected fission event
nubar data permitted the derivation of for ^^^Cf.

FOUR TUBE MOUNTS EQUALLY
SPflCEO AROUND THIS CONICAL
SECTION CENTERED ON CONE

FOUR TUBE MOUNTS EQUALLY
SPACED AROUND THIS CONICAL
SECTION CENTERED ON CONE

Fig. 1. Schematic cross-section view of the ORNL,
gadolinium-loaded scintillator tank with the ^Cf

fission chamber and the NE-213 proton-recoil counter
in place.

In the ORNL measurement an 900 liter gadolinium
loaded liquid scintillator tank was placed in the
pulsed neutron beam from ORELA approximately 85 m from
the neutron-producing target. The tank was carefully
aligned so that a 1.27 cm diam collimated beam tra-
versed the scintillator on the axis of a horizontal
throu|h-tube built into the tank. In the first experi-
ment done in 1977, an NE-213 proton-recoil detector
(0.6 cm thick by 4.8 cm diam liquid volume in direct
contact with the photomultiplier face) and a fission
chamber containing ^^^Cf were both positioned on the
vertical center axis of the scintillator, the recoil
detector being in the beam and normal to it whereas
the fission chamber was out of the beam and just above
the through-tube bottom. Two graphite plugs were used

Ideally the tank neutron efficiency calibration
should be measured for all regions of the tank at all
energies necessary to describe the ^^^Cf fission neu-
tron spectrum. Using the white spectrum of neutrons
available from ORELA, it is possible to kinematically
describe scattered neutrons over a sufficiently broad
region of energies, but for a somewhat restricted
range of scattering angles at each scattered neutron
energy. For n,p scattering:

Ej^ ^ EgCOS^e

where Eg is the incident neutron energy as determined
by time of flight, E-^ is the scattered neutron energy
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i

as determined from Eg and the pulse height response to

the scattered proton, and 9 is the neutron scattering

angle with respect to the incident beam. The proton
pulse height is calibrated in energy by observing the

end point of the pulse height spectrum at each incident
neutron time of flight. Thus, the proton-recoil data
were reduced to efficiency v£ scattering angle for some
16 scattered neutron energy groups from essentially 0

to about 10 MeV. Following a suggestion of Hopkins and
Diven^^ the efficiencies were computed from the zeros
of the scattered neutron probability distribution
thereby avoiding any pile-up correction for these data,

i.e.

:

fraction of neutrons undetected N(o)/B(o)

where z is the efficiency, N(o) is the observed proba-
bility of zeros following a proton-recoil event and
B(o) is the probability of zeros in a background nubar
gate. Examples of the efficiency data from the 1977
experiment are shown in Fig. 2 along with normalized
Monte Carlo calculations of tank efficiency. The
latter were carried out using the code DENIS.

ORNL-DWG 79-(0345

0 0.2 0.4 0.6 0.8 1.0 0 0.2 0.4 0.6 0.8 1.0

COSINE THETA

absorption times beyond the end of the 50 Us counting
gate. This is caused by the tens of ys traversal time
for thermalized neutrons in the through-tube and was
predicted by the Monte Carlo calculations (Fig. 3). In
order to accurately predict the low energy drop-off in
efficiency, the Monte Carlo calculation was adjusted
(by varying the thermal absorption cross section of

gadolinium slightly) to fit the measured time of

absorption of neutrons at long times as shown in Fig. 4.

Second, there is a preferential loss of efficiency at

high scattering angles (and low scattered energy) due
to the effect of the photomultiplier , primarily absorp-
tion of thermalized and eV neutrons by in the glass
envelop. This effect was measured for ^^^Cf neutrons
to be 0.35% by simply removing the proton-recoil detec-
tor. It was assumed that it could be accounted for in

the efficiency calibration by not using data for scat-
tered energies below 1.5 MeV (and the three highest
angle points in Fig. 2 for 1.5 MeV). This procedure
was not altogether pleasing since these low energy neu-
tron groups carry a high weight in the Maxwellian used
to simulate ^^^Cf neutrons. In addition to these two

effects, a possible effect due to multiple scattering^

^

in the NE-213 was recognized but presumed to be small
due to the relatively flat response with scattered
neutron angle of the tank.
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Fig. 3. Monte Carlo calculated total efficiency
of the scintillator tank (in 1977) for isotropic neu-
trons vs neutron energy. The calculation was for

400,000 total histories, weighted by a Maxwellian with
average energy of 2.09 MeV.

Fig. 2. Experimental (points) and Monte Carlo
calculated (lines) tank efficiencies for neutrons from
0.5 to 3.0 MeV energy vs^ cosine of the neutron scat-
tering angle. The Monte Carlo calculations were
carried out for 5° intervals in scattering angle with
10,000 histories at each angle. Straight lines are
used as eye guides between the calculated data. Where
error bars are not visible in the experimental data,
they are of the size of the data points.

The analysis of the 1977 experiment which led to
the value Vp = 3.783 ± 0.010 given in Table I is

described in detail in Ref. 18. Briefly, it can be
seen in Fig. 2 that the measured efficiencies show a

significant decrease at very low scattered neutron
energies and that, at the lowest energy shown, there
is also a decrease at the higher scattering angles.
These disturbances were attributed primarily to two
effects. First, there is a preferential loss of

detected neutrons at low scattering energies at

The 19 79 Measurements

As a result of these difficulties in analysis in

the 1977 measurement, a new set of measurements with
somewhat more optimal conditions are presently underway.
The following changes in the experimental arrangement

were made: the through-tube diameter was reduced to

8.9 cm CD to reduce the angular dependence of neutron
efficiency; a 0.076 cm thick cadmium sleeve was

inserted in the through-tube to reduce the number of

thermalized neutrons traversing the tube; an 80 ys

counting gate (starting 750 ns after an event) was used

to reduce any residual "time gate" loss; the diameter

of the NE-213 was reduced to 1.9 cm to decrease mul- _
tiple scattering and a quartz window was used between
the NE-213 and P-M; graphite plugs with a 2.54 cm diam

hole for the neutron beam were used. With these
changes and using a 1 MeV tank bias on the detection
of neutrons an 95% efficiency for ^^^Cf neutrons
was attained and the time gate effect was eliminated
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ABSORPTION TIME (^sec)

100

Fig. A. Linear (a) and semilog (b) plots of the
measured (square data points) fission neutron time-to-
absorption distribution and a fitted function (solid
line) of the form F(t) = A(e ^'-e Bte with
A = 22319 ± 63, B = 6398 ± 74, 6 = 0.0621 ± 0.0001 and
X = 0.382 ± 0.002. The Monte Carlo predicted shape
shown in the lower figure was fitted (not shown) with
the same function and parameters B/A = 0.110, 3 =

0.0613 ± 0.0005, and X = 0.42 ± 0.03. The units of B,

A, and 3 are ysec"-'- with t in ysec.

(see Fig. 5) . Runs were made with the neutron beam
entering the P-M base first and entering the NE-213
first so that an average of the two runs could be used
to approximately account for the disturbance to ^^^Cf
neutrons caused by the P-M. This effect was unex-
pectedly about the same as in the 1977 experiment
(0.35%). Similar runs were carried out with a 3 MeV
bias on tank neutron detection to eliminate delayed
gamma rays from fission and thereby verify a 0.3%
correction to the low bias result which was calculated
from yield data for the delayed isomers. Some results
of the efficiency calibration with 1 MeV tank bias are
shown in Fig. 6 along with a normalized Monte Carlo
calculation using the latest ENDF/B cross sections.

The results of preliminary analyses show that the
low and high bias derived ^^^Cf Vp values agree within
the statistics of the efficiency calibrations (the
high bias result is 0.07% lower than the low bias
result). The results of various methods of normal-
izing the Monte Carlo calculation to experiment are
also consistent. For example, a single normalization
constant using all the experimental data from 0 - 7.5
MeV scattered neutron energy results in a ^^^Cf Vn
that is within ^ 0.05% of the value obtained by

1.00

0.95

0.90

< 0,85

0.80

0,75

'
I '

'
' I

' '
' I

' '
' I

' '
' I

' '
' I

'
'

' I
' '

' I
' '

' I
'

'
' I

'

TANK EFFICIENCY

ORNL-OWG 79-18405

I
' ' ' I ' ' ' I

'

1.00

LOSS FUNCTION

0.75

0.50

0.25

0 2 4 6 8 10 12 14
'

NEUTRON ENERGY (MeV)

Fig. 5. The 1979 tank total efficiency for iso-

tropic neutrons as a function of energy group are shown

as square data points. The histogram shows the % loss

of ^^^Cf neutrons (i.e. a Maxwellian weighting with
E = 2.09) by energy group. Both data sets were

obtained from Monte Carlo calculations of the tank

efficiency normalized to experiment with a single
normalization constant.

ORNL-OWG 79-18406
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1.00

0.95

Q90

0.85

080

0.75

NEUTRON ENERGY 0.50 i 0.25 MeV 2.50 ± 0,25 MeV

5.0 ±0.25 MeV 7125 ± 0.375 MeV
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Fig. 6. Measured neutron efficiencies as a func-
tion of the cosine of the neutron scattering angle
(squares and triangles) for four of sixteen scattered
neutron energy groups. The solid line joins Monte
Carlo efficiency predictions at 5° angular intervals
normalized by a single constant for all energies and
angles. Squares were measured with the ORELA neutron
beam entering the P-M base first, whereas triangles
are for the ORELA beam entering the P-M face first.

normalizing each energy group separately for both the
low and high bias runs. Since the Q-values for (n,p)
reactions in the materials surrounding the NE-213 are
negative and of magnitude 2-4 MeV for the major con-
stituents, the use of proton-recoil data below about 3

MeV should greatly diminish any effect of these "false
zeros."' ^ This method of normalization led to a

reduction of 0.08% in the low bias result. In
summary, the two biases and several ways of normaliza-
tion of the Monte Carlo calculation resulted in values
for V of ^"Cf from 3.771 to 3.775. Since necessary
ancillary measurements for determining uncertainties
and /or other small corrections have not yet been
carried out with the new system, a tentative value
Vp = 3.7 73 without error is reported here. If

calculated in the same manner as in Refs. 17 and 18,
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the standard error will be significantly smaller than
for the 1977 experiment. This value is O.A3% higher

than the value recommended in ENDF/B-V (Vp = 3.757
± 0.006).

Conclusion

In conclusion it may be of interest to see what
effect this latest value of Vp for ^^^Cf has with
regard to the thermal parameters of interest to reactor
design. Table II, for example, shows a comparison
between the 2200 m/s fission cross sections calculated
from the relations

^delayed) = ^'^a

^p = Rp-Vp("^Cf)

where n is the number of neutrons emitted per neutron
absorbed, and an evaluated set of fission cross sec-
tions. For the purpose of this comparison Vp of
^^^Cf was taken to be 3.773 without error. It can be
seen that relatively little adjustment of the 2200 m/s
parameters would be required to obtain complete
consistency.

TABLE II

"'U 0.659 1 .002" 2.295 l .009 575.2 ± 1.3 529.5 i 2.6 529.9 * 1.4

'"U 0.644 ± .002" 2.081 i .009 680.9 ± 1.7 579.4 ± 3.1 583.5 i 1.3

'"Pu 0.765 .003" 2.110 1 .008 1011.2 ± 4.1 737.6 ! 4.0 744.0 t 2.5

'*'Pu 0.779 ± .002" 2.165 i .010 1378 ± 9 1009.6 ± 5.3 1015 1 7
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DATA DISCREPANCIES IN AND NEW EXPERIMENTS FOR D+D, D+T, AND T+T B'USION REACTIONS

Nelson Jarmie, R. A. Hardekopf, Ronald E. Brown, F. D. Correll, and G. G. Ohlsen
Los Alamos Scientific Laboratory

Los Alamos, New Mexico 87545, USA

We investigate the accuracy of the basic fusion data for the reactions T(d,n)'*He, T(t,2n)^He,
D(d,n)3He, and D(d,p)T in the 10-100 keV bombarding energy region of interest in the design of fusion
reactors, magnetic or inertial. The history of the data base for these reactions, particularly the most
critical one: T(d,n)''He, is based on 25-year-old experiments whose accuracy (often assumed to be 5%) has
rarely been questioned. In all except the d + d reactions significant differences among data sets exist. The
errors of the basic data sets may be considerably larger than previously expected and the effect on design
calculations should be significant. Much of the trouble apparently lies in the accuracy of the energy
measurements which are difficult at low energies. We feel that systematic errors of up to 50? are possible in

the reactivity values of the present T(d,n)^He data base. The errors in the reactivity would propogate
proportionately into the errors in fusion probabilities in reactor calculations. The D(d,n)3He and D(d,p)T
cross sections appear to be well known and consistent. The T(t,2n)'^He cross section is poorly known and may
be subject to large systematic errors. Improved absolute measurements in the 10-100 keV bombarding energy
region for the above reactions are underway at Los Alamos. The experiment features a windowless cryogenic
target, calibration of the target density with a high energy Van-de-Graaf f beam, measurement of the beam
intensity with a calorimeter, use of a negative ion source for the 10 to 100 keV measurements, and a

time-of-flight laser spectrometer to determine the absolute energy. Both the source and target will be capable
of handling tritium. Accuracies of better than 5% are anticipated.

jj3ata discrepancies, 10-100 keV, T(d,n), T(t,2n), d + d reactions, absolute cross section measurementT]

Introduction Data Survey

The purpose of this work is to investigate the
accuracy of the basic fusion reaction data for the
reactions T(d,n)'^He, T(t,2n)'^He, D(d,n)3He,
and D(d,p)T, and to describe an elaborate experiment
in progress at the Los Alamos Scientific Laboratory
to remeasure the cross sections with improved
accuracy.

The history of the data base for these
reactions, particularly the most critical one:
T(d,n)'^He, is based on 25-year-old experiments
whose accuracy (often assumed to be 5%) has rarely
been questioned. As reactor experiments and reactor
design become more sophisticated and various
discrepancies stand out; it will be important to

understand the influence of the uncertainty in the
basic fusion data. The errors of the basic data
sets may be considerably larger than previously
expected and the effect on design calculations
should be significant. This conclusion provides a
motivation for an improved experiment.

The energy region of interest is from 10 to 120

keV bombarding energy . This corresponds, (assuming a
triton beam) , to a temperature of an interacting

D + T plasma of from 0.5 to' 20 keV. This difference
of energy scale arises from the folding of the
Maxwell distribution of velocities in the plasma
with the cross section and from a lab to
center-of-mass conversion.

The Lawson criterion^ Indicates conditions
necessary for "break even" in a burning D+T
plasma. It indicates that the optimum plasma
temperature for the lowest nf is around 20 to 30 keV
temperature. Early reactors would likely operate on
the lower side of this minimum, say from 1 to 30 keV
temoerature. This corresponds to a laboratory
bombarding energy in the range we are concerned with.

A detailed report of discrepancies in fusion
data is being published as a Los Alamos report
(LA-8087). A study of the relation of the accuracy
of the basic fusion data on the design of nuclear
weapons has been done.

2

T(d,n) He

The T(d,n) low energy data base rests on three
main references. Arnold3 et al. , at Los Alamos,
measured ^(goo) down to about 10 keV (lab
bombarding energy) claiming 2% accuracy. Since the
reaction is isotropic in the cm. system below
several hundred keV, the er(90O) is easily
converted to an integrated cross section (T^p.

Conner, Bonner, and Smith'^ at Rice University
measured CP (90O) down to 10 keV, with 3% accuracy,
and Katsaurov5 at the Lebedev Institute
measured C ^ down to 45 keV claiming 2-3%
accuracy. Earlier experiments like those of Jarvis
and RoafO in England (20-40 keV, about 10?
accuracy) were adjudged to be in some disagreement
with the later U.S. experiments and were not
commonly used. Most data bases in fusion reactor
calculations come eventually from the work of
Arnold3 and Conner'*, sometimes circuitously

.

Many of the data bases depend on a compilation by
Greene^, whose calculations use mainly the work of
Arnold and Conner. The fractional error in the
reaction rate in a burning plasma is expected to be
equal to the fractional error in the cross
section^.

Figure 1 shows the T(d,n)^He data. The line
is an R-Matrix fit by Stewart and Hale9 which
agrees with standard references 3 and 4, and
excludes the Katsaurov data because of an apparent
energy shift in the Russian data. Study of the
details of Katsaurov 's work indicate that it was a
carefully done experiment with due regard to the
difficult problem of measuring such a low energy.
It is not clear in whose work the energy discrepancy
lies. The circles, Katsaurov data, are seen to be
shifted to lower energies by about 6 keV leading to
a cross section discrepancy (standard values low) of
10-30? in the low energy region. Figure 2 shows the
low energy detail. Included in this graph is a
point by Jarvis and Roaf which, if correct, would
agree with the energy scale of Katsaurov. The
Jarvis data were also not included in the Stewart
and Hale report.
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Fig. 1 The T(d,n)'*He total cross-section. The
line is an R-Matrix fit (Ref. 9) to known data
other than those of Katsaurov. Of note is the
apparent energy shift between the Katsaurov values
(Ref. 5) and the other data.

The accurate measurement of the bombarding
energy is difficult at low energies and is suspected
by us to be the main cause of the cross section
discrepancies. Because the cross section is falling
in a steep exponential, slight energy shifts can

produce a large error in the cross section
magnitude. One can calculate, for example, that at

20 keV, a shift of only 0.5 keV in the bombarding
energy will produce a 10? change in the cross
section. At the lower energies the fractional cross
section error varies as dE/E3/2^ go that the

effect gets larger as the energy decreases.

The experimental equipment for the T(d,n)'*He

reaction was often used in the measurement of
similar reactions which also show discrepancies.
For example, the main U.S. groups: Bonner, Conner,
and Lillie'', and Arnold3 et al. , also measured
the 3He(d,p)''He reaction total cross section
with essentially the same apparatus. Kunz^^^ in a

subsequent experiment in the low-energy region,
disagrees with the above data, having an apparent
energy shift of from 5-15 keV higher so that his
cross section values are 30-50? lower than the

previous work.

It should be noted that Kunz normalizes his

absolute scale by also measuring the D(t,n) reaction
with his equipment and normalizing to peak of the

T(d,n) measurement of Conner, Bonner, and Smith**.

His agreement with Bonner, Conner, and Lillle at the

peak of the resonance is then no surprise, but the
disagreement at lower energies again indicates an
energy measurement problem.

Detail of the low energy 3He(d,p) reaction is

given in Fig. 3. Again the work of Jarvis and

Roaf^ disagree with the Rice and LASL experiments

and agree with Kunz''^. Note that the apparent
energy shift of the "standard" work is in the
direction opposite to the T(d,n) case in Fig. 2.
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Fig. 2 Low energy detail of the T(d,n)'^He total

cross-section data again showing the energy shift

of the Katsaurov data (Ref. 5).
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Fig. 3 Low-energy detail of the 3He(d,p)'*He
total cross section. It is of interest to
compare this figure with Fig. 2.
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An unpublished report of a measurement on the
3He(3He,2p)'*He reaction was made in 1969 by

Dwarakanath"! 1 in which he included a measurement
of the 3He(d,p)^He total cross section. His

data are not available in tabluar form. Inspection
of his graphical results indicates, paradoxically,
that his data agree with Arnold et al. and Bonner,
Conner and Lillle at low energies.

The same accelerator and absolute energy
measurement used in the Arnold et al.3 T(d,n)
measurement was used by Sawyer and Phillips^2
the ^LK p,3He)^He reaction. Figure 8 of Elwyn
et al.''3 shows the data of Sawyer and Phillips to

be high by a factor of 2 or 3 in the low energy
region compared to the data of Fiedler and Kunze^'*

and Gemeinhardt^S. it is not clear how much of
this discrepancy is due to a possible energy shift.

T(t.2n)'*He

Greene's compilation is again the source of
data as used in the design codes. His work depends
largely on Govorov et al.''^ who measures (Tf from
60 to 1140 keV (5? accuracy). He excludes the data
of Agnew17 et al. (down to 40 keV,cr(90o) n%

accuracy). Experiments done since Greene's
publication are those of Strel'nikov et al.^^ who
measure <r(90o) from 40 to 200 keV (15? uncertainty
claimed) and Serov, Abramovich, and Morkin19 who
measure 0" (0°) and CJ*t from 30 to 160 keV.
Serov 's numerical data are available^O. For
completeness we should mention the work of Govorov
et al.^l who measure ^(goo) from 230 to 1000
keV; and the measurement of the neutron and alpha
spectra by Bame and Leland22, Wong, Anderson, and
McClure23, and Larose-Poutissou, and Jeremie24j
and Jarmie and Allen25.

Low energy T(t,2n)''He data are discrepant and
poorly understood. In some cases the total cross
section is measured and sometimes the zero degree
differential cross section. Comparison of the two
kinds of data is not simple because the conversion
between the two is not simple, even assuming
isotropy in the cm. system. The reason for this
results from the 3-body breakup; and either an
angular distribution must be measured or a model
dependent calculation made. The conversion is also
energy dependent.

In Fig. 4 the zero-degree differential cross
section is presented to show the trend of the data.
Shown is the prediction of the compilation of
Duane26 which was derived from the Agnew^^
data. The C'"x data of Govorov''6, divided by 10

(which is thought to be a reasonable conversion, see
the discussion in ref. 9) follows the Greene curve.
The Serov^9>20 data clusters around the
Strel'nikov^^ curve. The prediction of Greene^
(divided by 10) is shown for comparison. It is seen
that large differences occur between various data,
leading to a considerable lack of reliability in the
source of fusion-calculation data sets (Greene's
compilation)

.

Stewart and Hale^ show that there are severe
internal inconsistencies between the various sets of
data concerning the conversion from^(OO)
to<rX. This may help explain that when the data
are plotted as ^^-j; vs energy they look somewhat
less discrepant. An R-matrix solution by Hale,
Young, and Jarmie27 to the total cross section
data of ref's. 16, 20, and 25 up to 2 MeV leads to a

prediction of the reactivity of the T(t,2n)'^He
reaction about 50? smaller than that predicted by
Greene, below 50 keV bombarding energy. The data in

this low-energy region are dominated by the work of
Serov et al. who made a concerted effort to measure
the bombarding energy accurately. Even if they were
successful at this difficult task, their energy
error is still 2 to 3 keV, and the stated error in
their cross sections are from 20 to 30?.
Considering the other inconsistencies mentioned, our
knowledge of T(t,2n)'^He cross sections is not
secure.

D(d,n)^He and D(d,p)T

Many experiments measuring absolute cross
section have been done partially because of a report
of a narrow resonance near E^j = 100 keV and the
comparison of the two branches. Unlike the T(d,n)
and T(t,2n) reactions the angular distribution is

highly anisotropic at low energies. A good summary
of the experiments is given by Theus^S.

McNeill29 has revised the total cross section
data of Arnold et al.3 upwards by 3-12? to account
for improved anisotropy measurements. When this is
done, the several absolute experiments agree within
experimental errors which are generally 10-15?
except for Arnold3 who quotes 2-5?. It seems then
that the data for the d + d reactions are in
satisfactory agreement.

10 10^ 10^

TRITON ENERGY (keV)

Fig. 4 The T(t,2n)''He zero-degree differential
cross section vs triton bombarding energy.
Greene's (Ref. 7) total cross section prediction,
based on Govorov (Ref. 16), is divided by 10 to
give the curve shown. Duane's prediction
(Ref. 26) is based on the Agnew data (Ref. 17).
The Serov data (Ref. 20) closely follows the
Strel'nikov data (Ref. 18) represented by the
solid line.
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The d + d data of Arnold et al.3 were taken

with the same apparatus as in their T(d,n)

experiment. The apparent agreement of Arnold's
d + d data with the other experiments in that system
adds another curious heuristic element in the

question of the reliability of their T(d,n) data.

Cross Section Experiment

An experiment is now in progress at Los Alamos
to measure the absolute cross sections of the
reactions under discussion from 10-100 keV
bombarding energy to an reliable accuracy of better
than 5%. Since knowledge and control of the
absolute energy is of some concern, great effort has
been made in the design to achieve a good energy
measurement.

The schematic of the experiment is shown in

Fig. 5. There are several key elements in the
experimental design. 1. The target is a

windowless, continuous flow, cryogenic device, with
the outflowing gas trapped on U^K surfaces. The
avoidance of windows is a critical factor in

obtaining a reliable determination of the energy.
The target will be capable of handling tritium. A
typical target density is about 10l6/cni3,

Precise measurement of gas flow and target
temperature is necessary. 2. Because of charge
exchange in the target, the beam intensity will be
measured by a precision calorimeter following a

design by Thomann and Benn30. 3. The 5-120 keV
ion source will produce a negative beam to eliminate
unwanted ion species and supress effects of slitedge
scattering. It will be capable of accelerating
tritons. Beam currents will be from 1-50

microamps. 4. Energy loss in the target will be
explored with a laser spectrometer31 . This device
uses a precise time-of-flight measurement of a beam
pulse created by photodetachment of the beam
negative ions with a pulsed Nd: YAG laser. Both
the laser spectrometer and a precision resistor
stack will be used to measure the absolute energy.
An attempt will be made to keep all sources of error
in the beam energy less than 50 V. 5. Calibration
of the target density will be made using a high
energy Tandem Van-de-Graaff beam. A reaction with
well known cross section, such as D(p,p)D or T(p,p)T
will be used. If necessary, the calibrating cross
section will be measured separately at Los Alamos to

better than 1%.

At this writing, the cryogenic target is

complete, the ion source installed and running, the

calorimeter complete and tested and all of the beam

optic elements installed. Both 100 keV and 10 MeV

beams have successfully bombarded a deuterium target

and reaction particles have been detected. The

laser spectrometer and tritium handling equipment

are under construction. A photograph of the system

is shown in Fig. 6.

We plan to first measure the D + D system to

work out problems in the system; then accelerate

tritons to study D + T and finally flow tritium in

the target to study the T + T reaction.

Acknowledgments

We would like to acknowledge helpful

communications with A. M. Govorov, A. J. Elwyn, R.

Santoro, G. M. Hale, L. Stewart, and G. A.

Keyworth. The work of Rudy Martinez and Walt

Sondheim has been essential in the construction of

the experiment.

TRITIUM HANDLING

VACUUM
SYSTEM

BEAM
ENERGY

MEASUREMENT

Fig. 5 LOW ENERGY CROSS SECTION EXPERIMENT

References

1. F. L. Ribe, T. A. Oliphant, Jr., and W. E.

Quinn, Los Alamos Scientific Laboratory report
LA-3294-MS (1965), and J. D. Lawson, Proc.

Phys. Soc. B70, 6 (1957).

2. N. Jarmie and J. Wallace, private communication.

3. W. R. Arnold, J. A. Phillips, G. A. Sawyer, E.

J. Stovall, Jr., and J. L. Tuck, Phys. Rev. 93,

483 (1954). See also, Los Alamos Scientific
Laboratory report LA-1479 (1953).

4. J. P. Conner, T. W. Bonner, and J. R. Smith,

Phys. Rev. 88, 468 (1952) and T. W. Bonner, J.

P. Conner, and A. B. Lillie, Phys. Rev. 88, 473

(1951 ).

5. L. N. Katsaurov, Akad, Nauk, USSR, Fizicheskii

Inst., Trudy, 14, 224 (1962); and, E. M.

Balabanov, I. la. Barit, L. N. Katsaurov, I. M.

Frank, and I. V. Shtranikh, Supplement No. 5 of
Soviet Journal of Atomic Energy, Atomnaya

Energiya, p. 43 (1957).

6. R. G. Jarvis and D. Roaf, Proc. Roy. Soc. A218 ,

432 (1953).

7. S. L. Greene, Jr., Lawrence Radiation
Laboratory report UCRL-70522 (May 1967).

8. R. Santoro and J. Barish, Nuc. Sci. and

Engineering 59, 189 (1976) and ORNL-TM-4933
(1976)

9. L. Stewart and G. M. Hale, Los Alamos
Scientific Laboratory report LA-5828-MS
(January 1975); See also G. M. Hale, this
conference.

10. W. E. Kunz, Phys. Rev. 97, 456 (1955).

11. M. R. Dwarakanath, Thesis, California Institute
of Technology (1969).

736



Fig. 6 The Los Alamos Low Energy Fusion Cross Section Experiment.
The 120 keV ion source is on the right; the partially disassembled
target at the left. The tandem beam line is hidden.

12. Sawyer and Phillips, Los Alamos, LA-1578 (1953).

13. A. J. Elwyn, R. E. Holland, C. N. Davids, L.

Meyer-Sohutzmeister, and F. P. Mooring, Phys.

Rev. to be published. See also Bull. Amer.

Phys. Soc. 23, 97 (1978).

m. 0. Fiedler and P. Kunze, Nucl. Phys. A96, 513

(1967).

15. W. Gemeinhardt, D. Kamke and Chr. von Rhoneck,

Zeit. fur Physlk _197, 58 (1966).

16. A. M. Govorov, Li Ka-Yeng, G. M. Osetinskii, V.

I. Salatskll, and I. V. Slzor, Sov. Phys. JETP

^5, 266 (1962).

17. H. M. Agnew, W. T. Leland, H. V. Argo, R. W.

Crews, A. H. Hemmendlnger, W. E. Scott, and R.

F. Taschek, Phys. Rev. 84, 862 (1951).

18. Yu. V. Strel'nlkov, S. N. Abramovich, L. A.

Morkln, N. D. Yur'eva, Bull. Acad. Scl. USSR

Ser. Phys. (Isvestia) 35, 149 (1971). -

19. V. I. Serov, S. N. Abramovich, and L. A.

Morkln, Sov. J. of Atomic Energy _42, 66 (1977).

20. Nat. Nuclear Data Center, Brookhaven Nat. Lab.

Data Base CSISRS (EXF^R) #A0007 , 770825.

21. A. M. Govorov et al., Sov. Phys. -JETP 14, 508

(1962).

22. S. J. Bame, Jr., and W. T. Leland, Phys. Rev.

106 , 1257 (1957).

23. C. Wong, J. D. Anderson, and J. W. McClure,
Nucl. Phys. 71> 106 (1965).

24. R. Larose-Poutlssou, and H. Jeremie, Nucl.
Physics A218 , 559 (1974).

25. N. Jarmie and R. C. Allen, Phys. Rev. VH' ''''^l

(1958).

26. B. H. Duane, in Pacific Northwest Laboratory
Report on Controlled Thermonuclear Reactor
Technology-1972. W. C. Wolkenhauer, Ed.,

Battelle Northwest Laboratory report BNWL-1685
(November 1972) p. 75.

27. G. M. Hale, P. G. Young, and N. Jarmie, Los

Alamos Scientific Laboratory, Private
Communication; see also G. M. Hale, this

conference.

28. R. B. Theus, W. I. McGarry, and L. A. Beach,

Nucl. Phys. 80, 273 (1966).

29. K. G. McNeill, Phil. Mag. 46, 800 (1955).

30. C. Thomann and J. E. Benn, Nuc. Instr. &

Methods 238, 293 (1976).

31. G. G. Ohlsen et al., Bull. Amer. Phys. Soc. 24,

822 (1979).

737



THE 252cf V DISCREPANCY AND THE SULFUR DISCREPANCY

J. R. Smith

Idaho National Engineering Laboratory
EG & G Idaho, Inc.

P.O. Box 1525, Idaho Falls, Idaho 83415 USA

The cantankerous discrepancy among measured values of v for ^^^Cf appears at last to be

nearing a final resolution. A recent review has summarized the progress that has been achieved
through revaluation upward by 0.5% of two manganese bath values of F and the performance of a

new liquid scintillator measurement. A new manganese bath measurement at INEL is in reason-
ably good agreement with previous manganese bath values of ^^^Cf v. It now appears that the

manganese bath values could still be systematically low by as much as 0.4% because the BNL-325
thermal absorption cross section for sulfur may be as much as 10% low. There is a bona fide
discrepancy between measurements of the sulfur cross section by pile oscillators and the values
derived from transmission measurements^. The resolution of this discrepancy is a prerequisite
to the final resolution of the ^^^Cf v discrepancy.

[252cf V, manganese bath, pile oscillator, sulfur, absorption cross section, small-angle scattering]

Introduction

The discrepancy among measured values of v, the
total number of neutrons produced per fission event,
for 252Qf^ has long perplexed both the measurers and
the users of this important nuclear datum. In recent
years considerable progress has been achieved in under-
standing this important quantity, which is the standard
against which v values for the fissile nuclei are
compared.

The status of measurements of v for ^^^Cf was
reviewed by the present author at the Symposium on

Nuclear Data Problems for Thermal Reactor Applications
in May, 1978.^ A summary table representing the

current values for the various experimental results is

reproduced in Table I. Two significant developments
are represented in the current values shown in Table I:

The renormal ization upward by approximately 0.5% of the
manganese bath values of Axton^ and Devolpi^ and the

addition of a preliminary res^ult from a new liquid
scintillator measurement of Vp by Spencer. The

Spencer value may be revised in Spencer's paper pre-
pared for this meeting.

A striking feature of Table I is the remarkable
agreement among the manganese bath values, with the
exception of the White-Axton value. -^^ The latter
measurement has been assigned a relatively large error
by its authors, so it carries only a modest weight
into a weighted average. An impressive feature of the
general manganese bath agreement is the variety of
fission assay techniques represented. Axton^ used a

unique fission-fission coincidence technique, DeVolpi^
used neutron-fission coincidence counting, and
Bozorgmanesh^ and Aleksandrov^i both used defined solid
angle counting. The agreement between the latter two

measurements would appear to accentuate the isolation
of the White-Axton value.

The close general agreement of the manganese
bath results, clustered as they are about 0.5% lower
than the weighted average of all measurements, suggests
that if this average is near the true 252Qf value,
there may be a systematic bias of 0.5% somewhere in

the manganese bath method itself. It is therefore
appropriate to review the manganese bath method to

ascertain where such a systematic problem might lie.

Some characteristics might be postulated. The effect
should be capable of producing the bulk of the 0.5%
correction tha^t is sought. It should preferably raise
the value of v without simultaneously raising the
values of nj. since these are already in agreement with
the higher v values. Finally, one should not overlook
the possibility that the effect lies in something that
has been done the same way for so long that we have

come to confuse familiarity with accuracy.

TABLE I

2 52cf y Summary

MEASUREMENT v (Total)

Liquid Scintillator

Spencer"* 3.792+0 Oil

Bo 1 demand 3.755+0 016
Asplund-Nilsson^ 3.792+0 040
Hopkins-Diven^ 3.777+0 031

Manganese Bath

Axton2 3.743+0 019
DeVolpi^ 3.747+0 019
Bozorgmanesh^ 3.744+0 023
White, Axtonio 3.815+0 040
Aleksandrov^i 3.747+0 036

Boron Pile

Col vin^2 3.739+0. 021

Wtd. Ave: 3.766+0. 007

Ave: 3.765+0. 008

The Absorption Cross Section of Sulfur

The sulfur thermal absorption cross section has
rather abruptly emerged as perhaps the prime candidate
for the dubious distinction of contributing the
principal part of a half percent systematic error.
This possibility came to light in a review of the
sulfur file submitted by Howerton for inclusion in

ENDF/B-V. The evaluation is a very old one, with
little documentation. 12 The most unsettling part of
this review was to find that the thermal capture had

been normalized to 0.49 barn at 0.025 eV. For some
20 years the accepted value has been the BNL-325
value^"* of 0.52 barn, with the error variously
assigned as 0.02 or 0.03 barn. The difference between
0.49 and 0.52 barn may seem inconsequential to some,

but it represents about a quarter percent difference
in a manganese bath measurement. An inquiry to

Howerton revealed that he has no record of how he

arrived at this thermal value. It is presumed that he

followed his often-declared preference for selecting
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cross sections from the single experiment he judged to

be best, rather than resorting to a weighted average.

The implied disdain for weighted averages is a fairly
common and well-founded attitude. Indeed, it is the

use of weighted averages, and an attendant underesti-
mate of the error, that has served to create an un-

warranted attitude of contentment towards the 0.52-

b^arn value. Similar problems have plagued the 252Qf
V system, also. The weighted average could well be

called the opiate of the evaluator. It is useful as

a guide, but should not be used as a crutch.

The cross section chosen by Howerton as best was
evidently the Pomerance value,!^ normalized to the
current value of the cross section of gold, which was

the standard for the measurement. A reexamination of
possible reasons for favoring the Pomerance measure-
ment led to the compilation of the comparison shown
in Table II. This is a collection of sulfur absorp-
tion values, from three sets of pile oscillator
measurements, ^^"^^ that would be derived if the sulfur
result were renormalized to current values of cross
sections for other materials measured in the same
experiment. This table is intended as a test to see
which series of measurements has the best internal
consistency, and has stood the test of time best, as

viewed from the point of view of the sulfur cross
section. Included in the comparison are the cross
section standards boron, lithium, and gold, plus some
low cross-section materials. Manganese has been in-

cluded because it is the ratio to the manganese cross
section that is important in evaluating manganese
bath corrections.

TABLE II

Sulfur o.

Normal ization Pomerance Harris Colmer

Original Value 470 mb 510 mb 490 mb

B = 759 b* 489 545 532
Li = 70.7 b 496 529
Au = 98.8 b 489
Mn = 13.35 b 490 554 511

Co = 37.2 b 511 531 477
K = 2.10 b 481 508 544
Ca = .43 b 493 510 527

Average 493 mb 530 mb 520 mb

Std Dev 9 21 24

*Harwell B = 771 b

The Pomerance set of measurements does appear to

have a decided advantage in terms of internal consis-
tency, and this might be considered support for the
choice of the Pomerance values. A second glance, how-
ever, reveals that the internal consistency of each
set is adequate to suggest that the difference in sul-
fur values may not be a matter of random measurement
error alone. One is led to suspect the presence of
extraneous effects in the sulfur samples themselves.
It is well known that scattering from the sample
complicates pile oscillator measurements. All three
pile oscillator groups were aware of the scattering
problem, and all three dealt with it in their experi-
ments in one way or another. Since there does
appear to be some sample-dependent differences,
however, one is led to wonder whether the particulate
nature of the powdered sulfur samples may have intro-

duced types of scattering that were not typified by

the method of correction.

The sort of thing that might be suspected is

illustrated by some studies of the ^'^^Pu total cross
section by Young. Fig. 1 shows the original, uncor-
rected data, the same data corrected for moisture con-
tent of the oxide sample, and further correction for
small -angle scattering from the particles of which the
oxide was composed. Measurements on the metallic
sample, which were made later, were found to be in

good agreement with the corrected data from the oxide
sample. Also evident is the structure that is often
observed in the vicinity of the cutoff of Bragg scat-
tering from sets of crystalline planes of the sample.
The Bragg scattering is a matter of sample composition,
and can be seen to be different for the two samples.
Both the small-angle scattering and the Bragg cutoff
phenomenon can be expected to produce scattering that
is both energy-dependent and non-isotropic. Whether
these effects would disturb a pile oscillator measure-
ment is not clear, but the comparison in Table II

suggests that some sample-dependent complication is

present.

Pu Total Cross Section

Sample

Somple Corfecied for HjO

Sample Corrected tor HjO

Somple

_l I I I I I I I I
I I I I I I I I

ifcn Energy (eV)

Fig. 1 Neutron total cross section of
^'^^pu from 0.0015 to 1.0 eV.^^

M\fB (eV)

Fig. 2 The total cross section of natural

sulfur. Measurements of Rainwater
and Maayouf^o are compared with the

behavior indicated by the constants
evaluated in BNL 325.1'+
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The indication of possible sample-dependent

effects in the pile oscillator measurements leads natu-

rally to the question of whether the transmission

measurements have been fairly treated. When there are

no nearby resonances, the total cross section can be

fitted to a simple curve representing the sum of a

constant cross section and a l/V term. The constant

term is identified as the scattering cross section,

while the l/V term represents the absorption. There

are two published values for the sulfur absorption

cross section determined by this method. Both are

shown in Fig. 2. Rainwater^^ derived a value of 0.62

barn from his measurements on a powdered sample of

sulfur. There is some apparent structure near 0.04 eV,

which could be due to a Bragg cutoff that would compli-

cate the interpretation of the data. Maayouf^^ deduced

an absorption cross section of 0.59 b. from his

measurements on a cast sulfur sample. His data also

show structure, but the double-humped nature of the

structure suggests that it is an artifact of the rotor

transmission, rather than Bragg structure. Maayouf

used two different settings of his velocity selector

rotor to cover the energy region of the measurement,

and the dividing line between the two settings was

between the two humps. Although there is considerable

separation between the Rainwater and Maayouf data,

the slopes are in reasonable agreement, considering

the scatter in the data points. Neither measurement

appears compatible with the 0.52-barn cross section,

which is represented by the lower curve.

A third transmission measurement was made by the

present author on the MTR crystal spectrometer, with

a velocity selector to eliminate neutrons from higher

order reflections in the Bragg beam. The data from

the measurement appeared to be very linear on the

l/yE plot, with none of the structure evident in

the Rainwater and Maayouf data. A fit to the data

represented a thermal absorption cross section of

0.57 barn, which is somewhat below the values from

the other transmission measurements, but disturbingly

above the values from the pile oscillator experiments.

The lowest value with which the data could be deemed

reasonably compatible was 0.55 b. The high value

was tentatively ascribed to uncertainties in the

characterization of the cast sulfur block, which was

then ten years old. The data were not published,

and were subsequently destroyed.

All three total cross section measurements have

shown evidence of experimental difficulties that

justify their being down-weighted in an evaluation.

However, they agree in two significant points: they

all yield sulfur capture cross section values well

above the results of the pile oscillator measurements,

and a curve representing a cross section of 0.52 b.

does not appear to be compatible with any of the

energy-dependent data. The transmission measurements

do indeed have severe experimental problems that are

clearly visible. The data comparison of Table II,

however, suggests that the pile oscillator measure-

ments may have problems that are no less severe; they

may be simply less visible.

An inquiry to Dr. Pomerance, as to whether the

intervening 30 years had brought any reason to modify

the treatment of his sulfur data, brought a negative

reply. 2^ However, the reply included some details of

his experiment that are very interesting, in the light

of the preceding discussion. He supplied the results

of the measurements on the individual samples, which

included two powdered sulfur samples and two samples

of sulfur salts. These values are shown in Table III,

both as originally normalized to a gold cross section

of 95 barns and as renormalized to the current gold

value of 98.8 barns, The salt samples yielded sulfur

cross sections near or above the results from the

transmission measurements. Pomerance felt that the

most likely error would come from the presence of
impuritiies in the low cross-section samples. There-
fore it was the high values that were considered
suspect and discarded. An alternative explanation
might be that the differences among Pomerance'

s

samples supports the above-postulated existence of
sample-dependent scattering differences.

TABLE III

POMERANCE SULFUR MEASUREMENTS

SAMPLE ORIGINAL*
d

RENORMALIZED*

a

a

(wt) (barns' (barns)
Mol ecul

e

Sul fur Molecule Sul fur

ouiTur it I u.4o U.4o 0.50 0.50
(3.139 g) 0.475 0.475 0.494 0.494

Sulfur #2 0.51 0.51 0. 53 0. 53

(1.936 g) 0.40 0.40 0.42 0.42

PbSO^ 0.76 0.57 0.79 0.62

(5.327 g)

Ha^S^O^ 2.24 0.74 2.52 0.73

(2.218 g)

AVERAGE VALUES

All Sulfur .47 .49

First 3 Sulfur .49 .51

All Measurements .53 .55

CROSS SECTIONS ASSUMED

Au Pb Na

Original 95 0.19 0.47

Renormalized 98.8 0.17 0.53

Another curious factor in the Pomerance data set

is the fact that the second measurement on the second

sulfur sample was about 20% below the first measurement.

This puts it nearly as far out of line on the low side

as the salt samples are on the high side. Whether the

presumption is that something happened to the sample

between measurements or that the difference reflects

the true reproducibility of the measurements, one won-

ders whether the high and the low values ought to be

accepted or rejected on an equal basis. Rejection

of the low measurement would leave three values whose
average is 0.51 barn. This would have the rather
unsettling consequence that fully 50% of the Pomerance
sulfur data would thereby have been rejected. Inclu-

sion of all data would bring the Pomerance average
to 0.55 barn.

The puzzle posed by the Pomerance data is the

same as that posed by the attempt to reconcile the pile

oscillator and transmission measurements. Is it valid

to reject the higher values because they "look" too

high? Not enough information is available concerning
the various samples to allow solution of the problem by

evaluative measures alone. New and better measurements
are required.
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Effects of Sulfur Absorption in the Manganese Bath

To show why a wretched half-barn cross section
should be so important to manganese bath measurements
and to the 252cf ^ situation, it is necessary to

examine briefly the equation describing the response of

a manganese bath. When a source of strength Q is irra-

diated, the observed saturated activity A is given by

A3 = Q f e (1-S)(1-L)(1-P). (1)

where e represents the efficiency of the counter for
detection of a ^^Mn disintegration anywhere in the
system, S is the loss to neutron absorption in

structural material, L is the fraction leaking from
the bath, and P is the loss due to (n,p) and (n,a)

reactions in oxygen and sulfur. The effect of the
sulfur thermal absorption cross section is contained
in f, the fraction of neutrons absorbed in manganese
in the bath, where f is given by

N

1 +
H_

Mn 'Mn
(1+Grs)

(2)

An uncertainty in the sulfur cross section has an

impact not only upon the ratio o^/a^^, but also upon

the ratio o^/<^^^- This follows from the way the latter

ratio is determined. To obtain better manganese bath
accuracy than can be obtained through the use of indi-
vidual hydrogen and manganese cross sections, their
ratio is determined by making bath activation measure-
ments as a function of MnSO^ concentration. By re-

arranging equations (1) and (2), we obtain an equation
of a straight line in which the independent variable
is the modified concentration parameter N^/Nj^^(l+Grs)

:

(T-S)(l-L)(l-P ) _

i
Q a.

N,
H "H 1

7n ^wrn^'

Q

1 +

-Mn
(l-^*^^^)

. (3)

The slope, m, is divided by the intercept, b, of the
fitted 1 ine, yielding

^H^-Mn

(1+Grs)
(4)

where is introduced to represent the observed ratio,

before correction for the sulfur absorption. The
hydrogen-to-manganese cross-section ratio is then
simply

°H/°Mn Rh [1
s Mn

(1+Grs)]. (5)

The cross-section ratio thus derived has improved pre-
cision as compared to that derived from individual
measurements on manganese and hydrogen, but both its
value and its error estimate are correlated with those
of the sulfur cross section. To avoid overlooking
this important point, it may be instructive to insert
the factor R^^ directly into Eq. (3), which may then

be written

^ " (1-S)(1-L)(1-P)

1 +

-Mn
(1"^^^)

1 +

N^, (HGrs)

(6)

This form of the equation separates the sulfur

effect from the other corrections, and makes it clear
that the sulfur correction is independent of concen-
tration. The current BNL-325 value of 0.52 + 0.03

barn represents a correction of nearly 4%, and

implies an uncertainty of about 0.22% in the derived
source strength. That is close to the overall error
that is hoped for in the whole manganese bath measure-
ment, but it represents the^ error from only one cor-
rection in one leg of the v measurement. If the
sulfur cross section should really turn out to be

0.57 b or above, as suggested by the transmission
measurements and the data from the Pomeraiice sulfur
salt samples, the corresponding shift of v values from
the manganese bath could approach half a per cent.

The sulfur cross section thus has the potential
for representing an error of as much as half a per
cent in measurements of neutron source strenth by the

manganese bath method. A rise in the sulfur ab^sorp-

tion cross section would raise manganese bath v values
without imposing a corresponding rise in the n values,
since these are determined from ratio measurements
only. Finally, the cross-section measurements date
back 30 years. The acceptability of the 0.52-b value
may be more a matter of familiarity than of accuracy.
Thus the sulfur absorption cross section satisfies
all of the criteria earlier posulated as character-
istics of a possible source of a half per cent system-
atic effect in manganese bath measurements.

Possible Impact on ^^^Cf ^

Further complicating the picture is the fact that
the ^52Qf y measurement by the present author, in its

current state of analysis, appears to be headed for

the vicinity of 3.77, roughly half a per cent above
the other manganese bath values. This is with the

traditional value of 0.52 b for sulfur used in the
analysis. Since the analysis is still incomplete,
it is perhaps premature to conclude that a half per
cent systematic effect other than the sulfur absorp-
tion cross section has been overcome. In any event,
i_t is essential to the final resolution of the ^^^Cf
V discrepancy that the current ambiguity in the sulfur
absorption cross section be resolved.

As an illustration of the effect of the sulfur
cross section, let us suppose that the true value_
should be found to be 0.57 b. Then the array of v

measurements would take on the aspect shown in

Table IV, in which it is assumed that the present
author's measurement should continue at its present
preliminary value. In the weighted average, it is

presumed that the sulfur cross section would be

established with sufficient accuracy that the errors
assigned in Table I would be maintained, and that the
INEL measurement will prove to be at least as accurate
as any other manganese bath measurement. The weighted
average of Table IV is not a recommended value, because
the adoption of a value of 0.57 b for sulfur is

certainly not warranted at this point. However, it

is useful for putting into perspective the effect of
the current unsettled nature of the sulfur cross
section.

Conclusion

It is essential that the sulfur absorption cross
section be measured with an accuracy approaching 1%.

This will improve the accuracy with which neutron
source strengths can be measured in the manganese
bath and contribute mi_ghtily to the final resolution
of the ancient ^sa^f ^ discrepancy.
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MEASUREMENT

Liquid Scintillator

Spencer
Boldeman
Asplund-Nil sson
Hopkins-Di ven

Manganese Bath

Axton
DeVolpi
Bozorgmanesh
White, Axton
Aleksandrov
Smith

PROJECTED V (Total)

3.792+0.011
3.755+0.016
3.792+0.040
3.777+0.031

3.757+0,019
3.761+0.019
3.758+0.023
3.829+0.040
3.761+0,036
3.78 +0.02

12. D, W. Colvin and M. G. Sowerby, in "Physics and
Chemistry of Fission (Proc. Symp. Salzberg, 1965)"
Vol. 2. p. 25 (1965),

13. R. J. Howerton and M, H, MacGregor, UCRL-50400,
Vol. 15, Part D, Rev, 1, p. 115 (1978).

14. S. F. Mughabghab and D. I. Garber, BNL 325,
Third Edition, Vol. 1 (1973),

15. H, Pomerance, Phys Rev 83, 64 (1951),

16. S. P. Harris et al. , Phys Rev 80, 342 (1950),

17. F. W. C, Colmer and D, J, Littler, Proc Phys Soc
(London) 63, 1175 (1950).

18. T. E. Young, F. B. Simpson, and R. E. Tate, Nucl
Sci and Engr 341 (1971 ).

19.

20.

L. J. Rainwater et al. , Phys Rev 73, 733 (T948).

R. Maayouf and I. Hamouda, Atomkernenergie V13,
152 (1968).

21. H. Pomerance, private communication.

22. J. R. smith et aj_. , unpublished.

Boron Pile

Colvin 3.739+0.021

Wtd. Ave:

Ave:

3.771+0.006

3.773+0.007

REFERENCES

1. J. R, Smith, in "Symposium Proceedings: Nuclear
data Problems for Thermal Reactor Applications,"
EPRI NP-1098, p. 14-1 (1979).

2. E. J. Axton, in "Neutron Standard Reference Data,'

p. 261 (1974).

3. A, DeVolpi and K, G. Porges, Phys Rev CI, 683

(1970).

4. R. R. Spencer et al. , ORNL/TM-6805 (1979).

5. R. R. Spencer, Paper GA2, this conference.

6. J. W. Boldeman, Nucl Sci and Engr 55, 188 (1974).

I. Asplund-Nilsson, H. Conde, and N. Starfelt,
Nucl Sci and Engr 16, 124 (1963).

J. C. Hopkins and B. C. Diven, Nucl Phys 48, 433
(1963).

9. H. Bozorgmanesh, Ph.D. Dissertation, U. Michigan,
(1977),

10. P. H. White and E. J. Axton, J. Nucl. Energy 22,
73 (1968).

11, B, Aleksandrov et al. , Proc 1975 Kiev Conf, 5^,

166 (1975),

74 2



NEUTRON CAPTURE CROSS SECTION STANDARDS FOR BNL-325

N. E. Holden
Brookhaven National Laboratory

Upton, New York 11973, USA

The most common cross section standards for capture reactions in the thermal
neutron energy region are gold, cobalt, and manganese. In preparation for the
fourth edition of BNL-325, data on the thermal cross section and resonance inte-
gral were evaluated for these three standards. For gold, only measurements below
the Bragg scattering cutoff were used and extrapolated to a neutron velocity of
2200 meters/second. A non 1/v correction due to the 4.9 eV resonance was made.
The resonance integral is based on Jirlow's integral measurement and Tellier's
parameters. The resonance integrals for cobalt and manganese are based solely on
integral measurements because the capture widths of the first major resonance
either vary by 20% in various measurements (cobalt) , or have never been measured
(manganese). Recommended thermal cross sections and resonance integrals are re-
spectively gold: 98.65±0.09 bams, 1550±28 bams, cobalt: 37.18±0.06 bams,
''^r^^^.O barns, and manganese: 13.3+0.2 bams, and 14.0+0.3 bams.

[ Au(n,Y), ^^Co(n,Y), 55Mn(jj,Y), thermal cross section, resonance integral]

Intr'oauction

Neutron capture reaction cross sections are
usually measured on a relative basis. The most common
absolute standards used in the thermal energy region
are gold, cobalt, and manganese. In the epithermal
energy range, resonance capture integrals are usually
measured relative to gold, with cobalt and manganese as
secondary standards.

The Gold Capture Standard

Thermal Neutron Capture Cross Section

Measurements were only considered for which high
resolution and accuracy in the wavelength determination
were obtained. This would eliminate problems with
determination of the incident neutron flux shape and a
possible epithermal component, which could contribute
significantly due to the 4.9 eV resonance in gold.
Table I lists the experiments, which satisfied the
above criteria, the reported value and the value
recommended. Antonini's result was discarded because
it was merely a check on the effectiveness of a slow
chopper and the large uncertainty might distort the
average result. Steyerl's result is approximately 4%
standard deviations outside the weighted average of
other measurements and his foil thickness is uncertain
to 5%. Dilg performed measurements on Steyerl's time
of flight spectrometer with gold foils of thickness
known to 0.02% and obtained results consistent with
the other reported experiments. This indicates a pro-
blem not with Steyerl's instrumentation, but with his
foils

.

The cross section was measured below the Bragg
scattering cutoff, where scattering contributions to
the total cross section become small. The 1/v curve
was fitted in this long wavelength region, and extra-
polated to a neutron velocity of 2200 meters/second. A
correction for the non 1/v portion of the cross section
due to the 4.9 eV resonance was made using the Tellier
parameters for this resonance, corresponding to
0.9010.03 barns at 2200 meters/second. The weighted
average and recommended value is 98.65±0.09 bams.

Resonance Capture Integral

An absolute resonance integral measurement was
made by Jirlow, and a correction for the detailed shape
of the epithermal spectrum at the Rl reactor (unknown
at the time of Jirlow's measurement) gave a result of
1553±40 bams. A measurement relative to boron by
Popovic is estimated to be 1507±100 bams which gives
support to Jirlow's measurement but is not included

because of lack of details.

From differential data, the total resonance inte-

gral, using Wood parameters for the 4.9 eV resonance,
is 1597+67 bams, and the total resonance integral,
using Tellier parameters for the 4.9 eV resonance, is

1548±40 barns. The Tellier parameters give better
agreement with Jirlow's integral measurement, and for
the thinnest samples used, Tellier measured approxi-
mately six times the number of points about the peak of
the resonance as did Wood. Tellier's parameters were
used for the non 1/v component calculation for the
thermal captiire cross section and for the resonance
integral giving a gold resonance integral of 1550±28
bams.

The Cobalt Capture Standard

Thermal Neutron Capture Cross Section

Neutron capture in cobalt leads to the compound
nucleus ^"co which has a ground state with a 5.27 year
half life, and an isomer at 58.6 keV excitation energy
with a half life of 10.5 minutes. In addition to the

isomeric transition to the ground state, the isomer
decays via two weak beta branches of 0.24% and 0.0086%.

Since 54.9% of the captures lead to the isomer, the
activation cross section of the 5.27 year state will
be 0.136% less than the absorption cross section or
0.05 barns less. This factor is used to adjust the
various measurements to the same basis

.

The results of all experiments are given in Table
III , although many are not considered very reliable
because of insufficient data on standards, self-shield-
ing, resonance absorption, absolute intensities of
gamma rays, conversion coefficients, etc. Table IV

lists the most reliable measurements. The resulting
cross section is 37.18±0.06 bams. The activation ex-
periments for the 10.5 minute isomer are given in
Table V, where the recommended value is 20.4±o.8 bams.

Resonance Capture Integral

Most of the cobalt resonance integral is pro-
duced by capture in the 132 eV resonance. The neutron
capture width of this resonance is reported in various
measurements with a spread of 20%. The resonance
integral calculated from differential data is highly
tmcertain as a result and only integral measurements
were considered for the recommended resonance integral.

The values considered are given in Table VI, and the

recommended result is 74±2 barns. For the 10.5
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minute isomer, Table VII lists the experiments with a

recommendation of 39±2 bams for this resonance

integral

.

The Manganese Capture Standard

Thermal Neutron Capture Cross Section

Table VIII lists the various measurements as re-

ported and as revised. In general, there have been no

recent measurements of very high accuracy with a

detailed error analysis published. The small errors

listed with most values correspond to statistical
counting uncertainties only. These values have been
adjusted to include estimated uncertainties for poten-

tial systematic effects. The recommended value is

13.310.2 barns.

Resonance Capture Integral

Over seventy percent of the manganese resonance
integral is produced by capture in the 335 eV reso-

nance. The neutron capture width of this resonance

has never been measured. In fact, the capture width

for BNL-325 is being determined by using a recommended
resonance integral from integral measurements. The

values considered are given in Table IX as quoted, and

as revised. The recommended resonance integral is

14.0±0.3 barns.

Table III
59

Co(n,Y) Measurements

Reference

Wu 13

Co Imer

Harris
Yaffe^^
Pomerance-'-^

Grimeland^^
Bernstein
Ailloud^O

19

Eastwood 21

Tattersall 22

Wolf 23

,29

Meadows

Cance ^5

De Swiniarski^^
Taylor 27

Huttel'
Vaninbroukx'^

Carre 30

De Worm"
Merritt-^2

Kim33
Schuman
Silk35
Dilg^

,31

Reported

Value
(barns

)

40.2
38,

35.

34.

34.

33.

38.

35.

36.

38.

38.

36.

±0.9
+3.0
+ 1.8

±1.4
±1.7
±0.4
±0.6
±1.0
±1.5
±0.7
±0.5
+0.6

35.51 ±0.87
34.9 ±1.0
37.0
34.8
37.4
38.0

37.7

±2.0
±0.2
±0.3
±0.3
+0.4

37.09 ±0.27
36.61 ±0.47
38±2
37.245±0.11
37.14510.07

Recommended
Value
(barns

)

36.0
41.5
36.

36.

35.

36.

38.

38.5
36.4
38.5
38.4

36.3

±3.0
±3.9
±4

±1.5
+ 1.8

±1.0
+1

±1
+ 1

+0

±0

±0.6
35.51 ±0.87
34.9 ±1.0
37,

35,

37,

38,

37,

±1.9

±0.7
+0.3

+0.3

±0.4
37.16 ±0.24
37.19 ±0.48
38±2
37.245+0.11

37.145±0.07

weighted average (barns)

Table I
197

Au(n,Y) Measurements

Reference
Reported
Value

Recommended
Value

Carter! (1953)
Egelstaff2 (1954)

Gould^ (1960)
Teutsch^ (1962)

Als Nielsen^ (1964)

Antonini^ (1965)

Steyerl^ (1972)

Dilg^ (1973)

(barns

)

98.7 ±0.6
98.6 ±0.9
98.8 ±0.3
98.9 ±0.3
98.6 +0.2

97.64±4.25
99.3 ±0.5

98.68±0.12

(barns

)

98.72±0.45
98.6 ±0.9
98.7 ±0.3
98.8 +0.3
98.58±0.22

too imprecise
apparent error
see discussion

98.63±0.11

Weighted Average = 98.645 barns 0.087 (Internal
Error)

,

0.068 (External
Error)

Recommended Value = 98.65 ± 0.09 barns

37.204±0.053 (internal
error)

0.075 (external
error)

59
Table IV Co(n,Y) Most Precise and

Documented Measurements

Reported Recommended
Value Value

Reference (barns

)

(barns

)

Vaninbroukx
Merritt^^
Kim33
Silk^S
DilgS

29 37.4 ±0.3
37.09 +0.27
36.61 ±0.47
37.245±0.11
37.145±0.07

37.3 +0.3
37.16 ±0.24
37.19 ±0.48
37.245+0.11

37.145±0.07

weighted average (barns) = 37.178±0.056 (internal
error)

0.036 (external
error)

Recommended Value = 37.18 ± 0.06 barns

Table II Parameters For The First Resonance In Gold

Reference E (eV) r(meV) T (meV) T (meV) o (barns)
o n Y o

Wood^l 4.90610.010 14013 15.610.5

Tellier 4.900+0.005 137.512 15.010.2

124.413 36964

122.512.5 36233



Table
59 60m

V ^^Co(n,Y) Co 10.5

Activation Cross Section
Minute

Reported Recommended
Value Value

Reference (barns

)

(barns

)

Table VIII ^^Mn Thermal Neutron Cross Section

Deutsch36
Moss 37

Keisch 38 a /a*

Schmidt-Ott^^
Gryntakis^^

weighted average (barns)

Recommended Value

1.4 ±0.6

18.3 ±1.7
1.19±0.16

16.5

18.80+1.50

15.2±6.5
21.8±2.0
21.8±1.4
17.8±(2.0)

19.7±1.6

20.4±0.84 (internal error)

0.84 (external error)
20.4 ± 0.8 barns

59
Table VI Co Resonance Integral Measurements

Reference

Reported
Value
(barns)

Recommended
Value
(barns)

Tattersall
Johnston
Feiner^^
Eastwood ^3

Taylor 27

Le Sage^^
Carre^O
Wall^^

22

Kiin33

Schuman 34
28Hiittel

Steinnes 46

j:70

74.8
81±4
69.9±3.5

71.0±5

68.7±5.

75.3±0.8
74.6+3

>/>70.3

77±4

75.2±5,
74.8±7.

72.3±4,
73.3±7.

74.0±8.
70.4±7.

75.8±3.7
73.6±7

76.2±8.1

weighted average (barns) 74.2±2.0 (internal error)
±0.2 (external error)

Recommended Value =74+2 barns

Table VII Resonance Integral ^^Co(n,Y) ^°°Co
10.5 minute state

Reference

Reported
Value
(barns

)

Recommended
Value
(barns

)

Dahlberg^^

Eastwood ^3

Gryntakis 48 39.7±4.3

39.2±3.5
38.4±2.3
42.7±4.6

50

Reference

Coltman^^
Colmerl^
Harris
Pomerance"'"^

Grime land '-^

Bartholomew
DeJuren^
Cummins
Meister 53

Tattersall22
Meadows
Hiittel 5^

Bouzyk 55

Sokolowski
Hogg
Adib

57
58

Weighted average =

Recommended Value

Reported
Value
(barns)

10.7 ±0.2
12.8 +0.8
12.3

12.8 ±0.6
12.4 +0.2
12.7 ±0.3
13.19+0.30
13.2 ±0.2
13.19±0.38
13.25±0.15
13.2 ±0.1
13.3 ±0.08
13.4 ±0.4
13.20+0.15
13.5 ±0.5
13.64±0.19

13.32±0.2 barns
= 13.3±0.2 barns

Recommended
Value
(barns

)

13.6 ±1.4

13.9 ±1.4
13.2 ±1.2

13.3 ±0.7
13.3 ±1.

13.5 ±1.

13.38±0.

13.0 ±0.

13.18±0.6

13.35±0.6
13.26±0.6
13.4 ±1.0
13.5 ±1.0

13.6 ±1.0

13.64±1.0

55
Table IX Mn Resonance Capture Integral

Reported Recommended
Value Value

Reference (bams) (bams

)

« 59
Harris

^2
Tattersall

9.77 12.4 ±1.6
15.5 ±5.0 14.9 ±5.0

Walker^°^^
Dahlberg

13.8 ±0.8 13.1 ±0.9
14. 12±0.6 14.3 ±0.8

Feiner^l 15.8 14.2 ±1.2
Jacks^2 14.1 ±0.3 13.9 ±1.4
Axton^3

64
Louwier

14.6 14.31±0.83
15.0 ±1.4 14.2 ±1.5

Kohler^S 13.52±0.60 13.5 ±1.0
Carre30g
Orvin^^

16.5 ±1 15.15±1.8
13.7 ±0.7 14.01±0.97

Ryves 11.7 ±1.7 11.7 +2.0
Sherds

Schuman
14.4 ±0,5 14.3 ±0.7

14.0 ±0.7 14.0 ±1.3

Nanjyo^^
Breitenhuber
Van der^^inden
Gleason

14.1 ±0.6 14.0 ±1.1
15.4 14.5 ±1.2
13.8 +0.8 13.8 ±1.2
17.0 16.8 ±1.9

weighted average = 14.0±0.27 bams (internal error),
±0.17 barns (external error).

Recommended value = 14.0±0.3 barns.

weighted average (barns) 39.2±1.8 (internal error)
±0.3 (external error)

Recommended Value = 39+2 barns
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NBS NFUTROM MONITOR AND DOSIMETER CALIBRATION EACILITY

K. C. Duval! , 0. A. Wasson and M. M. Meier
^'at^onal Bureau of Standards
Washington, D.C. 20234, USA

A standard neutron flux in the energy range of .2 to 1.2 MeV has been established at the NBS

3 MV positive ion Van de Graff laboratory. The neutron flux is produced from the ^Li(p,n)''Be

reaction and monitored by a precision calibrated black neutron detector. The flux is emitted
within a cone of 4.5° half angle and is snacially uniform to within ±1°''). The facility has

been recently used for the calibration of neutron monitors and dosimeters submitted by

government and industry. The detector responses are measured relative to our standard neutron
flux in terms of response per unit fluence. These calibration factors have been determined
with an accuracy better than ±5%.

[calibration; dosimetry; detection; facilities; fluence; flux; monitor; neutron; sources; standardization]

Introduction

A standard neutron flux facility has been
established at the NBS 3 MV positive ion Van de

Graaff laboratory and was briefly described in a

paper by O.A. Wasson^. The neutron flux in the

energy range of .2 to 1.2 MeV is determined

accurately to within ±2%. Recently the facility
has been used for the calibration of neutron
monitors and dosimeters for government and

industry. Calibration factors in terms of the

monitor response relative to the neutron
fluence received have been determined for active
neutron monitors. Personnel dosimeters were
given specific fluences only. The results of
the measurements are presented and discussed.

NBS .2 to 1.2 MeV Neutron Flux Facility

MOVABLE SHIELD

LONG COUNTER

BLACK
PRECISION DETECTOR

NEUTRON BEAM COLLIMATOR MONITOR
4.6" HALF ANGLE >

,
, f

Fig. 1. Experimental geometry.

A monoenergetic , pulsed proton beam emitted
from the NBS 3 MV Van de Graaff accelerator is

incident on an evaporated 'Li metal target. The

proton beam is pulsed with 1 ysec intervals and

10 n sec pulse width. Proton currents up to

2.0 yA are avail able with a 4 mm diameter beam spot

at the target position.

Monoenergetic neutrons in the energy range
of .2 to 1.2 MeV are produced with the aid of the

''Li (p,n)'^Be reaction. The experimental geometry is

shown in Fig. 1. The neutron source is surrounded
by a Li2Co3 + wax shield mounted on a movable air
table for easy access to the beam line and target.
The source shield, along with a grided aluminum
floor, serves to reduce the neutron room background.
A lithium loaded polyethylene collimator is inserted
into the shield allowing the emitted neutron flux to

be confined to a cone of 4.5° half angle. The neutron
flux within the cone is specially uniform to better
than ± 1%. The beam profile for 1180 keV neutrons at
1.3 m from the source is shown in Fig. 2. The low
energy neutron background is less than 0.8% of the
direct beam. The y ray background is nominally less
than 1.5 mrem/hr. With this experimental arrangement,
a neutron flux of 200 n/cm^ sec at 1.5 m from the
source is typical

.

BEAM PROFILE AT 1.3 m
'

\
^ r

HORIZONTAL DISTANCE
,

Fig. 2. Neutron beam profile for 1180 keV

neutrons at 1.3 m from source. Profile obtained
from TOF spectrum of a 1 inch diameter Ne 110

scintillator.

The neutron production rate is monitored at 0°

by a precision calibrated black neutron detector^
positioned 6 m from the neutron source. The black
detector consists of a 12.5 cm diameter, 15 cm thick
plastic scintillator mounted on a RCA 8854 photo-
multiplier tube. The black detector efficiency as
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a function of energy has been calculated with the

use of a Monte Carlo calculation for multiple neutron

scattering in a scintillator. The calculated
efficiency curve has been compared to several experi-

mentally determined points obtained from absolute
measurements using the associated particle method^.

The independent calibration methods agree to within
± 1.5% in the energy range of .2 to 1.2 MeV. Black
detector efficiencies in this energy range are greater
than 90%. A black detector pulse height spectrum for
a 1200 keV incident neutron flux is shown in Fig. 3.

The solid line is the calculated pulse height spectrum.

En - 1200 heV

AE. • 50 ktv

Fig. 3. Black detector pulse height spectrum

plotted against the calculated spectrum at

1200 keV neutron energy.

The black neutron detector is enclosed in a

borated polyethylene and lead shield. A 4.445
±0.010 cm diameter, 30 cm deep precisely machined
hole allows neutrons in a specific solid angle to

strike the black detector. Taking into account
the various uncertainties, the neutron flux emitted
within the cone can be determined accurately to

within ± 1%.

Neutron time-of-f 1 ight analysis is used in the

determination of neutron energy, energy spread and

background levels. The energy spread in the

monoenergetic neutron beam which is dependent on

the target thickness is 50 keV. Background
subtraction is enhanced by the separation in time
of Y-ray contributions to the detector rate, A time
of flight spectrum is shown in Fig. 4 for a 1 MeV
neutron beam, y-i^ay and 2 nd repetition, 1-MeV
neutrons are isolated along with a second neutron
group which will be discussed further.

'
I

' r
Bioft • 200 heV

BLACK OETECTOR TIME 0ISTR1BUTK3N

- 993-1033 MV

170 180 190 200

CHANNEL NUMBER

Fig. 4. Black detector time-of-fl i ght spectrum
for 1 MeV incident neutron flux. The neutron
peaks are identified along with the energy
spread and percentage of contribution.

A secondary neutron flux monitor located at a

back angle to the source, approximately 180°, is

utilized during the irradiation of a thick detector
positioned in the center of the neutron cone. The
secondary monitor is calibrated with respect to the
precision calibrated black detector before and after
an irradiation. During the irradiation, the

response of monitors and dosimeters placed in the

neutron beam for calibration are recorded with
respect to the secondary monitor. A 1-inch diameter,
6-inch long BF3 gas chamber is used for this purpose
and rests on the beam pipe within the source
shield. However, this secondary monitor is sensitive
to proton beam and target conditions and may vary
during an irradiation by as much as much 2.5%.

Experimental Procedures

Neutron Monitor and Dosimeter Calibration Measurements

Neutron monitors and dosimeters requiring cali-
bration with respect to our standard neutron flux are

positioned in the beam, entirely within the neutron

cone. The fluence F(r) received during irradiation

is determined from the expression:

F(r)
(R)2 'BF

k'

1

where

k'=-^
"bD/c

fj»e. distance from the source
to the rear of the black detector
collimator is 565.8 cm.

the distance from the source to the

neutron monitor or dosimeter
requiring calibration.

eff the effective area of the black

detector collimator.

T(R-r)

"bf

the correction for air transmission,

counts in the secondary monitor.
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BD counts in the black detector. dosimeter applications, to be included in the TLD

response. The TLDs received specifically determined
e the black detector efficiency. fluences for the primary neutron groups and second

groups

.

The neutron monitor response to the specific
fluence received is obtained from a scaler
associated with the monitor electronics pack.

Calibration factors are determined in terms of
the ratio of counts to neutron fluence.

An additional complication in determining the

fluence received for neutron energies above 600 keV

is the presence of a second neutron energy group
generated by the ^Li(p,n) source. The contributions
to the black detector rate from the two neutron

groups are separated in time-of-fl ight analysis,

allowing the fluence received from each neutron

component to be determined. The monitor response
must be corrected for the response to the lower

energy second group. This response is measured
separately and applied as a correction in the

following expression:

X -

F^(r)

where

M the monitor response read from a

scaler associated with the monitor

electronics
F (r), F, (r) the contributions to the total

fluence at a distance r from the source

for the main neutron group and the

second group.

K K, the calibration factors determined
°' for the main neutron group and second

group.

Irradiations for Naval Surface Weapons Laboratory

The response of several types of active neutron
monitors was required at 552 keV neutron energy. The

batch of detectors consisted of 3 cylindrical neutron
monitors, a set of Ronner Multisphere neutron monitors,
and the 3-inch and 9-inch spherical neutron

monitors. The response for each neutron monitor v/as

recorded by some form of attached scaler.

The cylindrical monitor consists of a 1-inch
diameter, 3 inch long BF3 probe enclosed in a 8-inch
diameter, 9-1/2-inch long cylindrical polyethylene
moderator. Two of the three moderators had been
modified by the rounding of one end. The neutron
monitors were irradiated at 2.02 m from the source
in several orientations with the beam.

The Bonner multi-sphere neutron monitor system
consists of a ^Li-Zinc sulfide scintillator mounted
on a photomultiplier tube and inserted into one of
the 2, 3, 5, 8, IG-inch diameter spherical moderators.
The response was recorded for each moderator and
detector combination.

The 3-inch and 9-inch spherical neutron monitors
were irradiated at neutron energies of 204 and 1143
keV as well as 515 keV. The correction to the monitor
response for the second neutron group at 1143 keV was
obtained from previous measurements with a similar
monitor.

Discussion

The response measured for the 9-inch sphere sub-
mitted by a commercial manufacturer is compared with
data obtained by D. E. Nankins'*, LLL for a similar
9-inch sphere. The results are shown in Fig. 5. The
two data sets were normalized at 144 keV. The agree-
ment is satisfactory.

Some details and results of recent calibrations
fol low.

Irradiations of Commercial Neutron Monitors

The response of a 3-inch and 9-inch diameter
spherical neutron monitor was measured at neutron
energies of 235, 515, 754, and 1054 keV. The
monitor consisted of a l/'2-inch diameter, 6-inch
long BF3 probe which is inserted into either the
3-inch or 9-inch diameter spherical polyethylene
moderator. The monitors were positioned in the
neutron cone, 1.5 m from the source. Calibration
factors determined for the 754 and 1054 keV energies
were corrected for contributions from the second
neutron groups by using calibration factors deter-
mined from the 235 and 515 keV measurements. The
235 and 515 keV contributions to the 754 and 1054
keV neutron fluences were 7% and 2%, respectively.

Also, several types of thermol uminscent
dosimeters were irradiated at the same energies.

TLDs were mounted on a water jug and positioned in

the beam 1.0 m from the source. The water jug

mounting is assumed to allow the backscatteri ng
contributions which are present in real life

ENERGY RESPONSE of 9 INCH SPHERE

• NBS . DUVALL et al

LLL , D.E. NANKINS

2-

I L_ _J I I I

0 200 400 600 800 1000 1200

NEUTRON ENERGY, keV

Fig. 5. Energy response of 9-inch sphere.
NBS response measurements are compared with
data obtained by D. E. Hankins for a similar
9-inch sphere. The two spheres are normalized
at 144 keV.
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We received 9-inch and 3-inch spherical neutron

monitors also from Naval Surface Weapons Lab. The

absolute responses measured for these detectors are

compared with the measured responses for those sub-
mitted by a commercial manufacturer. The results

are shown in Figs. 6 and 7. A difference in absolute
response of as much as 20% is observed between the two

detector sets indicating differences in absolute
calibration. However, when the ratio of the 9-inch
and 3-inch spheres is considered, the calibration
factors cancel and the inherent responses of the two
detector sets are compared. Fig. 8 shows that the
inherent measured responses are in satisfactory
agreement.

ENERGY RESPONSE of TWO 9 INCH SPHERES

ENERGY RESPONSE of the RATIO of 9 to 3 INCH SPHERES

600 SCO 1000 1200

NEUTRON ENERGY , keV

Fig. 6. Absolute response of two similar 9-inch
spheres. The measurements indicate a difference
in absolute calibration.

ENERGY RESPONSE of TWO 3 INCH SPHERES

400 600 800 1000 1200

NEUTRON ENERGY , keV

Fig. 7. Absolute response of two similar 3-inch
spheres. A difference in absolute calibration is

evident also in this data.

400 600 800 1000 1200

NEUTRON ENERGY , keV

Fig. 8. Absolute response of the ratio of 9 to

3- inch spheres for two similar monitor systems.
Predetermined calibration settings are cancelled.

The results of response measurements for the
cylindrical neutron monitors in units of counts/n/cm^
as a function of monitor orientation are listed in

Table I. As expected, the response was dependent on
the detector orientation in the beam. Table I also
illustrates the variation in response for 2, 3, 5, 8

and 10-inch spheres in the 553 keV neutron field.

Table I. Irradiations for Naval Surface Weapons
Laboratory at 552 keV

Calibration factor

750

Neutron Orientation (counts/n/cm^)

Cyl indrical 1 0 0936 ± 0 0041

2 0 1328 ± 0 0058

3 0 1832 ± 0 0081

4 0 1233 ± 0 0054

5 0 1080 ± 0 0048

6 0 1768 ± 0 0078

7 0 1820 ± 0 0080

Bkgd 0 0093 ± 0 0004

Rounded
Cyl indrical 1 0 1083 ± 0 0048

2 0 1290 ± 0 0057

3 0 2850 ± 0 0125

4 0 2654 ± 0 01 1

7

5 0 2665 ± 0 0117
,

6 0 1778 ± 0 0078

7 0 2839 ± 0 0125 y

Bonner
Mul tisphere

2" 0 0055 ± 0 0002
"

3" 0 0310 ± 0 0014

5" 0 0970 ± 0. 0043

8" 0 0799 ± 0 0035

10" 0 0426 ± 0 0019

Bare 0 00021 ± 0.00001

Cd. 0 00015 ± 0.00001
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Conclusion

The NBS .2 to 1.2 MeV standard neutron flux
facility is now in operation and may be used for the
calibration of personnel neutron monitors and dosi-
meters. Calibration factors may be obtained with
better than ±5%accuracy. A detailed list of the

nominal experimental uncertainties is given in Table
II. Neutron monitors may be exposed to fluxes of the
order of 10^ n/cm^sec.

Future efforts will be directed at reducing the
measurement errors associated with secondary monitor
instability. We believe that calibration measure-
ments to better than ±3% are obtainable.

Table II. Nominal Experimental Uncertainties

r 0 7%

R 0 2%

ngp(STAT) 0 2%

ngo(STAT) 0 2%

e 1 5%

k' stability 2 5%

A(1 + k) 0 5%

T 0 6%

dead time 0. 2%

systematic

(In scatt, back scatt.

flux uniformity, etc. ) 1. 0%

M (STAT) 1

.

0%

M background 0. 5%

Linear 9. M
Quad 3. 5%
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CAPTURE CROSS SECTION AND GAMMA-RAY SPECTRUM CALCULATIONS FOR MEDIUM-WEIGHT NUCLEI*

M. A. Gardner and D. G. Gardner
Lawrence Livermore Laboratory

Livermore, CA 94550, USA

We have applied a double-peak, energy-dependent Breit-Wigner model of the El gamma-ray
strength function to nuclei from As to Rh, to predict their neutron capture cross sections
and capture gamma-ray spectra. We found that a consistent set of model parameters could be
obtained in this mass region to describe the step in the low-energy tail of the El strength
function. This step allows: (a) agreement with photonuclear data at high energies, (b) the
correct Ty to be obtained for agreement with neutron capture cross-section data, and (c) the
calculation of the observed hardness in the capture gamma-ray spectra. For nuclei at or near
the closed, N=50 shell, however, the model's double-peak assumption breaks down. In these
cases, good results are still obtained if the same set of model parameters is applied except
that the El strength function is formulated in terms of the first, narrower peak.

[Calculated El "y-ray strength functions, calculated a(n,Y) and y-ray spectra for ^^As, ^-^Nb, and
103Rh, calculated a(n,Y) for 89y and 90zr.]

Introduction

We are continuing to develop our capability to

calculate neutron-induced capture cross sections and
capture gamma-ray spectra for both stable and unstable
medium-weight nuclei. Our earlier modeling work in

this mass region'^"-^ related the El gamma-ray strength
function to the tail of the giant dipole resonance,
assuming it to be represented by a single Lorentzian
function. In terms of the classical dipole sum rule,

it was expressed as:

f,,(E,) = 3.3 X 10-6 M
^ (1)

where and Fj^ are the energy and width of the giant
dipole resonance and F3j^ is the fraction of the sum
rule that is exhausted. We developed systematics for
Ej^ and in cases where experimental data were lack-
ing. From a study of elements ranging from As to Cd,

we adopted the expression: Ej^ = 35.4/A"''' and we par-
ameterized the width in terms of the nuclear deforma-
tion parameter, S>2 Fj^ =(A^'^/1. 227) (1. + 12.78 b|).

The expression for the giant dipole width reproduced
the literature values to + 10% or better in this mass
region. To obtain values for Fgj^, we carried out

statistical model calculational fits to available ex-
perimental neutron capture cross-section data for
12 target nuclei from ^^As to ^'^^Rh. In these calcu-
lations, we assumed only dipole transitions, an Ml
contribution to the capture width of - 15%-20%, and the

Brink-Axel energy dependence for the El transitions.
The El strength functions extracted from these fits,
when compared with those predicted by Eq. 1, yielded
values for Fgj^. In general, these values agreed quite
well with those inferred from total integrated photo-
neutron data, as shown in Fig. 1. The value of Fgj^

was somewhat mass dependent: about 0.75 for A = 90

and about 1.1 for A = 94. Two marked exceptions to

the general trend were the compound nuclei ^^As and
104Rh.

Further, for both of these cases, the experimen-
tal thermal neutron capture gamma-ray spectrum was much
harder than that calculated. And while this earlier
modeling successfully predicted the magnitude of (n,Y)
and (p,y) cross sections in this region, it failed, in
general, to reproduce the observed hardness in associ-
ated gamma-ray spectra. ^ This was further illustrated
by the study of the gamma-ray spectra for the 53i^(n,Y)

*Work performed under the auspices of the U.S. Depart-
ment of Energy by the Lawrence Livermore Laboratory
under contract number W-7405-ENG-48

.

reaction.-' It was found that the El strength function
had to be modified by adding a small resonance around
5.5 MeV or by adding a step decrease below 4.5 MeV or
by using different combinations of these two, to obtain
the harder spectra indicated by experiment. With each
modification the capture cross section was reproduced
equally well.

3

• t[, rttll — /c»\t

2

o j/i or
60 KZ

I

Ratio \ ° o

°o
•

•
•

O D 0

••*

0
1 1 1 ;

70 80 90 100 no )20

A

Fig. 1. Ratio of fgi value (at Ey = 3 MeV) extracted

from (n,Y) cross-section measurements to that calcula-

ted with Eq. 1 vs. A (closed circles); and total, in-

tegrated photoneutron cross section'^ expressed in sum

rule units vs. A (open circles).

The present re-investigation in the mass 90 region
described in the following sections, makes use of the

double-peak, energy-dependent Breit-Wigner (EDBW) model
of the El strength function as outlined in the compan-
ion paper^ in this conference. This model is tested to

see If a consistent set of parameters can be obtained
for this mass range which will yield a step in the low-
energy tail of the El strength function that allows:
(a) agreement with the photonuclear data at high ener-
gies; (b) the correct magnitude of Fy to be obtained
for agreement with neutron capture cross section data;
and (c) the calculation of the observed hardness in
the capture gamma-ray spectra.
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Calculational Details Results for Nb, As, and Rh

The double-peak, giant dipole parameters were com-
puted making all of the assumptions listed in Ref. 6.

This included the assumption that the integrated photo-
nuclear absorption cross section is always 1.25 times
the sum rule value. In Fig. 2 are shown the total in-

tegrated photoneutron cross sections obtained from the

data available in Ref. 4 for V through Bi, expressed
in sum rule units. Data from both single and double
peak interpretations are included; connecting vertical
lines indicate a range of data for the same nucleus.
One sees that over most of the full mass range, the

relation 1.25 times the sum rule is reasonable,
although at around A = 90 and below this value appears
to fall off.

1.6

1.2

t=h .8

.4

%x
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•
X

•

:

X

40
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double peak

I I

80 120 160 200

Fig. 2. Total, integrated photoneutron cross sections^
expressed in sum rule units vs. A.

Remembering that the energy-dependent width is ex-
pressed as:

(c + Ey)(e^ )(e^ + eJ (2)

we will see that consistent results in this mass 90
range are obtained when is 5 MeV and C ranges from
1 to 5 MeV. This is in agreement with the studies at
higher A values.

^

The latest versions of the statistical model nu-
clear reaction codes: STAPRE^ and COMNUC^ were used.
The neutron optical model parameters used in the Y and
Zr calculations were the ^^Y parameters of Lagrange.^
Those used for the Nb and Rh calculations were La-
grange's 93Nb parameters. 10 The As calculations were
carried out using the neutron parameters of Moldauer.^^
Level densities were computed using the Gilbert-
Cameron formalism, 12 as updated by Cook. 13 xhe con-
stant temperature portion was adjusted to match dis-
crete level input while the Fermi gas portion was ad-
justed to yield correct Dq^s values where known.

In Fig. 3 is shown the computed capture gamma-ray
spectrum (solid circles) for ^^Nh compared with the un-
normalized, experimental spectrum of Orphan for thermal
neutrons (histogram) . 1^ The calculated spectrum was
obtained using the double-peak, EDBW model of the El

strength function, with the energy-dependent width de-
scribed by Eq. 2 where E^ = 5 MeV and C = 5 MeV. The
insert shows various El strength functions for ^^Nb as

a function of the gamma-ray energy: the short-dashed
curve is the fg]^ obtained using a single-peak Lor-
entz form with the ^^Nh parameters of Ref. 4; the solid
and long-dashed curves are fgl's obtained using the
present modeling. The solid curve was computed with an
energy-dependent width parameterized with Ej^ = 5 MeV
and C = 1 MeV; the long-dashed curve with a width where

Ex = 5 MeV and C = 10 MeV. It should be noted that
while all three of the EDBW fgi's described (where C =

1, 5, or 10 MeV) reproduced the experimental capture
cross-section data of Poenitz^^ quite well for neutron
energies of 0.3 MeV to 1.7 MeV, the fgi with C = 5 MeV
gave the best agreement with the measured gamma-ray
spectrum.

10

8'

93
Nb

— 10

[J]

6 , 10
E7(MeV)

Ey(MeV)

Fig. 3. Comparison of Orphan 's^^ measured thermal
neutron capture gamma-ray spectrum for ^^Nh (histogram)
with that calculated via the double-peak, EDBW model
(closed circles). Insert compares fgj^'s for ^^Nb:
Lorentz form with parameters from Ref. 4 (short-dashed
curve) and EDBW model with E^ = 5 MeV, C = 1 MeV
(solid curve), with E^ = 5 MeV, C = 10 MeV (long-dashed
curve).
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Various calculated gamma-ray spectra for ^^As are
shown in Fig. 4, again compared with the measured
thermal neutron capture gamma-ray spectrum of Orphan
(histogram). The double-peak, EDBW model (solid
circles) best reproduces the hardness observed in the
spectrum, compared with the results obtained using a

Lorentz form (open circles) or a Weisskopf formulation
(open, inverted triangles) of the El strength function.
The Lorentz form was computed with one of the sets of

the double-peak, giant dipole parameters given in Ref.

4. The EDBW fgj^ was calculated with an energy-depend-
ent width where E^ = 5 MeV and C = 1 MeV. This same
El strength function yielded the calculated capture
cross section (solid curve) shown in Fig. 5, in good
agreement with the more recently measured data sets
(shown by the solid symbols). 16-20

10

oo

• • • EDBW

o o o Lorentz

V V V Weisskopf

1 2 3 4 5 6 7
Ey(MeV)

Fig. 4. Comparison of Orphan's-^^ measured thermal
neutron capture gamma-ray spectrum for ^^As (histogram)
with calculations: double-peak, EDBW model (closed

circles), Lorentz form (open circles) and Weisskopf
form (inverted triangles).

In Fig. 6a is shown the computed neutron capture
cross section for ^^Sg^j^ (solid curve) obtained with the
present modeling of the El strength function. Again
the energy-dependent width was described with E;^ = 5

MeV and C = 1 MeV. The calculated cross section is in
good agreement with the data of Macklin et—al. (solid
triangles, both upright and inverted)l^>21 and the data
of Joly et al . (solid squares). 22 Xn Fig. 6b the cal-
ulated gamma-ray spectrum (solid hexagons) is compared
with the measured thermal neutron capture gamma-ray
spectrum of Orphan (histogram). The double-peak,
EDBW fgi, as described, was used in the spectrum calcu-
lation and reproduces the observed hardness reasonably
well.

En (MeV)

Fig. 5. The calculated (n,Y) cross section for ^^^g

(solid curve) compared with recent measurements ^^"20

(solid symbols).

4 6
E7(MeV)

Fig. 6. a) Comparison of the calculated (n,Y) cross

section for ^^^Rh (solid curve) with measurements of

Macklin et_al.^^»21 (triangles) and of Joly et al .22

(squares), b) Calculated thermal neutron capture

gamma-ray spectrum for ^^^Kh (solid hexagons) compared

with Orphan's measurement (histogram).
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Results for Y and Zr

It appears that In the case of nuclei at or near

the closed neutron shell, N = 50, the assumption breaks

dovm that these nuclei can still be treated to some ex-

tent as prolate spheroids and that their El strength

functions can be described by two, super-imposed giant

dipole resonances. Our studies so far, for nuclei with

N = 50 and 51, indicate that the double-peak, EDBW

model overestimates the El strength function by a fac-

tor of two or more at some energies. This leads to

neutron capture cross-section calculations that are too

high.

In these cases, we do find that if all assumptions

and systematics as described^ are still used but that

only the first, narrower resonance is employed to com-

pute the energy-dependent Breit-Wigner El strength

function, reasonable results are obtained. This may be

seen in Fig. 7. Here is shown the single-peak, EDBW El

strength function (solid curve) as it varies with the

gamma-ray energy compared with experimental measure-

ments and with data inferred from photoneutron experi-

ments. The measured fgi values are those of Axel

etal. (solid circles)^^ and of Szeflinska et al .

(open circles), 2^ while the dashed curves were ob-

tained from Lorentz formulations using the resonance

parameter sets in Ref. 4. Again, using the single-
peak, EDBW model to calculate the capture cross section

for and ^^2^, the results shown in Fig. 8a and 8b

are obtained. Both of the computed cross sections

(solid curves) resulted from fei's with energy-depend-

ent widths where E^ = 5 MeV and C = 1 MeV. The calcu-

lated cross sections are in good agreement with the

various sets of experimental data. '^ >

2 4 6 8 10

E7(MeV)

Fig. 7. Comparison of the single-peak, EDBW El

strength function for '^'^Zt vs. Ey (solid curve) with:

measurements of Axel et al .^^ (solid circles) and of

Szeflinska et al .^^ (open circles); Lorentz form with

parameters from Ref. A (dashed curves).

10
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I I I I I 1 1

1

.J—J

10

10^
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10" 10 10

En(MeV)

10

Fig. 8. The calculated (n.y) cross sections for ^^Y
and '^^Zv (solid curves) compared with measure-
ments. 21 >25-30
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A CONSISTENT NUCLEAR MODEL FOR COMPOUND AND PRECOMPOUND REACTIONS
WITH CONSERVATION OF ANGULAR MOMENTUM

C. Y. Fu

Oak Ridge National Laboratory
Oak Ridge, Tennessee 37830, USA

The exciton model is modified such that it automatically reduces to the usual

evaporation formula after equilibrium has been reached. The result is further
modified to conserve angular momentum in a form compatible with the Hauser-Feshbach
formula. This allows a consistent description of intermediate excitations from
which tertiary reaction cross sections can be calculated for transitions to discrete
residual levels with known spins and parities. Level densities used for the compound
component of reaction cross sections are derived from direct summation of the

particle-hole state densities used for the precompound component.

[Nuclear reactions ''Al, '*''''*''J^,
siy, 5o,52q^^ st.sepg^ 58,e

E = 14.6 MeV. Calculated a(n,xn), (n,xp), (n,xa), ci(E^), (E

and precompound analysis.] ^

'Ni,

), (E

^^"^^Cu, ^'Nb,

Hauser-Feshbach

Introduction

Development of fusion energy calls for substan-
tial improvement in the knowledge of neutron cross
sections in the energy range from a few MeV to about
40 MeV.^ In this energy range, the multi-step Hauser-
Feshbach model with precompound effects is the most
versatile and is considered an indispensible theoreti-
cal tool for cross-section evaluations.^ In analyzing
cross sections such as hydrogen and helium productions
from 14-MeV neutron-induced reactions, we showed' that
spin and parity effects are more important in the

second step of the calculation than in the first step.

However, it is not straightforward to conserve angular
momentum even in the first step because the presently
available models for precompound reactions do not con-

serve or even recognize angular momentum. In addition
the compound and precompound components are generally
calculated in the first step from two physically dif-

ferent models, thus lacking a common basis for

carrying out the calculation to the second step.

In this paper we develop a model capable of cal-

culating the compound and precompound cross sections

consistently and conserving angular momentum in both

compound and precompound reactions. The model becomes

that of Hauser-Feshbach"* at low energies where the

precompound effects are negligible. Level densities

used for calculating the compound component are made

consistent with those used for the precompound com-

ponent.

Theory

A full derivation of the formula given below has

been written up for publication elsewhere.^ Here we

only have enough space for a summary. We shall first

write down the final formula and then explain the

physical implications of the various components lead-

ing to its derivation.

The final formula is

aj^(E,e)de = tt

where

I
Jtt

I
si

si
Jtt s^l'

^s'l'

(la)

D
Jtt ^b ^Itt -^e ^p ^e ^p ^s'£' 's'l'

Dj,(p,E) 0|^(p-l,h,I,U') + C(E)

Dk(P,E) P^(p,h,t)dt/u)(p,h,E)

(lb)

P^d.U')

(Ic)

(Id)

C(E) =
/ P(p,h,t)dt/w(p,h,E) (le)

T

Pb(I>U') = aj|^(p-l,h,I,U') , (If)

and the various components and notations are explained

below.

The compound and precompound components are con-

sistent if the precompound model automatically reduces

to the compound model after equilibrium has been

reached. This is achieved by introducing a set of

master equations containing time-dependent particle-

type distributions. Defining P. (p,h,t), the occupation

probability, as the probability that the system will be

found in a state with p particles and h holes of type b

at time t, the master equations which describe the

approach of the nucleus to statistical equilibrium are

given by

d Pjj(p,h,t)

dt

P,^(p-l.h-1,t) f^(p)

P(p-l,h-l,t) p
^ P(p-l,h-l,t) A^(p-l,h-l,E)

* LP(p+l,h+l,t

t)

tT P(p+l,h+l.t) A (p+l,h+l,E)

P^(p,h,t) [A^(p,h.E) + A_(p,h,E) + /^"^^'^ X(^(p,h,e)d£]

with
P(p,h,t) = P[^(p,h,t)

and

^b ^b^P) = '

(2a)

(2b)

(2c)

The transition rates A^ and X_ are given by Ribansky

et al.^ which contain an empirical residual two-body

matrix element determined by Kalbach.^ E is the total

energy of the reacting system.

In the first term in Eq. (11), P(p-l,h-l,t)

A (p-l,h-l,E) represents the total transition rates

from (p-l,h-l) states to (p,h) states. Among the p

particles in the (p,h) states, (p-1) of them retain the

old particle-type distribution P, (p-1 ,h-l ,t)/P(p-l ,h-l

,

t), and the newly created particTe may have a different

particle-type distribution given by fu(p)> which will

be determined analytically. Thus the compositions of

particle types in the new (p,h) states are given by the

quantity in the brackets.

757



In the second term, P(p+l,h+l,t) A_(p+1 ,h+l ,E)

represents the total transition rates from (p+l,h+i)

states to {p,h) states. The quantity in the brackets

is the fraction of particle type b in the (p,h) states.

If we assume that various types of particles annihilate
with their respective holes at the same rate, then the

compositions of various particles in the newly formed

(p,h) states are the same as in the initial (p+l,h+l)

states.

with

The emission rates X, are given by

2S,+1
°

X.(p,h,e)d£ = —

^

I \A '^b(p-l.h,U)

where S. , y, , and e are the spin, reduced mass, and

kinetic energy of the emitted particle of type b; U is

the residual nucleus excitation energy. Equation (3)

differs from that of Kalbach^ in the absence of the

particle-type weighting factor R[.(p)- This weighting
factor is now time dependent and is built into Eq. (2).

The state densities (jj(p,h,E) are given by Williams.^

The numerical values of fi,(p) are determined by

requiring that after equilibrium has been reached the

system will stay in equilibrium. Our definition of
equilibrium is

P^(p,h,t > T)/to(p,h,E) = C(t,E)

where the equilibration time T is the time when all

allowed states in the composite system are equally
populated. This definition of equilibrium leads to

i
N

(4)

(5)

where N is the number of particle types included in the

calculation.

The initial conditions for numerical integration
of Eq. (2) are given by

Pb(p,h,0) =

ppo ^^ ^ (6)

where q is the fraction of particle type b in the

states \p ,h ) at time 0. This fraction is previously
contained in R|^(p^).

To conserve angular momentum it is necessary to

write the occupation probability as P. (p,h,J,t) where
J is the total spin of the reacting system. Eq. (1)

was derived with this definition for the occupation
probability. We shall not attempt to solve for this

occupation probability. Instead we make the simplify-
ing assumption that

P|3(p,h,J,t) P[3(p,h,t)

u)(p,h,J,E) o(p,h,E)
(7)

so that Eq. (2) can be used directly. This has little

to do with our goal of conserving angular momentum.

What we have neglected are the angular momentum coup-

lings among the p particles and h holes and their pos-

sible influence on the spreading widths and escaping

widths. Solution of this problem is beyond our present

purpose.

The spin dependent p-h state densities for the

residual nuclei are given by

a)(p,h,J,E) = (o(p,h,E) a)j^(J)

where

" 2v^ ol

1 -(^t)
' (2J+1) e ^

"

(8a)

(8b)

= 1.17 nc/a (8c)

where a = Tr^g/6, and c is a constant related to the
moment of inertia.' Equation (8c) is derived by
equating to ex where n is the most probable exciton
number and x is the nuclear temperature.'

The effective excitation energy U' is given by

U' U - U

with

and'

'p,h

P,h

= (h-1.5)A + U

12/A

where U is the odd-even shift of Gilbert and Cameron^
and A is the mass number. The pairing correction, U .

,

reduces the p-h state densities given ty Williams' P'

by a factor of 10 and makes their summation (over p
or h) comparable to empirical descriptions such as
those given by Gilbert and Cameron.'

Finally, converting all inverse reaction cross
sections in the cross section formula given by Kalbach^
into transmission coefficients, T and T , ,, where
s, I, s', I' are the channel spins and orBital angular
momenta of the incident and outgoing particles, we
obtain Eq. (1). If instantaneous equilibration is
assumed, Eq. (1) reduces to the usual Hauser-Feshbach
formula. We emphasize that as long as comparable level
densities are used, the compound part of our model, as
obtained directly from the precompound model developed
here, would yield identical results as the conventional
compound model

.

Parameter Determinations and Calculations

Calculations of neutron, proton, and alpha-
particle production spectra for 14.6-MeV neutrons inci-
dent on thirteen isotopes are compared with experiment-
al data.'^'^^ Parameters of general validity are fixed
beforehand. Two parameters are determined from calcu-
lations for ^^Fe and then used for predicting the other
twelve isotopes.

Optical model parameters are taken from Wilmore
and Hodgson^ ^ for neutrons, Becchetti and Greenlees^**
for protons, and Huizenga and Igo^^ for alpha-particles.
Calculation of gamma-ray transmission coefficients was
described previously in detail. Level density
parameters, a, c, and U , are calculated from the
empirical formalism of Gilbert and Cameron' and used
in Eq. (If) as well as Eqs. (8a) to (8c). The single
particle density g for each nucleus is calculated from
the corresponding parameter a and thus has the
effect of shell corrections, as given by Gilbert and
Cameron.

'

A few discrete levels are used for each residual
nucleus in the binary step. These levels are given a

weight fi.(I,E,U )/p(I,U'), defined in Eqs. (Ic) and
(If) witn U being the continuum cutoff, such that
continuity Tn the calculated spectra across U is

maintained. A larger number of discrete levels in

each residual nucleus is used in the second step such
that more than 80% of decays by proton emission excite
the discrete levels. Often only a few discrete levels
are excited by the second outgoing particles in (n,np)

and (n,na) reactions. In such cases, the calculated
tertiary-reaction cross sections are sensitive to the

spacings and spins of the residual discrete levels.

The remaining parameters are k, the scale factor
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for the residual two-body matrix elements,'' and
q^^,

the fraction of particle type b in the states (p ,h )

at time 0. A neutron incident on a nucleus sees N neu-

trons, Z protons, and a maximum of Z/2 alpha clusters.

Introducing a parameter f as the clustering probability^
for alpha particles and using Pq = 2 and h^ = 1 , we

have

b^ = 0.5 N/A' +0.5

bp = 0.5 Z/A'

b =0.5 (0.5 f Z/A'

)

a
where A' = N + Z + 0.5 fZ and the fraction 0.5 accounts
for the incident neutron.

The value of k has been determined by Kalbach^ to

be 400 MeV^. This value depends strongly on the level

density parameters. Since the level densities we used
here have strong pairing corrections, the value of k is

expected to increase. The value k = 700 MeV^ was

determined by fitting the high-energy half of the 14.6-

MeV ^^Fe(n,xp) spectrum measured by Grimes et al.^^ as

shown in Fig. 1. The (n,xn) spectrum, measured by

Hermsdorf et al.^^ and integrated over angle by Hetrick

et al.^'^ was not used for determining the value of k

because of possible presence of collective excitations.
We have reported^^ DWBA calculations for 15 of the 26

discrete levels up to 4.5 MeV in 14.5-MeV ^^Fe(n,n')

reactions. The dashed histograms in the calculated
(n,xn) spectrum in Fig. 1 represent such DWBA calcula-
tions. Collective strengths in higher-energy levels
may not be negligible, making the determination of the

parameter k on (n,xn) spectrum somewhat uncertain.

OUTGOING PARTICLE ENERGY (MeV)

The (n,xn) spectra measured by Hermsdorf et al.
are the only set covering all thirteen isotopes studied
here. Five other sets of measurements for ^^Fe, con-
sidered previously,^** are omitted for clarity. The
(n,xp) and (n,xa) spectra measured by Grimes et al. are
probably the only high quality data available.

After the value of k was determined, the value f =

0.2 was found from the high-energy tail of the

^^Fe(n,xa) spectrum shown in Fig. 1. This value of f

increases the tail of the (n,xa) spectrum near 13 MeV
by only 25% from a case calculated with f = 0, thus is

weakly determined. A survey^^ of previous calculations
for heavier isotopes (A > 100), for which the precom-
pound effect is more pronounced, shows large fluctua-
tions of f with A and shell structures.

With the above parameters, we proceed to predict
similar spectra for the other twelve isotopes: ^^Al,
^^'"^Ti, ^^V, =°'"cr, s-^Fe, ^^'^'Ni, "'"Cu, and
"Nb. Some of the results ("Al, ^"Fe, "Cu, "Nb)
are compared in Fig. 2 with experimental data. The
(n,xn) data are for natural elements, so are shown
separately in Fig. 3.

The calculated (n,xn) spectra represent sums of

partial spectra from (n,n'), 2x(n,2n), (n,pn), and

(n,an) reactions. The (n,xp) spectra are sums of

(n,p), (n,pn), and (n,np). The (n,xa) spectra are

sums of (n,a), (n,an), and (n,na). The dashed curves

in Fig. 2 include calculated results from the first

step only. The high-energy edge in each (n,xn) spec-

trum represents the position of the first excited state

5 —
14.6 MeV (a)

0 2 4 6 8 10 12 H
OUTGOING PARTICLE ENERGY (MeV)

> 10"

10'

10'

10^

Fig. 1. Calculated and experimental n, p, a production
spectra from 14.6-MeV neutrons on ^^Fe. The solid
curves are calculations. The dashed curves include
calculated contributions from the binary step only.
The histograms represent DWBA calculations of (n,n')
cross sections for 15 discrete levels.
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Fig. 2. Calculated and experimental n, p, a production
spectra from 14.6-MeV Neutrons on (a) ^^Al, (b) ^'*Fe,

(c) "Cu, and (d) ^^Nb. The dashed curved include con-
tributions from the binary step only.

in the residual nucleus in (n,n') reaction, while those

in the (n,xp) and (n,xct) spectra correspond to the

ground states. The dip in the high-energy tail, when
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present, is from the odd-even shift, which is the most
pronounced in even-even residual nucleus.

Best agreement between calculations and experi-
ments is seen for the (n,xp) spectra. This is probably
not surprising since the reactions comprising the

(n,xp) spectra are rather pure compound and precompound
combinations. The measured {n,xn) spectra contain
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20

collective excitations. Although DWBA calculations are
routinely performed for the low-lyinq discrete levels
for cross-section evaluation works, '^'^^'zo .jg

straightforward to deal with collective excitations for
the continuum states. However, in view of the reason-
able agreement between calculated and measured (n,xn)

spectra, the collective excitation in continuum states
cannot be large in most cases. In several cases, the

agreement between calculated and measured (n,xa) spec-
tra is not quite satisfactory. Since the precompound
effect is rather small in (n,a)reactions induced by

14.6-Me\/ neutrons, we speculate that the optical -model

parameters used for alpha-particles are not valid for
all the isotopes and energies, particularly for low-
energy transitions. The conclusion by McFadden and

Satchler^^ that a global set of optical -model parame-

ters for alpha-particles could not be found has not

yet been challenged.

Concl usion

Our consistent treatment of the compound and pre-

compound reactions leads to a single model that reduces

to the usual Hauser-Feshbach model at low energies
where the precompound effects are negligible. A single

set of parameters, including those for level densities,

is used for both modes of reactions. For 14.6-MeV

neutron-induced reactions, the second outgoing particle

often sees only a few discrete levels in the residual

nuclei. Therefore, the multi-step Hauser-Feshbach
method is used for describing the tertiary reactions.

For the same reason, spin populations in the intermedi-

ate nuclei are important, and are calculated with con-

servation of angular momentum in both modes of reaction.
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In an extension of previous work on the theory of statistical cross sections ' model
calculations have been performed in the region of weak absorption, which is of particular
interest in applied work involving neutron capture or neutron scattering at low energies.
Improved formulas for calculating compound nucleus cross sectionSgand width fluctuation
correction factors are presented. Although we agree with Moldauer that the factorization
condition for cross sections is not always satisfied in few channel cases where strongly
and weakly absorbing channels are mixed, the formulas provide a good description of the
computer-generated cross sections. In addition, the structure of the improved formula has
been chosen as to describe cases where many weakly absorbing channels contribute.

[^Compound-Nucleus Reactions, Cross Sections, Factorization, Statistical Models, Hauser-

Feshbach Theory, Width Fluctuation Correction Factor, Elastic Enhancement Factors^

Introduct ion

Starting from the K-matrix representation
of the S-matrix,

where
S = (l+iK)(l-iK)

ab t—

(1)

(2)

Hofmann, Richert ,
Tepel, and Weidenmiiller

1 2(HRTW) ' derived analytical and numerical
results for the calculation of compound
nucleus cross sections. In contrast to the
often used pole expansion of the S-matrix,
where the residues are correlated due to
the unitarity condition SS =1, this approach
makes use of uncorrelated v/(^(0,o') distributed
partial width amplitudes y (we assume that

^yUa l(/dh^
a/b, i.e. direct reactions

are absent) and E drawn from a Wigner
spacing distribution. Any real and symmetric
K will automatically lead to an unitary S.
Separating the S-matrix (1) into an energy
averaged part <S> and a fluctuating part S

such that
<s''> = 0 ,

we have

ab = <=a.>
,fl

'ab
(3)

and the elastic and inelastic compound cross
sections are given by

Furthermore, we define the elastic enhance-
ment factor W by

a

HRTW Approach

In the HRTW approach compound nucleus
cross sections are assumed to factorize,

<^^i = t -Tk. a/b, and cr-"- = ^^.W , (6)
ab jajb' ' aa jaa'

which on introducing "effective transmission
coefficients" V through

and applying the unitarity condition S.S =1^
or equivalently

1 - ks^a>l
f 1

^ <^b ,
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leads to a set of equations

T = V + V (W
a a a a

1) / Z V . (7)

Solution of these equations by iteration
is very simple ^^once the enhancement factors
W are known . For X T -oo or W =1 one
a c c c

regains the normal Hauser-Feshbach situation
where V =T .It is important to note that
since the statistical cross sections
(6) depend solely on the average S-matrix
elements?" the enhancement factors W can
be expressed in terms of the set of
transmission coefficients T . HRTW suggested
the following parametr izat ion for :

(
0.3 + 1. 5. T /ZT -V

,

1+T ^ ^ O
a

+ 2 T )/lT 1
avg c c

(8)

1.5

1.0

0.5

FACTORIZATION of CN

Cross Sections o-f

--Moldoijer is]

— Moldauer i= 2

^HRTW

Ratio R= <r|].o-<'J< . <rl

U Channels: T, =T2= 0.1. T3 .

0.0 0.5 1.0

Since this formula has certain undesirable
properties as was pointed out by various
authors (i.e. the use of T = TT /n,avg ^ c

where n is the number of channels) , and
some doubt was thrown on the factorizability
of CN cross sections by Moldauer^, we have
decided to look into these questions in more
detail

.

Fig.l Factorization of CN Cross Sections

W
f 1 f 1 , f 1 f 1

aa cd ac ad
agree well with "true" enhancement factors
determined via

.true
W

f 1 , f 1

aa ab
a = b

( see Table I )

.

Fit Formulas

Factorization of Compound Cross Sections

Consider the ratio

f 1 f 1

ab cd
f 1 f 1

ac bd
(9)

with (a,b,c,d) pairwise different. Factori-
zation as was assumed by HRTW leads to R=l.
Moldauer has calculated R for a number of

3n-channel cases with n=U,8,...,30 using
an equal number of weak channels ( T ft: 0 . 1

)

coupled to strong channels ( T « 0 . 9 ) .

We have repeated and extended these calculat-
ions for the worst (n=4) of these already
rather extreme cases. The results are shown
in Fig.l as a function of the transmission
coefficients Tg=T^, while channels 1 and 2

with T =T =0.1 were kept fixed. It is evident
that the deviation of R from 1 is statistic-
ally significant for large T- (or cross sec-
tion) ratios implying non -factor izat ion of
cross sections. The curve seems to follow
the predictions of Moldauer's integration^
method with V=l. Comparison of the computer
generated cross sections with the HRTW model
showsthat the cross section involving the
weakly absorbing channels (usually 1 and 2)
is larger than V .V /XV , while all other
fl i ^ c

O^j^ ,a^b agree well with the formula.

Similarly, elastic enhancement factors W^^'^^

determined from the data assuming factori-
zation via relations of the type

Table I . Enhancement factors for the 4-channel
cases shown in Fig. 1 .

T
^true
a

wfact
a

0 95 2 . 08 3 2 11 6

0 90 2 . 23 6 2 24 6

0 70 2 . 11 5 2 18 7

0 50 2 . 48 6 2 49 7

0 30 2 . 54 8 2 47 13
0 10 2 . 98 13 2 86 14
0 01 2 . 98 27 3 12 30

It i s therefore not surprizing to find good
agreement between HRTW calculations and
computer-generated cross sections also for
the non-factorizing cases of Fig.l (Table II)

Table 1

1

. Model comparisons (mean absolute
-channel cases of Fig.ldeviations) for the 4-

Avg .

Error
HF Mold I^Mold II'^ HRTW^

0 95 1 7% 1 18 23 5% 10 8% 3 .6% 4 .0%
0 90 3 4% 1 16 25 3 9 5 5 0 4 9

0 70 2 3 1 14 24 6 10 4 4 6 2 8

0 50 3 3 1 11 31 5 5 8 9 0 4 7

0 30 6 2 1 02 32 4 6 6 9 9 2 4

0 10 5 9 1 04 48 8 2 5 18 0 11 4

0 01 8 2 1 22 3 7 8 2 8 15 7 6 2

7^3 ^eq. (9) '^Hauser-Feshbach -\ ^^-2 ^eq.(lO)



Comparing the columns labelled Mold I (W^=3),

Mold II (W =2) and HRTW in Table II it seems
that the mian fit error depends more on the
precice choice of W than on the question of
factorizability.

Elastic Enhancement Factor

The HRTW expression for the elastic
enhancement factor W as given by eq. (8)
contains a correction term which becomes
operative mainly in cases where a single
strong channel is mixed with several weak
ones, as is the case at isobaric analogue
resonances. The use of T produces a size-

avg
able correction to the average W for the
strong channel. Although this is a desirable
feature at lAR, low energy neutron reactions
involve a small number of weak channels,
often mixed with a large number of very
weak gamma channels. Here the formula leads
to W > 3 and values of 5 may even be reached
We ha ve used the proposal of Yoshida^ and
replaced T by

avg

t" = ^ T

b

new fit formula

ai+a2.T;
W =1+2 1+T

/Et,
-1

a,. fCT -T)/Tt 1^.(T /y T V (10)3I-a ^cJ a'^c''

3.0

2.5

2.0

true" Wy

New formula

0.2 OA 0.6 0.8

•Fig. 2 Elastic enhancement factor W_^ as a

function of T for the <+ channel cases
introduced in Fig.l and Tables I and II.

to produce data of good statistical accuracy
in reasonable computing time.

with prel iminary values of the coefficients

a^=0.36, a2=1.15, and 3^=20 leads to

HRTW

This formula has the advantage that the
introduction of very weak channels do not
change any results. As is shown in Fig. 2,
W changes rather more rapidly towards 3

at the weak absorption limit. Still
missing from the formula is the requiremegt
of Agassi, We idenmuller , and Mantzouranis
that W -+.2 when T T _^ oo for all T>0

a c c

(strong absorption, although individual T's
may be ^< 1 )

.
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Cone lus ions

1) Although factorization of compound
cross sections does not hold in all
cases, in practice it is a good assumpt-
ion .

2) We have presented a formula for the
elastic enhancement factor W which
can also deal with a large number of
weak channels

.

3) It is necessary to improve the structure
of eq. (10) so that the limit of Agassi
et al.^ is satisfied. In addition, the
limit of very weak absorption, T« 0.001-
0.1 has not been sufficiently investigated,
since Monte-Carlo calculations are unable
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NEUTRON EMISSION SPECTRA INDUCED BY 14-MeV NEUTRONS FROM THE
EVALUATED NUCLEAR DATA FILE (ENDF/B-V) - A CRITICAL REVIEW

D. M. Hetrick, D. C. Larson, and C. Y. Fu

Oak Ridge National Laboratory
Oak Ridge, Tennessee 37830, USA

Neutron emission spectra induced by 14.6-MeV incident neutrons, retrieved from ENDF/B-V,
are graphically compared with experimental data by Hermsdorf et al.'^ and Clayeux and Voignier.^
The elements selected for the comparisons include Na, Mg, Al , Si, Ca, Ti , V, Cr, Fe, Ni, Cu,
Nb, W, and Pb. In addition to comparing the evaluated total neutron emission spectra with
experimental data, individually evaluated spectra from contributing reactions are presented.
Only a few of the evaluated spectra were found to agree well with the measured spectra;
namely, those evaluations which utilized advanced nuclear model codes with precompound effects
and competing binary and tertiary reactions. Recommendations for removing several defects in

most evaluations are made.

[ENDF/B-V, neutron emission spectra, 14.6 MeV, nuclear model codes.]

Introduction

Graphical comparisons of ENDF/B-V neutron emission
spectra with experimental data induced by 14-MeV inci-
dent neutrons are presented. The elements chosen for
the comparisons are those considered important for
fusion reactor applications and include Na, Mg, Al , Si,

Ca, Ti, V, Cr, Fe, Ni, Cu, Nb, W, and Pb. On each
graph, individually evaluated emission spectra from
contributing reactions and total emission spectra from
the ENDF/B-V files are shown. Thus, disagreement with
the experimental data, if any, may be attributed to

specific evaluated spectra. Experimental data are
available only for the total emission spectra.

Deficiencies in the ENDF/B-V neutron emission
spectra for several materials are uncovered and dis-
cussed.

Experimental Data

Experimental data given by Hermsdorf et al. ^ and
Clayeux and Voignier^ were utilized for this work.
There are numerous other data sets available, but since
they are generally in agreement with data of Hermsdorf
et al., they have been left off the plots for the pur-
pose of clarity. However, the data of Clayeux and
Voignier have been included since they have been used
frequently for evaluation work, and since they some-
times differ significantly from the data of Hermsdorf
et al. and others, we felt it useful to include them
fur comparison. In addition, the energy-integrated
cross sections obtairicd from the data of Clayeux and
Voignier are much larger than the calculated results,
due to the large intensity of low energy neutrons
indicated in their work.

In their report, Hermsdorf et al. presented the
laboratory angular distributions of secondary neu-
trons integrated over 1.0-MeV energy intervals. We
have fitted a series of Legendre coefficients by least
squares to the angular data for elements Na, Mg, Al

,

Si, Ca, Ti, V, Cr, Fe, Ni, Cu, Nb, W, and Pb for each
energy interval given. For each energy interval, the
integrated cross section was computed for different
polynomial orders to obtain the total differential
cross section. The integral obtained from the order
that gave the best visual fit to their data (gen-
erally £ = 3) was compared with the evaluated data.
Graphical results are presented in Fig. 1-3. The
error bars shown in these figures correspond to the
errors given in the report by Hermsdorf et al. plus
their estimated 10% systematic error.

The data of Clayeux and Voignier were taken directly
from tables in their report. Whereas Hermsdorf et al.

obtained cross sections from the bombardment of the mater-

terials by 14.6-MeV neutrons, Clayeux and Voignier's
data were given for 14.0-MeV neutrons. The data of

Clayeux and Voignier for the elements Mg, Al , Si, Ca,

Fe, Ni, Cu, and Pb were used in this paper.

ENDF/B-V Files

In Figs. 1-3 the differential cross sections
versus outgoing neutron energy are plotted for all

reaction types that produce secondary neutrons. In all

figures, the incident neutron energy was 14.6 MeV. The

differential cross section for each reaction type was

obtained from

MElE:i= „ ^(E) p(E.E') (1)

as given in Ref. 3. Here a{E) is the cross section for

incident energy E as given in File 3 of the ENDF/B-V

library, m is the neutron multiplicity, and p(E^E')

represents the energy distribution for the secondary
particle. The energy distribution is broken down into
partial energy distributions,^

NK

p(E-E') =
I p,(E) fJE-E') , (2)

k=l "
^

where f.(E->E') represents the distributions of the

secondary neutron energies E' calculated from data

given in File 5 of the library. At a particular inci-

dent neutron energy E,

NK

I Pk(E) = 1 , (3)
k=l

^

where P|.(E) is the fractional probability that the dis-

tribution f,(E^E') applies at E. NK is the number of

partial distributions, and, with the exception of

reaction types for the elements Ni, W-182, W-183, W-184,

and W-186, is equal to 1.

The energy distributions f,(E^E') are described by

different analytic formulations. Each formulation,

or energy distribution law, has an identification num-

ber (LF number) associated with it.' Note in Figures
1-3 that the curves are shown for evaluated emission

spectra from all of the contributing reactions. Data

from the (n,n') discrete curves were taken from the

inelastic level excitation cross sections in File 3 of

the ENDF/B-V files. For each excited state of an ele-

ment, the cross section was calculated for the incident

energy by interpolation and the outgoing neutron energy

was calculated by subtracting the reaction Q-value from

the incident energy. These results were combined into

1.0-MeV bins. Figures 1-3 display the total differ-

ential cross section obtained by summing the curves via
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linear-linear interpolation from all neutron-producing
reactions present in the evaluation. This total neu-

tron emission cross section is compared with the data
of Hermsdorf el al.^ and Clayeux and Voignier.^

Discussions and Conclusion

Sodium (Fig. 1

)

The evaluation is in reasonable agreement with the
data of Hermsdorf. However, outgoing neutrons with
energies greater than 6.5 MeV are under-estimated by

about 30%, indicating the lack of a precompound com-

ponent. Only the cross section of the discrete level

at 0.44 MeV was given in ENDF/B-V at = 14.6 MeV.

Magnesium (Fig. 1)

The data of Clayeux and those of Hermsdorf are in

disagreement, with the evaluation lying approximately
between them. The evaluation somewhat underestimates
(see Ref. 4) a 14-MeV pulsed sphere measurement per-

formed at Livermore, indicating that the Hermsdorf data
are probably correct. The evaluation also underesti-
mated this data set at most neutron energies by 30% to

40%, and would benefit by the inclusion of a precom-
pound component.

Aluminum (Fig. 1

)

For this material, the two data sets shown
are in good agreement. However, there are too few
neutrons below 2 MeV in the evaluation. This may be

caused by omission of neutrons from the (n,pn) and

(n,an) reactions. The evaluation also overestimates
the number of neutrons with energies greater than 6

MeV.

Silicon (Fig. 1)

The evaluated spectrum for silicon appears too low
in intensity from 6 to 8 MeV, but otherwise is in good
agreement with both data sets.

Calcium (Fig. 1)

The two data sets shown are in sharp disagreement
for Ca. From the fact that a precompound component has
not been included in the evaluation (see Ref. 5), it

may be concluded that the evaluated spectrum is too

low from 4 to 10 MeV and the Clayeux data for Ca are
in serious error.

Iron (Fig. 2)

The evaluated spectrum is in good agreement with
the experimental data. The evaluation of various par-
tial neutron production spectra was based on an ad-
vanced nuclear model analysis^ of several measured
total neutron production spectra.

Copper (Fig. 2)

The evaluated spectrum needs more high energy neu-
tron intensity between 8 and 13 MeV.

Lead (Fig. 3)

There is good agreement between the evaluation and
the data. The evaluation had adequate data support,
and was coupled with a nuclear model analysis.^ The
bump in the (n,n') spectrum near 1 MeV reflects the use
of a giant dipole for the gamma-ray channels in the
calculation.

Titanium, Vanadium, Chromium, Nickel, Niobium, Tungsten

These materials appear to have similar deficien-
cies in their neutron spectra. • First, neutron intensity
in the (n,n') spectrum above the (n,2n) threshold is

too high. This indicates that competition between the
neutron channels in the (n,2n) reaction and the gamma-
ray channels in the (n,n'Y) reaction does not seem to

have been properly considered. Second, there are too
few (or too many in the case of Nb) high energy neu-
trons, indicating that precompound and/or direct inter-
action effects have not been treated correctly in model
calculations or were based on inadequate estimates. It

appears that both deficiencies can be removed by using
one of the recently developed nuclear model codes,
GNASH^ or TNG''^° An early version of TNG* was used for
the analysis of neutron spectra for Fe and Pb, showing
reasonable success as evidenced in this report.

From the discussions above we conclude that the
ENDF/B-V evaluations for the neutron spectra resulting
from 14.6-MeV neutron interactions are reasonably good
for Fe and Pb and fair for Na, Al , and Si. Further
evaluation is required for Mg, Ca, Ti , V, Cr, Ni, Cu,

Nb, W-182, W-183, W-184, and W-186. From the nature of
the deficiencies shown we recommend that advanced
nuclear model codes^''" employing precompound emission
be used in future evaluations to assure consistency
among various partial cross sections and spectra and
for extrapolating to energy ranges in which measure-
ments have not been made.

*A multistep Hauser-Feshbach code with precompound
effects.
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A NEW PARAMETERIZATION OF THE El GAMMA-RAY STRENGTH FUNCTION*

D. G. Gardner and F. S. Dietrich
Lawrence Livermore Laboratory

Livermore, CA 94550, USA

We have satisfactorily correlated the giant dipole (GD) parameters of peak energy, width,
and cross section for elements from V to Bi, assuming two overlapping peaks with a separation
dependent on deformation. The energy dependence of the GD resonance is assumed to have a Breit-
Wigner form, but with an energy-dependent width. The resulting gamma-ray strength function
model is used to predict neutron capture cross sections and gamma-ray spectra for isotopes of
Ta, Os, and Au.

[GD parameter systematics, El y-T^ay strength functions, calculated a(n,y) and Y~ray spectra for '"^"'"Ta

and 197au, calculated a(n,Y) for 186,187,I88Qg

j

Introduction

In this paper we present a preliminary attempt to

parameterize two aspects of the El giant dipole reso-
nance (GDR): its energy dependence and its width. The

motivation for this work is the desire to be able to

calculate both the cross section for low-energy neutron
or proton capture reactions and the resulting capture
gamma-ray spectrum. To do this requires knowledge of

of the El (and to a much lesser extent the Ml) gamma-
ray strength function. The El strength function, for

medium weight to heavy nuclei, at least, is usually
related to the low-energy tail of the GDR, obtained by

extrapolation from the peak under the assumption of a

Lorentz functional form.

It has been observed for many years that there

are at least two practical problems associated with
this type of extrapolation. Firstly, strength func-
tions inferred from various types of experimental
measurements often lie below the low-energy Lorentz
extrapolation, and secondly, for several nuclei the

shape of the Lorentz tail is clearly wrong. ^"^ por

these nuclei there is a distinct and sometimes severe
loss of strength below 5 or 6 MeV, together with an
occasional resonance-like bump somewhat above 6 MeV.

A third problem sometimes arises for nuclei away from
closed shells, and where photonuclear measurements are

used to derive the GDR peak parameters. Depending on

whether a single-hump or a double-hump Lorentz func-
tion is used to fit the data, as much as a factor of 2

difference in magnitude of the extrapolated tail may
be observed. A recent example of this involves iso-
topes of Os,^ which will be discussed in a later sec-
tion of this paper. Since the strength function cannot
depend on the preference of the person fitting the

photonuclear data, with respect to a single or double
peak, there appears to be some basic error involved in

the assumption of a single-peak resonance.

Functional Form of the GDR

While it has been traditional to fit photoabsorp-
tion cross sections with the sum of one or two Lorentz
curves, other forms have been used in the past, includ-
ing the Breit-Wigner form. ^"10 Dover, et al. , discuss
the assumptions under which either the Breit-Wigner or

the Lorentz form may be derived. The Breit-Wigner
form with a constant width produces a low-energy tail
that is even larger in magnitude than a Lorentz extrap-
olation using the same peak parameters. In addition,
the Breit-Wigner tail is flatter than the Lorentz, and
hence has an even poorer energy dependence. In the

past there have also been attempts to utilize an energy
-dependent width,6,8,ll but, to our knowledge, not
fully in conjunction with the Breit-Wigner shape. In

*Work performed under the auspices of the U.S. Depart-
ment of Energy by the Lawrence Livermore Laboratory
under contract number W-7405-ENG-A8.

the following discussion we assume that the sum of one

or two energy-dependent Breit-Wigner (EDBW) functions
will best represent photoabsorption cross section, and
hence the El gamma-ray strength function. We next
attempt to estimate a reasonable energy dependence for

the width. In the following discussion we argue that

two EDBW functions should always be employed.

expressed in terms of a Breit-Wigner function with
The photoabsorption cross section
jssed in terms o

a constant width Tj^ is

ao(V2)'

(rR/2)2 + (E^- Er)

(1)

Here Er is the energy at the center of the peak, and oq
is the peak cross section. We wish to replace Fr by
r(Ey), and make the assumption that TCEy) is primarily
a damping width of one-particle - one-hole states into

states of increasing exciton number. As a guide we can
look at the rate expressions from precompound model
treatments. For example, Williams^^ gives for the rate
for increasing the exciton number n by one unit:

A+(n) = 277 |M|

-h

)+ 1, h + V
p + h + 1

(2)

Here n = p + h, g is the single particle level density
at the Fermi level, |m| is the effective matrix ele-

ment for residual interactions, and Cp^j^ is a correc-
tion due to the Pauli principle. The energy of the

system is E, which we will take to be E^.

Systematics^-^ for |m|2 from medium-energy precom-
pound reaction studies have shown that, to a fair ap-
proximation

|M|2 ci(g3E)-l

This has an unrealistic energy dependence at low

energies (a region of no concern to the precompound
studies), but it leads to a linear dependence of FCEy)
on Ey. Instead, we choose to use the form

|M|2

k2 + g-^E

(3)

where kj and k2 are adjustable parameters to be ob-

tained from fitting data. Because we are accustomed to

viewing strength functions in relation to the Lorentz

extrapolation, we express kj^ in terms of E.^, the energy

at which point the EDBW function will intersect the

Lorentz function at or below the peak energy Er. If we

then express k2 as C in units of g , we arrive at an
expression for the damping width as a function of ex-

citation (or gamma-ray) energy:
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= I'rC + e") (e^ )(ex+%)

6)

(4)

We see from Eq. 4 that PCEy) approaches a linear
dependence on Ey, when Ey becomes large compared to C.

Our preliminary studies so far indicate a reasonable
range for the parameter C is 1 to 5 MeV, and E^^ is us-
ually 5 of 6 MeV. Furthermore, if FCEy) is related
to the imaginary part of the optical model potential,
one would expect r(Ey) to increase linearly for

awhile, and then at some energy to remain constant or

even begin to decrease. In this work we allow r(Ey)

to increase to and then to remain constant. Thus

r(Ey) Pr for all values of Ey.

A Double-Peak Model of the GDR

To avoid the problem referred to earlier, of

photonuclear data that may be described almost equally
well in terms of either a single or a double GDR peak,

we have studied the usefulness of a model for the GDR
that consists always of two overlapping peaks, even in
the regions of low 62 values around closed shells. To

do this we have taken all of the resonance parameters
listed in Herman's compilation,^^ for 80 nuclei from V

to Bi. These encompass some 99 sets of parameters; no
attempt was made to eliminate questionable or poor data
sets.

In our model we have made a number of sometimes
extreme, simplifying assumptions:

1)

2)

3)

4)

5)

All nuclei are prolate spheroids to some de-
gree, and we take it that V-^i Oqi = r|^2 ^02^^'

From an examination of the photonuclear data
for well-deformed nuclei, we assume Oq^ =

Oq2, i.e., both peak cross sections are equal.
Hence Rl rR2/2.

The integrated photonuclear absorption cross
section is always 1.25 times the sum rule
value.

The two widths, Pj^j^ and ^^2) independent
of the deformation parameter S2 > ^° vary
with mass, roughly as A"-'-/-^.

The average energy of the two peaks is that of

a prolate spheroid, i.e.,

Er = (%1 + 2 Er2)/3 . (5)

The mass dependence of Er may be taken as

Ej^ = 31.2 A"^/^ + 20.6 A"^''^ (6)

The ratio of the two peak energies is related
to the ratio of the major to minor axes of the

prolate spheroid, and thus to 32* We find

R2

hi
F(62) 0.95 —

126 + 0.82262'

2.126 62
(7)

When the term in brackets in Eq. 7 was derived
and compared with the values in Ref. 14, it

appeared that a reduction by 5% was in order.
This gave rise to the factor of 0.95.

The apparent width of two overlapping peaks of

equal height, and with widths differing by a

factor of two, can satisfactorily be repre-

sented by a function involving the square of

the difference of the peak energies, plus the

average of the two widths. Thus

Pr = a (ER2 Ej^)-^ + 3/4 PR2' (8)

where a is a constant.

The above assumptions yield the following expres-

sion for Pr,

,2

Tr

r3Ej^(F(62) - 1)T

1 1 + 2F(62) J
+ 3/4

.1/3
(9)

where again a and b are constants. The model was

tested by the least squares fitting of Eq. 9 to the 63

parameter sets in Ref.^^ for the 52 nuclides from Cu

to Bi that are treated as single-peak resonances. The

results of the fit gave the parameter values

a = 0.3974

b = 29.699

Figure la shows the ratio of experimental to cal-
culated single-peak widths versus A. The connected
points represent two or more different data sets for
the same nucleus, and thus give some feeling for the
spread within the data. For most nuclei, the calcu-
lated width is within 10% of the measured value. The
notable exceptions appear in the mass 90 region. A
companion paper this Conference will concentrate
on this mass region, and investigate the breakdown of
one or two of the assumptions of the present model that
seem to occur near the N = 50 closed shell.

Fig. 1. a) Ratio of experimental widths for single-
peak El resonances to widths calculated from Eq. 9.

b) Predicted widths (solid lines) for double-peak
resonances from Eqs. 10, compared with values from
Ref. 14; dashed line results from assumption of PT^/^
dependence of the widths.
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If the two-peak model has any validity, it should

be able to predict the widths of the two peaks in cases

where they have been resolved. Covariance terms con-

nect all of the six parameters in the two-peak data
sets, because they come from a single fitting analysis;

errors in one parameter may be compensated by errors in

other parameters. Also some of the data sets are more
representative of oblate rather than prolate spheroids.

Nevertheless, the general trends should be predictable.

The analysis of the single-peak data yielded the

result that the A^^^ dependent term was

3/4 (29.699/a1/3). This we identify with the width of

the second peak, rj^2« Thus

rj^2 = 29.699/A

r

1/3

Rl

Rl

rR2/2

R2 =

(10)

R2

These predictions are compared in Fig. lb with 36 data
sets for 28 nuclides which were specified in terms of

two peaks in Ref. lA. The solid lines are the predic-
ted values, and empty and filled circles are the meas-
urements. Keeping in mind that none of these 36 data
sets were used to fix the parameters in the double-peak
model, it appears that there is substantial agreement
with the predictions.

In the heavy mass region, however, the data sug-
gest that the supposed A"-'-/^ dependence of the width
is not strong enough. The single-peak data were refit

using an A dependence for r[^2» which resulted in the

dashed line in Fig. lb. This improves the fit in the

heavy mass region, but elsewhere the agreement is

lessened. The dashed curve was used in the following
analysis of Ta, Os and Au, merely because it provided
better results than the solid curve.

Application of the Model to Ta, Os, and Au

We have applied the EDBW model with the double-
peak GDR to calculate neutron capture cross sections
and capture gamma-ray spectra for the targets ^^^Ta,

186,18/,188os^ 187Rg^ 197^^^ ^he statistical model
codes COMNUC and STAPRE were employed. Good results
were obtained for all except ^^'Au, where the calcu-
lated spectra lacked sufficient high-energy gamma rays.

181 Ta

The capture cross section was calculated for neu-
trons up to 3 MeV, and the results are compared with
the measurements of Lindner^^ and of Poenitz^^ in Fig.

2, along with a typical capture gamma-ray spectrum.
The Oak Ridge data^^ in this case were for neutrons in

the energy range of 1-2 MeV. The calculations did not
include the inelastic scattering gamma rays, and so are
not shown below 2 MeV. An equally good fit was
achieved when the spectrum from s-wave neutrons was
compared with the measurements of Orphan. '^^

186,187,188os

Here we show our calcu
sections for 186>188os in F

Fig. 4. The solid lines ar

points represent the recent
ters.20 In Fig. 4 we also
strength function computed
the Lorentz extrapolations
double-peak fits to the
man.^»l^ These produce the

lated neutron capture cross
ig. 3, and for l°^Os in

e the calculations, and the
data of Macklin and Win-
show the double-peak EDBW
for our model, together with
of the single-peak and
Os photoneutron data of Ber-
larger cross section shown

in Fig. 4.

10

10

|3

181
Ta

0 2 4 6

E^IMeV)

Fig. 2. Comparison of the measured capture gamma-ray

spectrum for ^^^Ta with neutrons between 1 and 2 MeV

(x) from Ref. 18 with calculations (solid lines) at

these two energies. Insert compares the calculated

(n,Y) cross section with measurements by Lindner^^

(circles) and Poenitz^^ (triangles).

186
Os

188.

. , , I

.001 .01

E„(M»V)

Fig. 3. Comparison of the calculated (n,Y) cross sec-

tions for 186,188os with the data of Macklin and

Winters 20
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Fig. 4. Comparison of the calculated (solid line)

(n,Y) cross section for ^^^Os with the data of Macklin
and Winters. 20 Insert shows the El strength functions
used. The short dash (1) and long dash (2) strength
functions represent, respectively, extrapolations of

the single- and double-peak fits of Herman,^ >-^^ which
yield the indicated cross sections.

b

.01

197,
Au

5 7

I I I

En(MeV)

Fig. 5. Comparison of the calculated (solid line)

(n,Y) cross section for ^^^Au with the data of Lind-
ner-'^^ (squares) and Joly^-'- (triangles). Insert shows
the El strength function used, compared with the ex-
trapolation of the Saclay^^ results (dashed line).

The calculated neutron capture cross section and

two sets of measurements » 2-'- are presented in Fig. 5.

The EDBW strength function is shown in the insert, com-
pared with the Lorentz extrapolation of the peak param-
eters measured at Saclay. While the calculated cross

section is adequate, the capture gamma-ray spectrum is

not. We have computed this spectrum at a variety of

neutron energies, and with several sets of values for

the parameters Ej, and C in Eq. 4. A typical result

appears in Fig. 6, where some Oak Ridge data^^ are

given. We have not been successful in producing the

degree of hardness in the spectra that the Oak Ridge
data as well as the thermal capture data of Orphan all

seem to exhibit. The reason is clear when our calcu-
lated strength function is compared with those extrac-
ted from various types of experimental measurements, as

presented in a report by Earle, et al.23 While our re-

sults compare well at gamma-ray energies of 4 and 10

MeV, inbetween the data require an abrupt loss of

strength near 8 MeV which our calculations do not re-

produce.

Fig. 6. Comparison of the measured capture gamma-ray

spectrum22 of ^^^Au with neutrons from 0.2 to 0.6 MeV

(circles) with the calculations (solid lines) at these

two energies.
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GAMMA-RAY PRODUCTION CROSS SECTIONS FOR MeV NEUTRONS
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Ganuna-ray production cross sections for MeV neutrons are calculated for several nuclei
over the wide nuclear mass number from 27 to 208. The results are compared with experimental
data. It is found that the model and assumptions adopted in the present calculation are
adequate for description of the gross dependence of gamma-ray production cross section on
neutron energy and nuclear mass number, unless the radiative neutron capture process is dominant
in comparison with other possible ones.

rCamma-ray production cross section, spin- dependent evaporation model, yrast level, gamma-ray strength
|_function.

Introduction

Gamma-ray production cross sections and spectra
are requested for heating calculations, for shielding
design calculations, and for material damage estimates.
Recently, many experiments in ORNL have been carried
out for measurements of the gamma-ray production cross
section for 1- to 20-MeV neutrons. However, these
data are not evaluated enough to fit for extensive
technological applications. In the present paper we
will understand appearances of the gamma-ray produc-
tion cross section and spectrum for a variety of
nuclei from light to heavy, within the framework of a

evaporation model.

Model and Assumptions

(1) Calculations are based on the spin-dependent
evaporation model which does not follow the parity
conservation and takes account of the dipole and
quadrupole transitions.

^
(2) Concept of the yras^ level is applied.

(3) The Brink-Axel type is adopted for gamma-ray
strength function.

^
(4) The gamma-ray width F for electrig dipole radia-

tion is normalized to^El sum-rule.

(5) The ratio Y lY is set equa^ to 0.05.

(6) The Gilbert^Cailieron formula is used for calcula-
tion of nuclear level densities.

^
(7) The Becchetti-Greenlees optical potentials are

used for neutrons and protons. !^or alpha parti-
cles, the Huizenga-Igo potential is used.

Calculations and Discussions

Optical Potential

Fig. 1 shows that the shape of gamma-ray spectra
is not susceptible to the optical potential adopted
in calculation, while the absolute value of gamma-ray
production cross section is much more influenced by
the potential. Namely, the use of the potential which
gives the observed total cross section is essential
to gamma-ray production calculations.

En = 14.2 MeV

B-G
W-H
ROSEN

0123456789
namma -Rav Knerpy 'MeVi

27 63
Fig. 1. Gamma-ray spectra from Al and Cu for
lA.2-MeV neutrons, calculated with the optical
potentials of Becchetti-Greenlees (B-G) , Rosen
et al. (ROSEN), and Wilmore-Hodgson (W-H)

.

As seen from Fig. 2, the inclusion of yrast
levels is inevitable for expecting the appearance of a

peak around 1 MeV. This peak is formed by quadrupole
gamma-rays resulting from the decay of excited states
along a yrast line. The yrast level is probably
needed in dealing with the competition between the

particle and gamma-ray emissions from highly excited
states.

Yrast Level ^ Influence of the Channel-opening

Fig. 3 shows that gamma-rays due to two-particles

emission reactions contribute to the low energy part
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of the calculated spectrum. This is because these

reactions populate low energy levels in residual

nuclei

.

10"

10-

10

1 1
i r "T" T" "T"

Fe

f ORNL-TM-5416

9=125 deg

E„(Exp) =10.0-11.0 MeV

En (Cal) =10.2 MeV

Brink-Axel

01234 56789
r.amm.i-R.iv Knergy iMeVi

Fig. 2. Calculated and observed gannna-ray spectra
from Fe. The calculated spectra are obtained with

the Brink-Axel type's gamma-ray strength function,

including (E.i^O) and not including (E.=0) yrast
levels. ^ ^

Gamma-Ray KnerRy (MeVt

Fig. 3. Calculated and observed gamma-ray spectra
from Cu. Dotted lines show the contributions of

(n,nY), (n,2riY ) , (n,npY) and (n.priy) processes.

10"

10"'

r

E
E

O 10"°h'

"1 r

(n. r) Au

(n, nr)

Brink-Axel

10
2 3 4 5 6 7

Gamma-Ray Energy (MeV)

197,
Fig.^^.^ Gamma-ray strength functions for Au(n,Y)
and AuCn.ny) processes and of Brink-Axel. The

(n,Y) strength function is derived from ORNL exper-
imental data for incident neutron energies between
0.2 and 0.6 MeV, using the spectrum fitting method,
and the (n,Y) strength function from ORNL experi-
mental data for incident neutron energies between
7.01 and 7.97 MeV in the same way.

2 3 4 5 6

flamma-Ray Enegy (MeV)

Fig. .^Calculated and observed gamma-ray spectra
from Au. The continuous line Is obtained with

the Brink-Axel type's gamma-ray strength function,

and the dotted line with the one derived from
experimental data.
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Gamma-ray Strength Function

Bollinger et al."have shown that the E -law for

radiation width, predicted the Brink-Axel'''^theory

,

is more^jlausible than the E -law in the Weisskopf
theory. But, our results Suggest that the Brink
-Axel type's gamma-ray strength function has a tenden-
cy to overestimate the lower energy part in the calcu-
lated spectrum and to underestimate the higher energy
part. This is visualized in Fig. 4, where the Brink
-Axel type's strength function for gold is compared
with ones for capture and inelastic scattering gamma
-rays. The latter strengt^2functions are obtained by
a spectrum fitting method. In conclusion, the Brink
-Axel type's strength function is not always powerful
in all range of neutron energy, as seen from Fig. 5,

especially at the energy where capture process is

dominant

.
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SEMIEMPIRICAL CALCULATION OF EXCITATION FUNCTIONS

E. L. Petersen
Naval Research Laboratory
Washington, D. C. 20375

A simple model for the calculation of excitation functions is described. The

geometrical cross section, allowing for transparency, is divided into statistical,

direct and preequilibrium portions. These cross sections are allocated to individual

reactions by examining the relative contributions of all possible reactions emitting the

same number of particles. The cross section for each reaction product is then calcu-

lated as a function of energy. A computer code has been written that calculates exci-

tation functions in the range between 5 and 80 MeV for reactions emitting from one to

six particles. The results are compared with experimental values for proton reactions

with 2-^Al, ^^i, =9Co, and ^oSbi.

[Nuclear Reactions, Semiempirical Model, Excitation functions E = 5 - 80 MeV,

2'^Al(p,xy), 59co(p,xy), ^^i(p,xy) ,
^'^^±(.p ,xy)]

Introduction

There are a number of theoretical approaches
to calculations of nuclear reaction cross sections,

such as Hauser-Feshbach, preequilibrium, Monte Carlo,
etc. However, as successful as these are, they
are awkward to use for a global view of nuclear
reactions and nuclear excitation functions in the
region of 10 MeV to 100 MeV. This paper presents a

simple model that appears to be useful for describing
the gross structure of nuclear excitation functions.
Rather than starting at the detailed level of angular
momentum states or excitons, the model starts with a

calculation of the total reaction cross section. The
cross section is then separated into direct and
statistical fractions, for which in turn pre- and
post equilibrium contributions are estimated. At any
given energy there are only a few reactions that
compete for their share of the cross section. The
model assumes that the winners of this competition
are decided on the basis of elementary concepts such
as reaction Q value. It then assumes simple forms
for the individual excitation functions and combines
these for an overall view of the various reactions
that take place.

Calculations

Total Cross Section

The model starts with a very simple paramateri-
zation of the total reaction cross section (non-
elastic cross section). The cross section is
basically the geometrical cross section, modified at

low energies by the Coulomb barrier if the incident
particles are charged, and at high energies by the
nuclear transparency.

= TT(R + - |) . F

The transparency (F) is expressed in terms of an
absorption coefficient which in turn can be ex-
pressed in terms of real and imaginary optical
potentials The real potential V=52.5 - 0.5E +
0.0025E^ is essentially standard, but the imaginary
potential W =2.5 +22.0(exp(-E/40) -exp(-3E/40) ) has

been slightly modified from the usual parameteri-
zations in order to lead to the experimental total

cross sections.

A portion of the total cross section that
corresponds to a surface area defined by one unit of

angular momentum, modified by the Coulomb barrier and

transparency, is assigned as leading to direct
reactions. The rest of the cross section is assumed
to be described by standard statistical considera-
tions. However, as the energy increases, the re-

action mechanisms change so that several particles
are emitted, some of which may be preequilibrium and

some post equilibrium. Therefore both the direct and
statistical cross sections have to be modifed to

allow for this type of two-step process. The model

assumes the following energy dependence above
15 MeV to obtain the preequilibrium components of the

cross section.
= exp -(E - 15) /2. 5 A^/^;

= exp ' - (E - 15)/30.0'

p t ^ s d'

The direct cross sections will determine the high-
energy tail of the excitation function for single

particle emission, while the preequilibrium cross

section will determine the high-energy tail for
reactions emitting two or more particles. Figures
1 and 2 show the total cross section and its com-

ponents for two nuclei.

Statistical Contributions

The excitation function for a given reaction
that is part of the statistical decay of the compound

nucleus is calculated in four steps. The model
calculates the relative probability of this reaction
relative to competing reactions, the location of the

peak in its cross section, the value of the cross
section at the peak, and the energy dependence of the

excitation function.

The reactions that take place are determined by

competition with each other for fractions of the

total statistical cross section. It is well known
that neutron an^ proton emission compete with the

emission of LI , the dineutron(2n) , ^Be, and many
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other composite particles^. This model carries this

concept slightly further and says that all reactions
emitting two particles are competing with each other
as if they are emitting composite particles, and that

this is occurring in an energy region in which
competition from one particle emission is only a

secondary effect. In the same way, there are sepa-

rate competitions for three particles, four par-
ticles, etc.

The principal items that enter into the compe-
tition are the Q value, the Coulomb barrier, the
odd-even effect, shell effects, and the nuclear
temperature (T) . The Coulomb barrier is calculated
with a simple barrier penetration approach given in

Evans ^, in which the term E/B is treated as a con-
stant and used as one of the variable parameters in
the model. The odd-even effect is calculated as
Xl.Ql/A* and the shell effect is introduced following
the approach of Blann^ and Rosenzweig® . The nuclear
temperature is approximated as 13.0// A.

The location of the peak cross section for a

given reaction depends on several energies charac-
teristic of that reaction.

Ep = Th + B + ER + 2T(N-0.5)

where Th is the threshold, B is the Coulomb barrier,
and ER is the average residual energy in the final
nucleus. The factor 2T(N-0.5) assumes that the
average particle carries off 2T except for the last
particle emitted which carries off T.

The peak cross section is then assigned by
subtracting the contributions of the reactions

emitting fewer particles from the total and dividing
the remainder according to the weighting factors
calculated above. The shape of the statistical
excitation function is assumed to be: C (E)= exp
(a.ln^x) where x =(E-Th)/(EP -Th) and a is 3.0 if
E>EP and 1.3/T if E<EP. A second approximation is

obtained by normalizing the excitation functions point
by point so that their total equals the assumed
total. This allows for regions in which the assumed
shape does not fill in between one particle and two
particle emission, or where there is a lot of compe-
tition between adjacent particle groups.

Direct and Preequilibrium Contributions

The direct and preequilibrium components are
assigned in a similiar way. The preequilibrium
competition is weighted as suggested by Cllne^ ,

with evaporation following the preequilibrium emis-
sion described with the statistical approach used
above. The assumed shape here consists of a straight
line up to the peak value followed by a decay gov-
erned primarily by the transparency factor. These
two components are also normalized pointwise.

Results

The model assumes that all adjustable parameters
are independent of target and of energy so that it
should predict excitation functions for all nuclei.
Table 1 shows a sample of the basic numbers that are
calculated. Figures 3-6 show the excitation
functions calculated from these numbers, and corre-
sponding experimental values taken from the litera-
ture. We want to predict the total reaction cross
section, and the peak location, the magnitude of the
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REACTIONS OF IH wITH 59C0

PARTICLES REACTION
EMITTED PRODUCT

1

2
3
a

5
6
7
8
9

1 0
1

1

12
15
la
15
ih

1 7

18
19
20
21
22
23
24
25
26
27
28

29
30
31
32
33
3a
35
36
37
38

39
^0
ai
i»2

43
44
45
46

47
48
49
50
51
52
53

N
P
D
A

H N
H P
A N
A P
A D

N N N
P N N
P P N
P P P
0 N N
D P N
T N N
T P N
H N NANN
A P N
A P P

N N N N
P N N N
P P N M
P P P N
0 N N N
D P N N
T P N N
H N N N
A N N N
A P N N

N N N N
N N N
P N N
N N N
N N N

H N N N N
A N N N N
A P N N N

M N N N N
P N N N N
P P N N N
P N N N N
P N N N N
N N N N N
P N N N N

59NI
59C0
58C0
56FE

58NI
58C0
58FE
57C0
57FE
56C0
56FE
56FE
56(1N
55FE
5SMN
54MN

57NI
57C0
57FE
57MN
56C0
56FE
55C0
55FE
55FE
54FE
5aMN
54CK

56NI
56C0
56FE
56MN
55C0
55FE
54FE
54FE
55FE
53WN

55C0
55FE
55MN
54FE
53FE
53FE
52FE
52MN

54C0
54FE
54MN
53FE
52FE
52FE
51MN

Q
VALUE

-1 .86
-0,00
-8.24
3.24

-10.86
-10.47
-7.58

-16.81
-15.19
-21 .93
-16.58
-17.34
-20.26
-7.97
-6. 95

-14.95

-23.05
-19.04
-17.42
-19.35
-28. 19
-22.83
-32.02
-27.78
-28,54
-17.27
-17.18
-15.02

-35.31
-30.42
-25.06
-27.98
-38.28
-34.04
-37.08
-37.84
-30.88
-26.12

-40.50
-56.26
-35.25
-43.54
-50.70
-51.46
-41 .33
-58. 17

-54.60
-45.56
-45.47
-56.96
-61.14
-61 .90
-48.68

THRESHOLD ENERGY
TRUE EFFECTIVE AT PEAK

CROSS SFCTION
PEAK TAIL

1 .89
0.00
8.58
0.00

1 1 .04
10.64
7.50
17.10
15.45
22.51
16.86
17.65
20.60
8.10
7.07
15.21

25.44
19.56
17.71
19.66
28.67
25.22
52.57
28.25
29.03
17.56
17.47
15.27

53.88
50.95
25.48
28.45
58.93
54.61
57.71
58.49
51.41
26.56

41.19
36.88
35.85
44.07
51 .56
52.35
42.05
58.62

55.52
46.55
46.24
57.92
b2. 1 8
62.95
49.51

1 .89
1 .58

10.24
6.42

14.58
15.85
15.73
22.66
24.50
28. 1 7
26.56
27.35
34.97
18.54
22.27
51.11

50.60
28.29
50.05
56.22
57.94
36.20
42.46
41.81
42.58
31.91
56.64
40.15

45.33
43.61
41.74
49.25
52.44
51 .48
55.56
56.54
49. 15
50. la

58.32
57.06
60.7a
65.4?
72.6a
75.42
65.05
65.69

75.58
71.18
75.22
82.35
86.45
87.25
79. b5

1 1 .48
9. 74
18.28
17.14

25.69
25.90
26.44
29.74
35. 10
55.19
57.28
58.05
45.27
28.45
31 .26
39.70

59.02
55.58
58.62
45.76
4a. 96
46.92
48.71
51 .92
52.69
41 .66
45.25
50.67

55.58
50.64
52.46
57,56
58.69
61 ,59
65.51
6t).08
57.45
57.72

64.57
67.17
69.75
75.1 7

80.92
81 .69
71 .50
75.55

81 .45
80.93
85.81
90.62
94.70
95. a8
86.00

155.71
215.21

a. as
107.86

88,61
327.97
79.08

1 .69
0.7a
o.a5
0.51
0.20
0.01

57. a7
a. 96
0.04

59.20
150,20
8a. 26
2.a5
1 .27
0.98
0.06
0.24
0.15

1 1 .96
6.60
0.14

4, as
97.99
88.59
5.1

1

0.13
0.56
0.04
0.05
4.05
1.25

15.27
71.77
7.61
0.16
0.02
0.02
2.07
1.95

8.av
21 .56
ia.30
0.11
0.02
0.01
0.98

I 1 .93
255.92

0.07
64.46

26.50
196.04
51.27
10.89
1 1 .5a
5.51

10. a5
6.93
1.53

35.30
18.0a

1 .21

17.91
95.^7
59.53
1.25
6.56
9.21
1 .03
8.78
5.58
10.99
25.99
0.92

2.63
58,50
aa, 18
1.98
1.15
8.10
5.87
3.15
9.50
8.67

12.76
a8.a5
5.12
5.09
5.a7
1.85
5.52
8,10

I I .08
21 .i;a
8.00
5.20
2.07
1 .09
6.55

Table 1 Calculated cross sections and energies for protons on Cobalt. The
calculated numbers shown here are the basis for the excitation
functions shown in figure 4b. The calculation of these numbers and
of the excitation functions takes 8 seconds on a Systems 32/55
minicomputer.

cross section at the peak and in the tail, and the

shape of the excitation function for the individual

reactions. The quality of agreement between the

calculated values and the experimental results
appears to be good enough so that the model deserves

further development.
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ENERGY (MeV)

Fig. 3b Calculated cross sections for protons on

Aluminum.

ENERGY - IMeV)

Fig. 3a Experimental cross sections for protons on

Aluminum, taken from the literature. The

points indicate measurements of the total

reaction cross section. The smooth curves

have been drawn by eye through the experi-

mental data.

1200

10 20 30 40 50 60 70 80

ENERGY (MeV)

Fig. 4b Calculated cross sections for proton on

Cobalt.

ENERGY (MeV)

Fig 4a Experimental cross section for proton on

Cobalt
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1200

1100 -

ENERGY (MeV)

Fig. 5b Calculated cross sections for proton on

Nickel.

2400

ENERGY IMeV)

Fig. 6~b Calculated cross sections for protons on

Bismuth

^" °" °" "O 10 20 30 40 50
ENERGY -IMeVl ENERGY - (MeVI

Fig. 5a Experimental cross sections for protons on Fig. 6a Experimental cross sections for protons on
Nickel. The two sets of curves were ob- Bismuth. The total cross section points were
tained by different experimenters and are obtained for Lead,
presented to indicate the difficulty of the

experiments.
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R-MATRIX ANALYSIS OF NEUTRON ELASTIC AND INELASTIC SCATTERING DATA

H.D. Knox, R.O. Lane, L).A. Resler and P.E. Koehler
John E. Edwards Accelerator Laboratory

Ohio University
Athens, Ohio 45701 USA

A multichannel multilevel R-matrix analysis program capable of analyzing neutron elastic
and inelastic scattering data has been developed. The program has been used to analyze
^Li + n data with good fits obtained for elastic and inelastic (0.478 MeV level) cross
sections up to 8 MeV. A description of the program and the results of the ''lI + n study
are given.

[Multilevel, multichannel, R-matrix, neutron, elastic cross section, inelastic cross section, ^Li + n]

Introduction

Accurate evaluations of many of the neutron
induced reaction cross sections are necessary for the
light nuclei having applications in the fusion energy
program". For example, in addition to the ^Li tritium
breeding reactions which are of fundamental impor-
tance to the D-T fusion reactor concept, ^Li + n

elastic and inelastic processes are also important
because of nuclear heating, shielding and radiation
damage effects. To provide evaluations of these
cross sections, a multilevel multichannel R-matrix
analysis program has been developed. The program
can be used to analyze neutron differential elastic
and inelastic scattering data to the first two excited
states of the target nucleus. Though^the program was
developed with the goal of analyzing Li + n scat-
tering data, it can be used for other nuclei with
only slight modification. A description of the pro-
gram and the results of the ''Li + n study will be
given here.

Description of the Program

The program accepts the experimental differen-
tial elastic and inelastic cross sections to be
analyzed in the form of Legendre polynomial expan-
sion coefficients, Bj^. With data in this form the
fitting process is sometimes easier since partial
waves contributing to particular resonances are
frequently evident from a plot of the coefficients
versus energy. Also with this form of input, large
amounts of diverse experimental data can be condensed
to more manageable arrays. Starting with the usual
R-matrix parameters, the level energies, E^, the
reduced width amplitudes, y^^, and the channel radii,
the code computes the elements of the R-matrix

c'c
R

where the term R
o

XX" "c'c

is a constant background term

representing contributions to the cross section of

levels far removed from the region of interest. The
sum is over levels of the same and X can have a

maximum value of five. Orbital angular momentum
values, t, up to and including three are allowed.
A total of fifteen values are allowed and for
each of the three particle channels four angular
momentum channels are permitted. For each the
elements of the scattering matrix (S-matrix) are then
computed from the R-matrix

n {I'll V^'^ {1-^ L^)"^ R"^ P^''^)

.1)following Lane and Thomas '
. Finally, using the

formalism of Blatt and Biedenharn^' , the Legendre
expansion coefficients are calculated for comparison
with the experimental data. Phases used in the

TRANSFORM

y'S AND R 'S

CALCULATE

FORMULATE
R-MATRIX

FORMULATE

S-MATRIX

INCREMENT J

CALCULATE

B^^ COE FFICIENTS

INCREMENT

ENERGY

^ STOP

^
FIGURE 1

A simplified flow diagram of the R-matrix analysis code.
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latter calculation were changed to agree with the

notation of Lane and Thomas-'-''.

Frequently, it is desirable to compare para-
meters for an R-matrix analysis with those from model
calculations for the same nucleus either to aid in

the fitting process or to provide a check of the

theoretical calculations. To conform with available
model calculations, one must have the option of
undertaking the R-matrix analysis in either the
channel or j-j angular momentum coupling schemes.
If j-j coupling is to be used, a transformation to

the channel coupling scheme must be made prior to

the calculation of the B, coefficients since the

formalism of Blatt and Biedenharn ' assumes the use
of the latter scheme. This transformation is most
efficiently carried out if performed on the reduced
widths and Rq's in the j-j scheme immediately after
they are read in as shown in Figure 1. If postponed
until later in the calculation, e.g. after the

S-matrices have been calculated, transformations
must be performed at each neutron energy of the
analysis

.

The program presently operates on an IBM 370
computer with a Tektronix 4025/4631 graphics terminal
used to provide a visual comparison of the experi-
mental data and the calculated fits. The program
requires approximately twenty seconds of CPU time
for the calculation of five B^ coefficients for each
of the three particle channels at a given energy.

^Li + n Analysis

7
The analysis of the Li + n system included

fitting of elastic and inelastic neutron scattering
data up to 8 MeV incident neutron energy. Elastic
data used in this analysis included the work of
Lane et_ £l. below 2 MeV and data from 2 MeV to

8 MeV recently obtained at Ohio University^ '

.

J

'
> 1 1 1 1 1 1

0 12 34 5 678
Neutron Energy (MeV)

FIGURE 2 ^ .
•

A plot of the Legendre expansion coefficients for neutron elastic scattering for Li. Increasing
order of Bj^ goes from bottom to top. Neutron energies are given in the laboratory system while
the are in the center-of-mass system. The experimental data below 2 MeV are from Reference 3

and above 2 MeV are from References 4 and 5. The curves are the final fits to the data obtained
in the present work.
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Integrated cross sections for inelastic scattering
to the first excited state of ^Li

^Li(n,n') ''li* y + ^Li Q = -0.478 MeV

6) 7
have been measured by Morgan and by Dickens et^ al .

and data of the latter are shown in Figure 3. In

both of these experiments the differential cross
section for gamma emission was measured at a single
angle. Because of the spins of the levels in Li

involved, the reaction is isotropic. Due to the
relatively smooth energy dependence, this reaction
has been suggested as a possible standard in other
gamma-ray producing reactions if the cross section
were known to sufficient accuracy. In addition
to these gamma-ray measurements, the differential
neutron scattering data of Knitter et^ al. and-

Hopkins ejt al.^' along with recent work at Ohio
University^^for this inelastic reaction were in-

cluded in this analysis. Inelastic scattering to

the second excited state of ^Li

''Li(n,n') ''lI* -> a + t Q = -4.633 MeV

is important as a tritium breeding reaction. Though
attempts were made in the present work to predict
the cross section for this reaction, no serious
analysis could be undertaken due to the lack of
experimental data below about 9 MeV.

The number of possible parameters in this
analysis is quite large. With the three particle
channels for some as many as nine angular momen-
tum channels are possible, implying both the R- and
S-matrices are 9x9. To eliminate some of the
parameters, the off-diagonal Rq's were set equal to

zero and not varied during the analysis. Other
parameters that remained fixed during the analysis
were the channel radii which were chosen to be
4.3 F and the boundary conditions which were assumed
to be independent of J and for each £ were set equal
to the shift factors evaluated at 4 MeV i.e. the
midpoint of the energy region studied. The analysis
was carried out in the channel coupling scheme for

angular momentum.

One difficulty in undertaking the analysis of
the ^Li + n system is the present lack of knowledge
of the structure of the compound ^Li nucleus. The
^Li + n total cross section shows only slow varia-
tions with energy with few clear indications of the
domination of individual states. Below about 10 MeV
excitation energy seven unbound states are known in
^Li at excitation energies of 2.26, 3.21, 5.4, 6.1,
6.53, 7.1 and 9 MeV. A level diagram for ^Li is shown
in Figure 4. The level at E^^ = 6.53 MeV is very
narrow ('^ 40 keV) and was not included in the present
analysis. Of the remainirig levels only two have known
spins and these are the 3 level at Ej^ = 2.26 MeV
and the J = 1 level at E^^ = 3.21.

7T

Numerous combinations of possible J values for
the known levels in ^Li were tested and although
reasonable fits were obtained for the data in some
energy regions, satisfactory fits for the entire
0 to 8 MeV neutron energy region could not be obtained
for either the elastic or inelastic cross section.
Good fits were obtained only after the assumption of
the presence of four additional levels in ^Li was

made. The final fits to the elastic data are shown
in Figure 2. The agreement between the experimental
data and calculated fits is generally very good.
Some small discrepencies between the two exist in the
1 to 3 MeV energy region particularily in Bq and Bj^.

It was this energy region that proved to be the

most difficult to fit and in which three of the four
new levels are assumed to occur. At the upper
energies, the differences between the calculated fits
and experimental data are probably due to background
effects i.e. possible broad levels occurring at higher
excitation energies.

The final fit to the first inelastic cross

section is shown in Figure 3. The data shown here
7 7 7\

are the Li(n,n'Y) Li data of Dickens et al .

.

There are some discrepencies between these data and

those of Morgan^' particularly regarding the shape
of the cross section near threshold and the overall
normalization. The data of Morgan^' are generally
lower than those of Dickens et^a]^-^' and show a

faster rise in the cross section near threshold.

Neutron Energy (MeV)

FIGURE 3

7 7 7
A plot of versus neutron energy for the Li(n,n') Li* ->• y + Li (0.478 MeV) reaction.
The data are the a (125°) measurements of Dickens et_a_l. The reaction is isotropic in

the center-of-mass system. The curve is the final fit to the data from the present
analysis.

785



7.1

6.53

6.1

5.k

3.21

2.261

(2^3")

^Li + n

6 53

6 1 k'

5 k
3"

7^

7.1

^.3

A.l

3._6

3.21

2.261

(2")

(T

2.0327

0.9808 0.9808

Li
2^l

FIGURE 4

g
Energy level diagram on the left is for Li prior to the present analysis. On the right

is a proposed energy level diagram based on the results of the present study. New levels

predicted here are indicated by dashed lines.

With the exception of the region near 1.2 MeV
neutron energy, the present analysis is in better
agreement with the data of Dickens e^al_. At
higher energies the difference between the calculated
fit and the experimental data is again probably due
to broad levels at higher energies excluded in the
present study.

Based on this analysis, a proposed level diagram
for ^Li is shown in Figure 4. Previously known
levels in the ^Li system are indicated by solid lines
while the new levels predicted from the present work
are indicated by dashed lines. The existence of
several of the levels shown in the diagram has been
predicted by others. In an earlier analysis of
''Li(n,n'Y) Li (0.478 MeV level), Freeman et al.-'-°'

proposed that the level at E^^ = 3.21 MeV was 1 .

Other possible assignments of 1 and 2 could not be

ruled out at that time . The present work confirms
the original 1"^ assignment.

In an analysis of differential scattering and

polarization below 2 MeV, Lane et_al^. ^' found it

necessary to assume the presence of broad 2 and 3

levels above Ej^ = 2.5 MeV. These levels correspond
to the 2 and 3 levels at E^^ = 4.1 and 5.4 MeV in

the present analysis.

Presser and Bass'''"''' have made predictions for

the J assignments of the levels at E^ = 5.4 and

7.1 MeV based on an analysis of ^Li (n,n
'
y) '^Li

(0.478 MeV level) data. For these two levels J = 2,

3 or 4 and J = 3 or 4 were predicted respectively.

For the lower level the present assignment of 3 is
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consistent with that work. For the level at E^^ = 7.1

MeV the present assignment is 1 . This should not

be considered definite since an unambiguous assign-

ment was not possible with the data used in the

analysis

.

A recent cluster model calculation also confirms

many of the assignments made in the^present study.

Stowe and Zahn"*"^' have predicted 1"*", 0,1,2,3
and 4 levels in ^Li at energies in good agreement
with the present work.

The proposed level structure shown in Figure 4

is then quite reasonable both from the standpoint of
the excellent fits obtained in the present analysis
and from earlier work on the ^Li system.

Conclusion

8) H.H. Knitter and M. Coppola, Proc. Conf. Neut
Cross Sections and Technology, Washington D.C

1968, ed. D.T. Goldman (National Bureau of
Standards, Washington D.C, 1968) p. 827.

9) J.C. Hopkins, D.M. Drake, and H. Conde, Nucl.

Phys. A107 , 139 (1968)

.

10) J.M. Freeman, A.M. Lane, and B. Rose, Phil. M,

46, 17 (1955).

11) G. Pressor and R. Bass, Nucl. Phys. A182 , 321

(1972)

.

12) H. Stowe and W. Zahn, Nucl. Phys. A289 , 317

(1977) .

The simultaneous R-matrix analysis of neutron
elastic and inelastic data for ''Li has been quite
successful in providing new consistent evaluations
of these important cross sections up to approximately
8 MeV incident neutron energy. Moreover, this
analysis has revealed much new structure information
for the Li system where very little progress has
been made for over two decades. With the exception
of the very narrow level of E^^ = 6.53 MeV excluded
in the present analysis, spin and parity assignments
to all known levels in °Li have been made along with
the predictions of several previously unknown levels.

Many of the assignments are in agreement with
model calculation or predictions of earlier analyses.
The quality of the fits to the experimental data
obtained in the present work combined with these
corroborating predictions indicate that the proposed
structure shown in Figure 4 in an accurate repre-
sentation of the ^Li system.

The analysis program is currently being updated
to include two-body charged-particle channels. As

new experimental data become available other
reactions will be included in the analysis, thus
providing evaluations for as many cross sections
as possible for the fusion energy program. Similar
analysis for other nuclei e.g. '•^B + n and ^Li + n
having applications in the fusion program are planned.
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CALCULATION OF PROMPT FISSION NEUTRON SPECTRA

David G. Madland and J. Rayford Nix
Theoretical Division

Los Alamos Scientific Laboratory
University of California

Los Alamos, New Mexico 87545, USA

We present a new calculation of the prompt fission neutron spectrum N(E) as a function
of both the fissioning nucleus and its excitation energy. The calculation, based upon
standard nuclear-evaporation theory, accounts for the physical effects of (1) the distribu-
tion of fission-fragment residual nuclear temperature, and (2) the energy dependence of the

cross section for the inverse process of compound-nucleus formation. Using a residual nuclear
temperature distribution based upon the Fermi-gas model, we have performed calculations for

two different assumptions concerning the cross section for compound-nucleus formation. Use of

a constant cross section leads to a closed expression for the neutron energy spectrum while use
of an energy-dependent cross section, calculated with the optical model, yields a numerical
integration. Results obtained for the two assumptions agree well with experimental data
although there is a preference for the energy-dependent cross section calculation.

[radioactivity, FISSION Calculation of prompt fission neutron spectrum as function of fissioning
^i^gleus and exc^ggtion energy. Nuclear-evaporation model, Fermi-gas model. Comparisons to

U(n,f) and Cf(sf) experimental prompt neutron spectra.]

Introductioa

Nuclear reactor design and other applications
require knowledge of the prompt fission neutron
spectrum N(E) as a function of both the fissioning
nucleus and its excitation energy. The dependence
upon fissioning nucleus and incident neutron energy
is particularly important in cases where fission
neutron spectrum measurements do not exist or are
not possible. We study these dependencies by use of
standard nuclear-evaporation theory to calculate the

neutron energy spectrum in the fission-fragment
center-of-mass system, and then transform these
results to the laboratory system.

The center-of-mass neutron energy spectrum is

obtainedj^by integrating the nuclear-evaporation
spectrum for fixed residual nuclear temperature
over the distribution function of this temperature.
The nuclear temperature is that of the residual
nucleus following neutron emission from the evapor-
ating fission fragment. The physical origins of the

residual nuclear temperature distribution are the
initial distribution of fission-fragment excitation
energy and the subsequent fragment cooling as neu-
trons are emitted. Following the integration, the
resulting center-of-mass neutron energy spectrum is

transformed to the laboratory system under the
assumption that the neutrons are emitted isotropi-
cally from the moving fragments.

Our calculations have been performed using a

triangular approximation to the residual nuclear
temperature distribution determined by Terrell o^
the basis of experiment and the Fermi-gas model.
Two different assumptions have been tested for the
inverse process of compound-nucleus formation. Use
of a constant compound-nucleus formation cross
section yields a closed expression for N(E) involv-
ing the exponential integral and the incomplete
gamma function. Use of an energy-dependent form-
ation cross section, calculated with the optical
model, yields a numerical double-integral expres-
sion. Comparisons to experimental data demonstrate
the importance of including both the distribution of

residual nuclear temperature and the energy-
dependent compound-nucleus formation cross section.
The calculations and results obtained using the

constant compound-nucleus cross section are di

scussed in the next section and those obtained with

the energy-dependent cross section in the section
following that. We then compare the results of both
calculations with experimental data. Our conclusions
are presented in the final section.

Constant Compound-Nucleus Cross Section

The nuclear-evaporation spectrum corresponding
to a fixed residual nuclear temperature T is given
approximately by

(t)(e) = c(T) a^(e) e exp(-e/t) , (1)

where e is the center-of-mass energy, a (e) is the
cross section for the inverse process of c

ompound-nucleus formation, and c(T) is the normaliza-
tion integral defined such that (()(£) is normalized
to unity when integrated from zero to infinity. All
distributions in this paper are normalized in this
way. In the case of a constant compound-nucleus
cross section a , |he normalization integral c(T)

has the value I/O T .

c

The initial distribution of total
fission-fragment excitation energy is approximately
Gaussian in shape, with a total average value given
by

<e"> = <E> + B + E - <eJ'°^> . (2)
r n n f

Here <E > is the average energy release, B and E

are the'^separation energy and kin^t^c energy of tfie

neutron inducing fission, and <E^ > is the total

average fission-fragment kinetic energy. For spon-

taneous fission both B and E in Eq. (2) are zero.

In calculating <E > anS B we use the experimental
and systematic masses compiled by Wapstra and Bos

where available agd otherwise the droplet-^o^el mass

formula of Myers. Measured values of <Ej. > are

also used where available and otherwise the formula

<e/°S = c^(z2/A^/^) + C2 ,

where Z and A are the atomic number and mass number

of the fissioning nucleus and and are deter-

mined by least-squares adjustment to experimental

data. For low-excitation fission we use (c jC.)

values of (0^13323 Mev, -11.64 MeV) determined by

Unik et al. , and for high-excitation fission the,

values (0.1071 MeV, 22.2 MeV) obtained by Viola.
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In a study of experimental distributions of
fission-fragment kinetic energy and neutron number
Terrell obtained the distribution of kinetic energy

that governs neutron emission. This distribution
was transformed into the distribution P(T) of fission-

fragment residual nuclear temperature by use §f the

Fermi-gas model where the excitation energy E , the

nuclear temperature T, and t^e nuclear level-density
parameter a are related by E = aT. Terrell

observed that if the resulting temperature distribu-

tion is approximated by the sharp cutoff triangular
distribution

P(T) =
2T/T T < T- m

T > T
(3)

then the maximum temperature T is related to the

initial tfttal average fission-fragment excitation
energy <E > by

(<E''>/a)' (4)

For the present studies we use the approximation
summarized by Eqs. (3) and (4) to calculate the

residual nuclear temperature distribution. We use

the simple relationship

a = A/ (11 MeV) (5)

for the nuclear level-density parameter, where A is

the mass number of the fissioning nucleus. It must
be noted that a slight adjustment in T from the

value predicted by Eqs. (4) and (5) could in prin-
ciple be required.

The neutron energy spectrum in the fission-
fragment center-of-mass system, 4>(e), is obtained by
integrating Eq. (1) over the temperature distribu-
tion given by Eq. (3). This yields

*(£) = <l)(e) P(T) dT

ml m

(6a)

(6b)

where E (x) = J"^ [exp(-u)/u]du is the exponential
integral. This yesult has been obtained previously
by Kapoor et al. The average center-of-mass neu-

tron energy <e> is the first moment of Eq. (6b) and

has the value (4/3)T .

m

The transformation of the fission-fragment
center-of-mass neutron energy spectrum 4>(£) to the

laboratory system, under the assumption that the

neutrons are emitted isotrppically from a fission
fragment moving with average kinetic energy per
nucleon E^, is accomplished by use of the general
result

N(E) =

(VE+^/Ep^

[<t>(e)/VS]de

(VE-4p^

(7)

where E is the laboratory neutron energy. Inserting
Eq. (6b) and interchanging the order of integration,
we obtain for the laboratory prompt fission neutron
spectrum

N(E) = (1/3VE^) [u^/^ E^(u2) - u^/^ E^iu^)

(8)

v2,

3/2

+ y (|, u^) - Y (|, up]
,

whe re u^ = (Ve - VE^) /T^
,

U2 = (^/E + VE^) /T^

X 3 " 1
and y(a,x) = u exp(-u)du

is the incomplete gamma function. The mean laboratoi
neutron energy <E> is the first moment of Eq. (8)
and has the value E^ + (4/3)T .

I m

Since there are two fission fragments, each
emitting gpproximately the same average number of
neutrons, but each moving with generally quite
different average velocities, the transformation
given by Eq. (7) must be separately applied to each
fragment. This leads to

N(E) = i [Nj_(E) + Nj^(E)] (9)

where the subscripts refer to light and heavy
fragments. Equation (8) is used to evaluate each
term of Eq. (9). The values of the average kinetic
energy per nucleon for each fragment transformation
are given by

<a3 —a— ^f

<Aj_> <E^^°S
(10)

where <Aj^> and <Ajj> are the average integer fragment
atomic mass numbers as obtained from Unik et al.

The mean laboratory neutron energy for the spectrum
given by Eq. (9) is

<E> = ^ (eJ + E^J) + ^ T
J. t I 3 m

(11)

The prompt fission neutron ^ggctrum calculated
from Eq. (9) for the fission of U induced by
0.53-MeV neutrons is shown in Fig. ^. Also shown
are the Watt and Maxwellian spectra calculated for
the same fissioning system by using temperatures T^
and Ty, respectively, constructed to yield mean
energies identical to that given by Eq. (11) for the
present claculation. These temperatures have the
values T = (8/9)T^ and T^ = (1/3)(E^+Ep + (8/9)T^.
In Fig. 2 the same calculated spectra are compared
by forming ratios to the present calculation. The
Watt spectrum is accurate to within a few percent
for laboratory neutron energies between 0 and about
7 MeV and smaller than the present calculation for

higher energies because the Watt temperature T^ is

less than T . The Maxwellian spectrum is a much
less accurate physical approximation, particularly
at energies greater than about 5 MeV where it is

most sensitive to the large value of T„, which must
account for the motion of the fission iragments as

well as the center-of-mass motion of the emitted
neutrons. Finally, the dependence of the present
calculation upon the fissioning nucleus and the

incident neutron energy is illustrated in Figs. 3

and 4. Figure 3 illustrates how the high-energy
portion of the spectrum increases as the charge of

the fissioning nucleus increases, for thermal-
neutron-induced fission. Figure 4 illustrates a

similar behavior of the spectrum as the kinetic
energy of t^^^incident neutron increases, for the

fission of U.
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Present Calculation

Watt

Maxwellian

LalxDralory Neutron Energy E (MeV)

Fig. 1. Prompt fission neutron spectj^ in the
laboratory system for the fission of U induced by
0.53-MeV neutrons. The solid curve gives the present
spectrum cajculgted from Eqs . (8) and (9). The
values of E^, E^, and T are, respectively, 1.062,

0.499, and 1.018 MeV. The mean laboratory energy,
calculated from Eq. (11), is 2.138 MeV and is equal
to the mean energy of both the calculated Watt and
Maxwellian spectra which are shown for comparison.
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Fig. 4. Dependence of the prompt fission neutron

spectrum upon the kinetic en^^gy of the incident

neutron, for the fission of U, calcj^lated from

Eqs. (8) and (9). The values of E^ and E^, obtained

from Eq. (10), are held fixed for all incident neu-

tron energies. The l4-MeV spectrum is calculated

for first-chance fission only.

Energy-Dependent Compound-Nucleus Cross Section

In this section we calculate the prompt fission
neutron spectrum in the case of an energy-dependent
cross section for the inverse process of compound-
nucleus formation. We obtain this cross section
using the optical model. The calculation proceeds
exactly as in the previous section except that the
integrations must now be performed by numerical
methods. The complete expression for the numerical
integration is obtained by combining Eqs. (1), (3),
and (6a) into Eq. (7) which yields the double
integral

^(Ve+Ve^)' ,

N(E) =
m

(VE-^/E^)^

Fig. 2. Ratio of Watt spectrum and the Maxwellian
spectrum to the present spectrum, corresponding to

the curves shown in Fig. 1.

X c(T) exp(-e/T) dT de

]
(12)

10°

^ 10 ' =

10"'
E

10"

10"

3

H 10

Dependence on
fissionine nucleus

"Th + n(0.00 MeV)
"Vu + n(0.00 MeV)
••^f + n(0.00 MeV)

Laboratory Neutron Energy E (MeV)

Fig. 3. Dependence of the prompt fission neutron
spectrum upon the fissioning nucleus, for thermal-
neutron-induced fission, as calculated from Eqs. (8)

and (9).

where the normalization integral c(T) is given by

c(T) = {J^ V a^iv) exp(-v/T)dv}'^

Gauss-Laguere and Gauss-Legendre quadrature of order
32 are used to evaluate the three integrals appearing
in Eq. (12). We represent the optical-model compound-
nucleus formation cross section by a cubic-spline
fit to a calculated array of 75 points extending from
1 keV to 30 MeV.

Following the numerical integration of Eq. (12)

for E^ values and energy-dependent cross sections
appropriate to each fragment, we obtain the laboratory

235,
prompt fission neutron spectrum using Eq. (9).

Calculations were performed for the fission of ''"'"'U

induced by 0.53-MeV neutrons using three, well-known,
neutron-nucleus global optical-model potentials.
These ar^^the potentials of Moldauer, \^'jlmore and
Hodgson, and Becchetti and Greenlees. The

results are shown in Fig. 5 where the ratios of the

three calculations to the constant compotind-nucleus

cross section calculation of Fig. 1 are plotted.

The results are similar for the three potentials.
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namely, there is approximately a 10% enhancement at
a laboratory energy of about 700 keV and a gradual
decrease above 2 MeV, relative to the constant cross
section calculation. These structure changes are
due to the gradual decrease of a (e) with energy and
the relative maxima and minima of a (e) below the

c
1-MeV region.

Comparisons with Experimental Data

We compare our results to experimentally
determined prompt fission neutron spectr|„in Figs. 6

and 7 for, respectively, the fission of U induced
by

^sl^"^?^
neutrons and the spontaneous fission

of Cf . Calculations using the constant compound-
nucleus cross section agree reasonably well with
this data although they are slightly high in various
portions of the tail region. In both figures a

clear preference exists for the energy-dependent
compound-nucleus cross section calculation shown for
the case of the Wilmore-Hodgson optical potential.
This is evident in the high-energy region as well
as in the 1-MeV region where the data appear to
support the existence of enhanced structure. How-
ever, our energy-dependent calculation is unable to
reproduc|^|he magnitude of this structure in the
case of Cf(sf).

Conclusions

Lob NtutnNi Energy E (M«V)

Fig. 6. Prgggt fission neutron spectrum for the

fission of U induced by 0.53-MeV neutrons. The
dashed curve gives the constant cross section calcula-
tion identical to that of Fig. 1 and the solid curve
depicts the energy-dependent cross section calcula-
tion using the optical potential of Wilmore gnd
Hodgson. In both cases the same values of and E^
have been employed. The experimental data are those
of Johansson and Holmquist.

A new calculation of the prompt fission neutron
spectrum has been presented. The calculation demon-
strates the importance of accounting for the physical
effects of the residual nuclear temperature distribu-
tion and the energy-dependence of the cross section
for the inverse process of compound-nucleus forma-
tion. The calculation predicts clear dependencies
upon fissioning nuclear species and incident neutron
energy. Fission neutron spectra can now be calculated
in regions devoid of experimental spectrum measure-
ments .

° 0.75

-1—I I I 1 1 1

{

-1—I I I 1 1

1

1

=0 + n(0.53 MeV)

M potential
W-H potential
B-G potential

10" 10"' 10"

Lab Neutron Energy E (MeV)

10'

Fig. 5. Ratio of the prompt fission neutron spectra

calculated with energy-dependent compound-nucleus
cross sections to that calculated using the constant

compound-nucleus-cross section shown in Fig. 1, for

the fission of U induced by 0.53-MeV neutrons.
The dotted curve is for the potential of Moldauer,
the dashed curve is for the potential of Wilmore and
Hodgson, and the dot-dashed curve js for ^he potential
of Becchetti and Greenless. The E^ and E^ values
are the same for all four of the calculations.

3

-1—I—.—I—I—I—I—I——I—>—

r

Cf spontaneous fission

Constant Og

Energy dependent Og

I I • I ' I I L
2 4 6 8 10 12

Lob Neutron Energy E (MeV)

14

Fig. 7. Prompt fission„neutron spectrum for the

spontaneous fission of " Cf. The dashed curve

gives the constant cross section calculation where

the values of E^, E^, and T are, respectively,

0.984, 0.553, and 17209 MeVT The solid curve depicts

the energy-dependent cross section calculation using

the optical potential of Wilmorg and Hgdgson. In

both cases the same values of E^ and E^ have been

employed. The experimental data are those of

Boldeman, et al.
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3IMPLE PAHMBTEHIZATION FOR OPTICAL xiEACTIGN CHOSa SUCTIONS
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Optioel model reaction cross sections for neutrons, protons and alpha particles, are
directly parametrized using simple expressions reflecting the mass number and energy depen-
dence. The cross sections can be calculated within an accuracy of 'j-^Oi> over the whole
neriodic table and the energy range upto 50 Mev. These cross sections are useful inputs for
calculating various partial reaction cross sections using statistical models of nuclear
reactions

.

^ Optical reaction cross sections for neutrons, protons, alphas, over the periodic table,
energies upto 50 MeV, inputs for further calculations_7

Introduction

The scattering bet. een the projectile
and the target nucleus can be adequately des-
cribed by an optical potential over the ener-

gy range encompassing tens of MeV. Apart
from describing the elastic process, optical
model yields ^Iso the total reaction cross
section, henceforth referred to as the opti-
cal reaction cross section. Using stf^tisti-
cal models one can Turther describe the break-
up of the optical r'?action cross section into
various partipl mod'js such as emission of a
neutron, a proton or an alpha particle. The
sequential processf^3 such as emission of seve-
ral particles can also be described using the
same emission rate equation. This equation
involves the inverse cross section of the
emitted particle as a function of energy. The
inverse cross section is the optical reaction
cross section of the excited residual nucleus
with the emitted particle as the pro.iectile.
This is approximated as the optical reaction
cross section between the residual nucleus
in its ground state and the (emitted) parti-
cle. Tl us optica] reaction cross sections
are required as the profierties of the inci-
dent projectile and the emitted particle.
Usually the optical reaction cross sections
at all the required energies for a given
particle-target combination are obtained by
solving numerically the Schrodinger equation
for several nnrtial ?/aves. In a global cal-
culation, therefore, a large amount of compu-
tation time is stDent in calculating the opti-
cal reaction cross sections. The parametri-
zation of the optical reaction cross sections
in simple analytic fomis is of immense utili-
ty in computing the reaction cross sections
using the statistical theories. In the pre-
sent work we describe a parameterization for
neutrons, protons and alpha particles both in
the target mass-number and energy spaces. The
present work can be considered as a considera-
ble improvennr ov-^r the parameterization of
Dostrovslcy et al^ who used the continum model
cross sections as the input.

Methodology

Choice of optical model parameters ; For
neutrons and protons the optical model sub-

routine^ SCAT was used to calculate the rea-

ction cross sections at energies 1-50 MeV for

23 nuclei in the mass-range 20-214. The most

useful global optical model parameter set is

that of Becchetti and Greenlees* both for

neutrons and protons. The parameter set of

Perey^ can also be considered quite a good
description for neutrons. The optical para-

meter set of Mani et aX^; was also considered
since the tabulation using t' is set is widely
used. It can be considered as a reasonable
choice but not necessarily the best. For
alpha particles there does not exist a clear-

cut global phenomenological parameter set,

however Huizenga and I go's table can be

considered to be a reasonable one. Therefore

it was decided to i;se these cross sections

in the energy range 2-46 MeV and the mass
range 20-206 directly in the fitting proce-

dure.

Fitting Procedure for neutrons; For a given
projectile the optical reaction cross sect-
ion is a function of (laboratory) ener.gy,

mass niwnber and atomic number. For energy
dependence in the case of neutrons the opti-
cal reaction cross section <^(in millibarns)
is written as

where X, and "9 are pass-dependent para-
meters. 6 is the neutron laboratory energy
in MeV. Expression( 1 ) is a slight modifica-
tion of the expression of Dostrovsky et al"!.

An extra term Afc has been added to account
for size resonance effects in the optical
reaction cross section.

In a linear least squares fit code val-
ues of (TJl for each nucleus v/ere fed to dete-
rmine ^ ,

/X and ^ individually. Systema-
tic dependences as a function of target mass
number A were looked for in these threj nara
meters. It 'vas possible to describe A ,

and ^ using 7 constants in the following
manner.
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Inserting expression( 2) in expression( 1

)

the optical reaction cross section for any
target nucleus plus neutron at any energy
can be calculated. It was found that the
low energy behaviour cannot be described
verv v/ell by expression( 1 ) , however the emi-
ssion rate expressions are proportional to

t<^C£) rather than (7hC6) • Hence the para-
meterization of expression (2) along vdth
iJ5i.(£)given by expression( 1 ) were used to de-
termine the 7 parameters, fitting simultane-
ously £ tf>;.(£) values in the linear least squares
fit code. The resultant values of the para-
meters are listed in table I. The values of

£ (7i;jl.fc)£^re described well by these parameters.

Fitting procedure for chargced projectiles;

It was found that for the charged pro-
jectiles it is not possible to describe the
cross section behaviour as a function of
energy using a simple polynomial expression
in energy. Hence it was decided to segment
the charged particle cross sections into two
domains, one below the Coulanjb barrier E and

the other above E^. The expression for Eg

is
1.4-4- ZpZr m^y/

C3;

(5J

Here Z and Zrp are atomic numbers of project-
ile ana tareret respectively, ip is chosen as
zero for protons and 1.2 for alphas. For
laboratory energy g (in Mev) below Eg, the
reaction cross section is described as

while for values above Eg an expression simi-
lar to (1) is used. Matching the two expre-
ssions for the value and the derivative at
Eg, q and r can be eliminated and the follo-
wing expression is obtained.

Using optical model values of ffj^ (in
millibarn), the par^^nieter of expression( 5)
were determined. It was realized that p and
^ play a dominant role below the coulanib
barrier Eg. So the behaviour of these para-
meters was considered in terms of Eq while
the behaviour of A and /<• was examined as
function of target mass number A. Yhe follo-
wing parameterization v/as found successful

p = ?o + A .f \
AoA + X. , h-- . " - (6)

In this set only
ff-

appears in a nonlinear fo-
rm. Hence its value v/as fixed from indivi-
dual fits and an overall linear least square
fit was carried out to determine the remaini-
ng: 9 parameters of expression( 6 ) using expr-
essions('i) and the optical reaction cross
sections for all the nuclet .

The parameters obtained for protons and alph-
as are shown in table I . The cross sections
ff;^ of eqn (5) should be set to zero for 6
less than the greater of the two roots of the
quadrotic equation P£^+l£+yi=0. This is
reasonably correct as the cross sections are
negligible in these cases. . .

Summary

The optical reaction cross sections for
various available global optical model para-
meter sets have been successfully parameteri-
zed using nimple analytic expressions. It is

found that these expressiore describe the
•_i-o; s section to an accuracy better than 5 -

10^ over the mass range 16-214 and energy
range 1-50 MeV. Extrapolation beyond this
mass range should also be reasonably accurate
using the "iresent parameterization. It shou-
ld be emphasized that (1) the present parame-
terization serves as a useful interpolation
formula in the mass and energy ranges. (2) the
present paramaterization implies E^^.^^Hs a
polynomial in £ ,

analytic integration of
emission rate expressions for the energy spe-
ctra in statistical models to obtain total
emission rates is quite straieihtforv/ard. Usi-
ng the present parameterization which is bei-
ng extended to include other projectiles such
as deuterons, tritons and helium-3, calcula-
tion of a large number of cross sections for
several reactions are being contemplated

^employing the exact solution of exciton model
discussed elsewhere in this conference.
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EXACT SOLUTION OF THE EXCITON MODEL MASTER
EQUATIONS FOR NUCLEAR REACTIONS

S.K. Gupta and Ambar Chatterjee
Bhabha Atomic Research Centre

Bombay 400 085, India

An exact solution is obtained for the time integrated Pauli master equations of the
exciton model. The solution expresses the mean lifetimes of exciton states in terms of the
various transition rates of the model in a simple closed form. Using these solutions both
the preequilibriiim and equilibriiim components of nuclear reactions can be obtained in an
integrated manner. The solutions are applicable also for the case of the generalized
master equations which can be used to calculate angular distributions. An application of

e solutions for the calculation of neutron spectra in the neutron induced reactions on

/"Exciton model, master equations, preequilibrium and equilibrium components, neutron
angular distributions._/

Introduction

In the region of large nuclear level
densities it is appropriate to use statisti-
cal concepts in discussing nuclear reactions.
The theory of the compound nucleus envisages
the formation of a statistically equilibra-
ted system which then decays. The preequi-
librivun emission of particles prior to equi-
librium is also amenable to a statistical
interpretation. The quantum statistical
description of a system approaching equili-
brium is a set of Pauli master equations.
In a unified statistical theory of nuclear
reactions' a probability matrix is constru-
cted which obeys a probability balance equa-
tion. The probability balance equation is
essentially a time integrated form of the
Pauli master equations.

The existing closed formulations of the
preequilibrium model employ approximate so-
lutions of the master equations. Alterna-
tively numerical time integration of the
master equations upto the equilibration time
has also beea employed. When approximate
closed forms are used the extent of error
involved is unknown, while numerical inte-
gration of the master equations is time con-
suming. In both these cases, the equilibri-
um component has to be added seperately. An
integrated description of both the preequi-
librium and equilibrium components is possi-
ble when the master equations are solved
completely, as is the case with matrix
methods^ »^

.

In this work an exact closed form
solution of the master equations is obtained.
This has the advantage of the integrated
description mentioned above with the simpli-
city of a closed foirm.

Transition and Emission Rates

The intermediate states of the system
are enumerated in terms of the number of ex-
citons, n with p excited particles and h

holes (n = p+h) , For a system with excita-
tion energy E, the state density is given by

with

(1)

(2)

where g is the single particle level density.
The transition rates for the allowed two body
transitions, Ajys = 0, +1 are given by

•is; T n (3)

2.

1^ (E- <^fi.«.i,h-n)

2 ( n + 1 )
(4)

5)

with

(6)

where M is the square of the average two
body matrix element, and has been parameteri-
zed in terms of the mass number of the target
as

(7)

The rate of emission of a particle ^ with
energy g from an exciton state is given by

where M p and are the spin, reduced
mass and nucleon number of the emitted parti-
cle; U is the residual nucleus excitation
energy; 'J'p is the optical reaction cross
section of the inverse reaction; and (j)^

is a combinatorial factor given by, ^

(9)

where , and """x , are the proton and
neutron numbers of the emitted particle and
the projectile respectively with j»g =^o*'*'n

and = TV -t-
P

Equations (1) to (9) are from ref^
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Master Equations

A generalized form of the master equa-
tions, which can describe angular distribu-
tions, has been given by Mantzouranis et al-'.

At any time t the system is characterized by
the exciton momber n and a direction A .

The generalized master equation is

i ^<^^.t ) a £ Jail' q t )
w^^(<ii)

it w

where q(n,il ,t) is the probability of finding
the system in class (n,.n. ) at time t and

(Si^si') is the transition rate from
class (n,^ ) to (m,A'). The latter is a pro-
duct of the transition rates TV*"

^ X
and an angular-dependent factor

solution can be expressed in the following
recurrence form

17a)

(n> "o")

Here the quantities ^ are continued frac-
ctions.

or

with

These continued fractions satisfy the iden
tity.

(18)

(19)

4- '/<^-''-^r..x^ (20)

(11)

where <i.<r/<i.^ is the differential free
nucleon-nucleon scattering cross section.
By using the result"

j^sJ CtC^\s^.)9^C(^^')= hi^i^-"^^) (12)

and expanding q(n,.£l ,t) in a series of
Legendre Polynomials,

o (n At)= I1/^t) P.CC^^) (13)

the master equations reduce to

^ n est) ^ r?v* n(n.it) + ?r n('»*^,t)l

-Vt«,t)K+^>^'-A^i^^'ru+ ^tu] (14)

where

W^s |iw^^^>^£) a.£ (15)
p

are the total emissionrates. Eqn.(14) can be
written in a time integrated form

The coefficients o( in eqns.(17) are given
by.

These coefficients satisfy the identity.

(21)

(22)

The solutions (17) are easily verified
by direct substitution in the time integrated
master equation (16).

The solutions discussed above are for an
arbitrary initial condition. The case where
only the initial exciton state is populated
at t = 0 is the one most often used. In this
case the initial condition is-'

<^(S-n.,o) ^ 0(5-6)^6 S^r,^ (23),

and the solutions (17) take on a particularly
simple form

(24a)

where (,»^)

are the coefficients of expansion of the ini-
tial condition.

The time integrated master equations( 1 6)
form a system of linear algebraic equations
for each value of 1 with n = n,

where n
+2 , .

.

is the initial exciton number.
The angle independent situation is a special
case of the above and can be obtained by
setting i = 0 with /U,^ = 1

.

Exact Solution

The system (16) can be solved by a str-
aightforward elimination process. The

- 't "o h.*»»o -t (24b)

where *\tOnr»o are coefficients of the Legen-
dre Polynomial expansion of the initial con-
dition(23). Our expressions for Mjt and *\l
are' i#totical to the ones described in ECN-60
(ref .6)

.

Calculation of Energy Spectra

In terms of the solutions ^i(n), the
partial lifetimes of the exciton states for
particle emission at an angle Q are given by

and the total lifetimes are

(25)
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\ - JtCa e)4Il X Ait i^Cn) (26)

The double differential cross section for a
channel is

Z w^(|»>,e)t,(e) (27)

where the emission rates are given by
eqn(8). As an illustration we describe our
calculations for neutron emission arising
from the 15 MeV neutron bombardment of ^^ub.
The optical reaction cross sections ^p(€.)
have been obtained from an empirical parame-
terization described elsewhere in this conf-
erence'. The use of this empirical formula
makes the integral in (15) analytic and the
calculations become quite simple to carry
out. A value of ^ = 1 69O mb is assumed for
this case. For simplicity the Pauli corre-
ction terms ^p,K and have been negle-
cted in the emission and transition rates.
The effect of the Pauli correction is discu-
ssed below. For the expansion in terms of

Pt_(c«o%) values of^ i upto 1=8 were
retained. The initial exciton state has
been assumed to be a = 3, with the initial
condition ( 23)

•

EXCITON NUMBER n

The first curve in Fig. 1 illustrates

i = 0 [see eqn(19)] . Fn. decreases
rapidly beyond the peak at n, = 17 and this
corresponds to a convergence of the conti-
nued fractions Ceqn(18) 3 • Thus it
was found convenient to evaluate the by
means of successive convergents . The life-
time of the ^ th exciton state shows a
similar peak and thus corresponds to the equ-
ilibrium state. The quantity WrttV*. repre-
sents the total emission. It consists of an
early decreasing part corresponding to the
preequilibrium emission and a broad peak
corresponding to emission near the eqiiili-
brium state. The relative contributions of
preequilibrium and equilibriiim emissions can
be gauged from this curve. The dotted curve
shows a cuirve for Wn^n. using the approxi-
mate closed form solution of Wu and Chang".
It is seen that the approximate closed form
becomes inaccurate with increase in exciton
number and it is also apparent that an equi-
librixim part has to be added separately.

When the Pauli correction terms are in-
cluded the peak in the curve occurs at
n,= 13 and is considerably more narrow,
thereby producing a more rapid convergence
of the continued fractions. However the
final results for the emission spectra are
nearly identical.

The calculated emission spectra for
neutron emission at the three centre of mass
angles 40°, 90° and 150° are shown as solid
lines in Fig. 2. The contribution from the
(n,2n) reaction is important for 6 < 6 MeV in
spectra shown. Although it is possible to
calculate this within the framework of the
exciton model we have, for simplicity, esti-
mated the contribution from a simple evapo-
ration model;

Fig.1
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dLV(n 2a) a- E. ^ £ e" ^Z""" /,o\ 10- Hermsdorf et al. report ZFK-277 (1974)
'

. - ° c
; ft c (2S; Zentralinstitut fur Kernforschung

dtJiSL An T*" f»-0+ ^/')er^^'''"] Rossendorf bei Dresden.

Here the total (n,2n) cross section ^(E)
is assumed to be 1260 mb and a temperature
T = 0.845 MeV is taken. E is taken to be
the maximum excitation energy (E = 6.17 MeV).

The calculated spectra are seen to be
in general agreement with the experimental
data of Hermsdorf et al'*-' also shown in
Fig. 2. There is some disagreement at the
high energy end of the spectra particularly
at 150°.

Summary

Exact closed form expressions are ob-
tained for the lifetimes of the exciton sta-
tes. Use of these expressions leads to an
integrated description of the preequilibrium
and equilibrium components of nuclear reac-
tions in a simple way. The use of the empi-
rical optical reaction cross sections makes
calculations using this model quite simple
to carry out.
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DELAYED NEUTRON CALCULATIONS USING ENDF/B-V DATA

T. R. England
Los Alamos Scientific Laboratory, University of California

Theoretical Division
Los Alamos, New Mexico 87455 USA

R. E. Schenter and F. Schmittroth
Hanford Engineering Development Laboratory

Richland, Washington 99352 USA

Data from 20 fission yield sets in ENDF/B-V are used with the emission probabilites
(Pn) of 105 delated neutron precursors to calculate 6-group and total equilibrium delayed
neutron yields (v.). Results are compared with recent evaluations and selected measure-

d

ments of v^. Least squares data adjustment methods are in progress to improve agreement;

preliminary results indicate significant improvement when fission yields are adjusted.

The extensive fission-product yields and delayed
neutron emission probabilities to be incorporated in

ENDF/B-V permit calculations of v, and its individual
d

nuclide and decay group components. In addition, there
are now sufficient measurements of the neutron spectra
from individual precursors to permit aggregate spectral
calculations. At the IAEA Fission-Product Nuclear Data

Meeting in Petten in 1977, it was noted that the future
effort in improving delayed neutron data should em-
phasize improvement in Pn values and fission-product
yields for use in calculations of aggregate delayed neu-
tron properties, including the delayed neutron spectra.
This report shows the current status of such calcula-
tions, except for spectra, using very recent precursor

2
data. We expect to calculate spectra during the next
few months as these data become available for ENDF/B
evaluation.

Calculations of v, have been in periodic progress
d

as part of the ENDF/B fission yield testing since Ver-
sion-IV. Evaluated v, values are not included in the

d

fission yield evaluation process; therefore, assuming
accurate and extensive Pn values, the calculated v,

d

values serve as a very sensitive indication of the qual-
ity of fission-product yields. The reader should rec-

ognize that fission-product yield testing is the primary
purpose of calculations; however, the results are

sufficiently accurate to justify the emphasis suggested
at the 1977 Petten Meeting.

Table I lists Pn values for 105 precursors, the
235

percent contribution to the v, of U thermal fission
d

and other information. Based simply on energetics,
all are probable delayed-neutron precursors; 67 have
measured Pn values and 38 have Pn values we have esti-
mated based on a simple phenomeno logical model. Since
1977, there have been 18 new measurements, identified
in Table I, all being previously incorporated in pre-
liminary ENDF/B-V files based on energetics. Use of

the newly measured Pn values in place of the previous
- 235

model estimates alters the calculated for U by

only 0.017%. Model estimates of the remaining 38 un-
measured values are unlikely to significantly alter
the calculated v,, particularly because these collec-

d

tively contribute only %7% in these calculations. How-
ever, very large errors in some individual Pn estimates
are likely. The estimated values can be identified in

Table I by the lack of a tabulated uncertainty. Meas-
ured values in Table I incorporate values from the pre-
liminary data at the March 1979 Consultants' Meeting

in Vienna. Data differing from that of Ref.
also identified.

1 are

Table II lists the results of calculations and
comparative results from evaluations and selected meas-
urements. The T, F, and H following the fissionable
nuclide refer, respectively, to Thermal, Fast, and High
energy ('v-lA MeV) fission. Because of the large number
of V measurements, particularly for some (but not

d

all) of the fissionable nuclides, only a selection of

these can be listed in this paper. R. Tuttle prepared
an extensive review of measurements of V and an eval-

2
^

nation for the Vienna Conference; his preliminary eval-
uations are listed in Table II. The uncertainties
listed for the calculations are based on fission-product
yield uncertainties in ENDF/B-V and the Pn uncertainties
in Table I. A 100% uncertainty was assigned to the es-
timated Pn values, but this is not a significant com-

235
ponent of the listed V uncertainty. Except for U

d

thermal fission, the calculated uncertainties are prob-
ably too small. The V calculations are sensitive to

d

the yield distribution along each mass chain. This
distribution is based on models using parameters de-

235
rived largely from U independent yields. Errors in

the most probable charge or nuclear pairing effects
could readily alter the v values, even if mass chain

d

yields are exact. Thus, the yield uncertainties for

some nuclides far from stability are likely too small.
— 238

We suspect that the calculated from U fast fis-

sion for example, is small because of the large Z-

3 4
pairing used in the yield evaluation. ' Most ('^90%)

of the delayed neutrons are emitted from odd-Z precur-
sors, and a relatively small error in the pairing could

create a large error in v^. In any case, the yield un-

certainties for very unstable nuclides probably do not

adequately reflect the paucity of data available to

predict model distribution parameters for most of the

20 yield sets used in this report.

Calculations of v, require a mass imbalance of
a

the yielded fission products of only '^O.Ol units out

of ^^^236, a stringent demand on the fission yields, and

one that is not incorporated into the fission-product

yield evalaution procedure. In view of this require-

ment, it is remarkable that onlyxS of the 20 calculated

values appear in significant error when compared with

evaluations or measurements and their respective uncer-

tainties .
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TABLE I

DELAYED NEUTRON PRECURSORS

NO. NO.

HALF- OF % of HALF- OF %_ of

PRECURSOR LIFE SPEC PRECURSOR LIFE SPEC

CS ZZAAAS (s) Pn (%) MEAS U235(T) CS ZZAAAS Pn (%) MEAS U235(T)

iiU JUVJ/7U 2 . 74 1.1 0 < 0.01 Nb 411030 15.669 0. 13 0 0.16

\j3. JJ.U / 7U 3. 00 0

.

102±0.015^ 1 < 0.01 Nb 411040 1.00 0. 71 0 0. 30

Ga 310800 1.66 0. 87 ±0.05^ 1 < 0.01 WD 411050 1.80 2.9 0 0.42

Ga 310810 1.23 12. 2 ±0.9^ 1 0.05 NK 411060 0.535 5.5 0 0.05
Pa •jinaoflvja jxwoiu 0.60 21. 0 ±1.4^ 0 0,08 421090 1.033 0.53 0 < 0.01

Pa ^10830 0. 31 56.0 0 0.01 Mo 421100 1.892 1 .

3

0 < 0.01

1.9 0.17 0 < 0.01 Tc 431090 50.00 1. 7 0 < 0.01

Ge 320840 1.2 10.0 0 0.18 Tc 431100 0.83 3.1 0 < 0.01

Ge 320850 0.234 20.0 0 0.05 Ac 471220 1.5 1.4 0 < 0.01
Ge 320860 0. 259 22.0 0 0.01 Aff 471230 0. 39 4.6 0 < 0 . 01

As 3308A0 5.6 0 13 ±0.06 0 0.02 Cd 481280 0.83 0 . 11 0 < 0.01
Aq 330850 2.03 22.0 ±8.0° 4 1.94 In 491271 2.0 0.72 ±0.04^ 0 0.01

As 330860 0.9 10 5 ±2.2 0 0.53 Tn 491270 3.76 0.72 ±0.04^ 0 0.01

As 330870 0.73 44.0 ±14.0 0 1 . 72 In 491280 0.84 0.063±0.008a 0 < 0.01
Co 340870 5 .60 0 19 ±0.03" 0 0.08 In 491291 0.99 3.5 ±0.5^ 0 0.09

Se 3A0880 1.52 0 5 ±0.3^ 0 0.10 In 491290 2.5 3.5 ±0.5^ 1 0.18
Co 340890 0.41 5 0 ±1.5 0 0.34 In 491300 0. 58 1.39 ±0.08^ 1 0.07

Se 340900 0.555 11.0 0 0.15 Tn 491310 0.28 1.66 ±0.19^ 0 0.03

Se 340910 0.27 21 .0 ±8.0 0 0.02 TnXII 491320 0.13 4.1 ±0.8^ 0 0.02
Rt- TSn870 55.7 2 .54 ±0.10b 6 2.88 <;nOil 501330 1.47 0 . 02 0 < 0.01

16 .

0

6.9 ±0.3^ 1 7.96 Sn 501340 1.04 17.0 ±7.0 1 0.11

4.38 13 .9 ±1.0t' 2 10.38 Sn 501350 0. 291 8.6 0 < 0.01

Br 350900 1.92 21 .2 ±2. 4b 2 8.18 Sb 511341 10.4 0.086±0.012 0 0.01

Br 350910 0.542 10 .9 ±1.8^ 1 1.51 Sb 511350 1.71 14.0 ±2.0 3 1.16

Br 350920 0.362 22.0 ±6.0 0 0.45 Sb 511360 0.82 23.0 ±8.0 0 0.20

Br 350930 0.201 41.0 0 0.07 Sb 511370 0.284 20.0 0 0.59

Kr 360920 1.85 0.033±0.003 0 0.03 Te 521360 17.5 0.9 ±0.4 2 0.78

Kr 360930 1.29 1 .95 ±0.11° 0 0.58 Te 521370 2.8 2.2 ±0.5 0 0.53

Kr 360940 0.208 5 .7 ±2. 2b 0 0.71 Te 521380 1.4 5.6 ±1.6 0 0.21

Kr 360950 0.50 9.5 0 0.04 Te 521390 0.424 6.3 0 0.02

Rb 370920
Rb 370930
Rb 370940
Rb 370950

Rb 370960

Rb 370970

Rb 370980

Rb 370990
Sr 380970
Sr 380980

Sr 380990
Sr 381000

Y 390971
Y 390970
Y 390981

Y 390980

Y 390990
Y 391000
Zr 401040
Zr 401050

4.53
5.86
2.76
0.384
0.201

0.170
0. 119

0.076
0.40
0.65

0.6

1.046

1.11
3.7

0.65

2.0

1.4
0. 756

3.783

0.559

0.0119±0.0006^
1.37 ±0.08b

10.3 ±0.5b

8.8 ±0.4b

13.9 ±0.7b

±2. 5b

±1.0^
27.8
16.0
15.0 ±3.0^

0.27 ±0.09^

0.36 ±0.11^

3.4 ±2.4
5.0

0.06 ±0.02b

0.33 ,

3,44 ±0.95"

0.54
1,2 ±0,8

5,5
0.11
1.4

1

3

4

3

1

2

1

0

0

0

0

0

0

0

0

0

0

0

0

0

0.03
2.79

10.41
4.07
1.62

1,23
0.02

< 0.01
0.31
0,14

0,68
0.04
0.05
0.97
2.16

1.10
1.60
1,67

< 0.01
0.07

I 531370

I 531380

I 531390
I 531400

I 531410

24.5
6.53
2.38
0.60
0.47

7.2

2.6

10.2

22.0
39.0

±0.7
±0.3
±0.9
±6.0
±13.0

I 531420 0.196

I 531430 0,328

Xe 541410 1,72

Xe 541420 1,24

Xe 541430 0.30

Xe 541440 1,00

Cs 551410 24.9
Cs 551420 1.69
Cs 551430 1,78
Cs 551440 1,001

Cs 551450 0,58

Cs 551460 0,335

Cs 551470 0,21

Ba 561470 2,2

Ba 561480

Ba 561490 0,917

Ba 561500 1,798

La 571470 10,0
La 571490 2.864

La 571500 0,648

16,0
18,0

0.043±0.003
0.41 ±0.03

1.2

0.73
0.053±0.004
0.19 ±0.10
1,6 ±0.2

2.8 ±0.7

14.0
13.4
25.0
5.2

23,9

±2,0
±0,7
±3,0
±0.5^
±2,1^

0.03
0.24

0.5 ±0.17^

0.81
0.94

3

2

1

1

0

0

0

0

0

0

0

1

2
3

2

1

1

1

0

0

0

0

0

0

0

13.11
2.34
5,65
2.71
0,32

0,G6
: 0.01
0.03
0.10
0.03

: 0.01

0.13
0.29
1.34
0.56

0.46

0.13
< 0.01

0.27
0.14

0.01
0.01
0.26
0.03
0.01

Measured subsequent to Ref, 1

^Ch-mge in Pn or uncertainty subsequent to Ref, 1
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There is now an effort to improve the calculated

V, using least squares data adjustment methods, incor-
d

porating integral data. To date, fission yield adjust-
ments, limited to the most descrepant values in Table

II, have resulted in significant improvements; the ad-
justment of Pn values is still in progress but appears
less promising.

In Table I, a total of 32 precursors are identi-
2

fied as having neutron spectral measurements. For
235

U thermal fission, these account for 'V'82% of the
total V, and should, therefore, be adequate for calcu-

d

lations of the aggregate spectral shape.
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UTILIZATION OF THE REACTION '"BCd.n^'^C AS A
HIGH TEMPERATURE DEUTERIUM PLASMA DIAGNOSTIC

L. K. Len and F. E. Cecil
Department of Physics
Colorado School of Mines
Golden, Colorado 80401

We have measured the thick target yield of the reaction '''B(d,n)^^C for monoenergetic
deuteron beams of energies between 75 and 170 keV. These yields, together with recently
published range energy relations for hydrogen ions in matter, permitted our deduction of

the reaction cross section as a function of energy. By integrating the cross section over

a Maxwell Boltzman population distribution, we obtained the reaction yields for Boron
samples exposed to a deuterium plasma of temperatures between 20 x 10^ and 200 x 10^ °K.

Measurements of the thick target yield for the
reaction "'B(d,n)''C have been reported down to

energies of 300 keV^'^. These results, however,
cannot be applied directly to the measurement of

the deuterium plasma temperature in current con-
trolled thermonuclear reaction research which has a

temperature range of 10^ to 10® K. This is because
the reaction depends on the value of <aV> (integrated
over the entire ion distribution in the plasma) which
for the temperatures between 10'' and 10* K has a

maximum value corresponding approximately to an

energy of 100 keV with a FWHM of about 60 keV.

Clearly, the existing results are out of the useful
range

.

'°B(d,n)'^C measurements) a yield of

(9.0 ± 1.0) X 10"^^ '^N/proton at a proton bombarding

energy of 168 keV, which is in agreement with the

value (7.5 ± 0.5) x 10"^^ ' ^N/proton quoted by Bailey

and Stratton'^^^

.

The thick target yields of the i°B(d,n)^|C

reaction obtained from the measured '^C activity

are shown in Figure 1 (referred to as CSM and CU

data) where they are compared to the measured

yields at energies up to 1 MeV reported by Young

et al.(^) (referred to as RSI data). The results

are in good agreement with each other.

In order to obtain the measurements needed for

such application in temperature diagnostics, we have
measured the thick target (i.e., thickness >

particle range) yield for ^°B(d,n)'^C reaction, down
to 75 keV.

Data between 960 and 220 keV were taken with the
Cyclotron at the University of Colorado (CU) , while
those between 75 and 170 keV were measured using a

Cockcroft Walton accelerator in the Physics Depart-
ment, Colorado School of Mines (CSM).

The experimental procedure consists of the
bombardment of a sample of natural metallic Boron
target with a beam of deuterons. The beam current
was maintained at 200 for a period of between
3 and 30 minutes, depending on the operating voltage
(i.e., beam energy).

The target was cooled to dissipate the heat
generated during the bombardment to prevent target
blow-off.

At the end of the process, the activation level
in the Boron sample is measured by counting the 511

keV annihilation quanta following the decay of

^^C. The efficiency of the Nal (Til) detector used in

the counting of the 511 keV gamma photons was
calibrated using a standard Na source.

Since the reaction yield of ^^C under consider-
ation is a sensitive function of deuteron energy,
it is important to know the beam energy. By mapping
the thick target yield of the reaction ''B(p,Y) C

against the known resonance at 163 keV, our beam
energy was calibrated to within about 1 keV accuracy.
A consistency check on the CSM data was provided by
a measurement of the yield of the reaction
^^C(p,y)'^N. In doing this measurement, we found
(by using the same techniques as employed in the

20(3 400 60C

ENERGY (KEV)

Fig. 1. Thick target yields for reaction '°B(d,n)^^C

for monoenergetic deuteron beam on natural Boron. The

squares are the CSM data, the crosses are CU data and

the circles are the data from Reference 1 . The curves

are the yields calculated with Equation 4 and with the

three parameter sets of Table 1.

A parameterization of the thick target can be

obtained by considering n particles with incident

energy E bombarding on a target of thickness Ax

which has a density of N nuclei/cm^. The niomber

of reactions is then given by

N^(E) = Nna(E)Ax (1)

where a(E) = reaction cross section at energy E and

Ax is assumed to be sufficiently small so that E does

not change appreciably. Thus the thin target yield

is

dY = Na(E)Ax (2)
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For a target with thickness H, the thick target yield
is

Y(E) = / Na(E')dx

Y(E) = a(E')

J
o N|dx

dE'

dE'

where e(E) is the stopping power,
function of energy.)

(3)

(A slowly varying

For the present case, we have a 19.8% isotopic
abundance of in natural Boron, thus

Y(E) =
J ^0.198) '^[I'.l dE'

o
e(E')

(4)

In order to utilize these measurements for ion-
temperature diagnostic purposes, it should be under-
stood that the deuteron population in a plasma is not
monoenergetic, but exhibit an energy distribution.
By integrating over the entire distribution, the thick
target yield per incident deuteron of ^'c for natural
Boron exposed to a deuterium plasma at a given
temperature T is given by

Y(T) = j N(E)Y(E)V dE ('^C d"' cm s"') (7)

where Y(E) is as defined by Equation (4)

N(E) is the normalized population distribution
of the plasma incident upon the Boron.

V is the velocity of deuteron (the Boron is

assumed at rest)

If one assumes that the deuteron population in
the plasma is well-described by the Maxwell -Boltzman
distribution, then

The stopping power eCE') in (keV atom' ') is

taken from Ziegler and Anderson . As the
^°B(d,n)^'C reaction is a non-resonant charged
particle reaction, at energies below the Coulomb
barrier (~ 3 MeV) , aCE) is dominated by the Coulomb
penetration factorC**), a(E) can thus be written as

a(E) =_
S(E)

-2n-Zi Z26^
—w

(5)

where V is the relative velocity between d and '"B,

and where S(E) is a slowly varying function of the
energy in the absence of any narrow resonances'^**).

We assume a Taylor series for S(E)

S(E) = A + BE + CE' (6)

and obtained optimum values of the constants A, B,

and C by performing a chi-square fitting between the
calculated, parameterized Y(E) values (as given by
Equation 4) and the measured values of Y(E) for
energies between 75 and 240 keV. In addition, two

sets of one-parameter fits were obtained for which
(i) B and C were constrained to be zero, and (ii)

A and C were constrained to be zero.

The three parameters sets thus obtained are given
in Table 1, and with these values, the predicted
yields are calculated using Equations (4), (5), and

(6) . The three curves in Figure 1 show the prediction
for each of the parameters set. It should be noted
that all three sets give comparable fits to the
measured (experimental) yields for energies below
240 keV, while parameter set 2 (A = C = 0, B 0)

provides an excellent fit to the data up to 1 MeV.

Table 1. Parameters for Equation 3

Parameter . ^, 2^ „ , 9 i ,

Set ^ (keV-cm'=) B (cm^) c (keV'cm^)

1 1.4 x 10-^° -1.0 X 10-" 6.0 X 10-"

2 1.2 X 10-2° 0 0 .

3 0 1.0 X 10-22 Q

N(E)
2-n

(kT)
3/2

_l/2 -E/kT
E e (8)

The integrand of Equation (7) (analogous to the
'Gamow Peak' of Astrophysics C^) , which determines
the extent of overlap between a(E) and N(E) curves)
is plotted in Figure 2 for T = 6 x 10^ K and 1 x 10® K.

The curves exhibit maxima at about 70 and 100 keV
for the two temperatures respectively. Parameters
set 2 and 3 give nearly identical results. The two
peaks of Figure 2 imply that the most relevant data
required for this diagnostic technique at temperatures
between 6 x 10^ K and 1 x lO' K correspond to those
in the energy range of 50 and 200 keV, this is just
what has been measured in the present work. The
thick target yields as a function of ion-temperature
have been evaluated for temperatures between 2 x 10^

and 2 x 10® K for all the three sets of parameters.
The results are plotted in Figure 3. The average
values for the three yields at each o f the tempera-
tures are listed in Table 2.

100 200

ENERGY (KEV)

Fig. 2. The integrand of Equation 7. Essentially
the overlap of the thick target yield and Maxwell-
Boltzman distributions for deuterium plasmas of
temperatures 6 x 10^ "K and 1 x 10® "K.
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50 100 150

Temperature (°k x io°)

Fig. 3. The thick target yield per incident
deuteron as a function of temperature. The three
values at each temperature correspond to the three
parameter sets of Table 1; circle is set 1, cross
is set 2 and triangle is set 3.

Table 2. Thick Target Yields Per Incident
Deuteron as a Function of Temperature.

YCT.p) has been calculated with p = 5 x lo'' cm~^
and listed in Table 2. The profile of Figure 3 shows
that for temperatures significantly less than 10^ K,
the yield becomes prohibitively small; and for
temperatures significantly greater than 10® K, this
technique loses its sensitivity (compare the two
order of magnitude increase in yield between 40 and
60 million K to the factor of two increase between
180 and 200 million K) . It should also be emphasized
that Figure 3 assumes a Maxwellian Distribution. If
another distribution is assumed, the integration
required by Equation (7) must be repeated.

1.

2.

3.

4.
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T(x 106 K) Y(T) Y(T,p)
with p=5xl0'^cm~^

20 4.923 X 10"'' 4 102 X 10-

40 2.886 X lo-'" 2 405 X 10-

60 6.393 X io-'2 5 327 X 10^

80 2.045 X 10-^0
1 704 X 10^

100 2.505 X 10-' 2 087 X 10"

120 1.746 X 10"® 1 455 X 10
=

140 8.435 X 10'® 7 029 X 10
=

160 3.155 X 10-^ 2 629 X 10®

180 9.785 X 10-^ 8 154 X 10®

200 2.626 X 10"^ 2 188 X 10^

As an example of the utilization of Figure 3,

consider a sample of Boron exposed to a plasma having
a density of p cm"^, contained in a cube of side L.

The number of particles having energy between E and
E + dE is (pL^)N(E)dE, where N(E) is the population
distribution. The frequency at which these particles
collide with any one particular wall is

(pL^)N(E)dE (V/L) (1/6L^), where V is the velocity
of the particles. Consider one of the walls to be
the Boron sample, then the yield will be (p/6)N(E)
(p/6)N(E)VdEY(E) , and the total yield will be given
by

/CO
Y(E)N(E)VdE

o

=
Cf-)

Y(T) (9)
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MEASUREMENT OF THE 2.35-MeV WINDOW IN 0 + n

C. H. Johnson, J. L. Fowlerf N. W. Hill and J. M. Ortolf*
Oak Ridge National Laboratory, Oak Ridge, Tennessee 37830 USA

Calculations are made showing that the ion temperature of a deuterium plasma with a Maxwellian
distribution can be found by measuring the transmission of the d-d neutrons through liquid oxygen.

The method is useful for temperatures up to 6 keV. It does not depend on the absolute neutron yield
but does require accurate total neutron cross sections for oxygen. In this experiment the cross sec-

tion of natural oxygen was measured from 2.0 to 3.0 MeV by neutron time-of-fl
i ght at the Oak Ridge

Electron Linear Accelerator (ORELA). The fitted cross sections have a 110.9 ± 1.7 mb minimum at 2351.5
keV.

[Fusion, calculate deuterium plasma neutron spectrum, measured ay for 0(n,n), 2 to 3 MeV, 2.35-MeV
resonance minimum.]

Introduction

Ste"lson and Barnett^ suggested that the ion tem-

perature for a deuterium plasma can be deduced from

the transmission of the neutrons from the plasma

through a thick scatterer of liquid oxygen. The

method is independent of the absolute ion density and

absolute d-d cross section and not very sensitive to

uncertainties in the shape of the d-d excitation func-

tion. The principle is illustrated in Fig. 1. The
three neutron spectra were calculated for deuterium
plasmas with Maxwellian distributions at ion tem-

peratures of 1, 6 and 10 keV and normalized to the

same peak heights. At a low temperature the spectrum
is narrow and centered near 2.45 MeV but, as the tem-

perature increases, it shifts upward in energy and is

broadened by the kinematic effects. The figure also
shows a curve for the neutron total cross section of

oxygen. This curve was relatively well known^>-^

before the present work. Since the minimum cross sec-

tion at the 2.35-MeV s-wave resonance is only about
one-tenth of the non-resonance cross section, a thick
oxygen scatterer has a relatively narrow high trans-

2.5

NEUTRON ENERGY
3.0

(MeV)

Fig. 1. Neutron total cross section of oxygen
(left ordinate) and predicted neutron spectra for a

deuterium plasma (right ordinate).

*Summer student from State University College of New
York at Buffalo now in graduate school at the Uni-
versity of Illinois.

tNow in Dept. of Physics, Univ. of Tennessee,
Knoxville.

mission "window" at 2.35 MeV. We see that the overall
transmission of a plasma neutron spectrum increases
with temperature. Thus, given accurate neutron cross
sections for oxygen near the minimum, one can deduce
the ion temperature by performing a relatively simple
transmission measurement.

Theory

The spectra in Fig. 1 were calculated as discussed
by Faust and Harris,^ by integration over the Maxwel-
lian distribution and over all laboratory angles be-

tween the product nuclei produced in the D(d,n)3He
reaction. We wrote a computer code to calculate the
spectrum from Eq. (11) of Faust and Harris and to

calculate the transmission of this spectrum through
oxygen. The masses and Q-values for the (d,n) reac-
tion are known. ^ For the (d,n) cross section we use
the expression^

^d,n = S(Ed) EdV2^'l (1)

where 2m\ = 1-^1\L2^'^1^^ = ^^A^|^^I'^,

S(Ed) = 1.05 + 0.003 Ed,

and E(j is the deuteron energy in keV in the laboratory
system. The units of oj ^ are millibarns but, as

stated above, absolute values are not required. Hale

and Dodder^ deduced the S(Ed) for low energy deuterons

(1 to 50 keV) from an R-matrix evaluation. (Actually,

the energy dependent term in S(Ed) has a negligible
effect on the transmissions.)

To calculate the overall transmission through oxy-

gen for the plasma neutrons we need accurate neutron
cross sections and a corresponding analytical expres-
sion near the 2.35-MeV minimum. We could use a multi-
level R-matrix for which the level parameters of the

s-wave resonance would be based on the present work
and the parameters for more distant levels would be

obtained from the literature. por simplicity we

use the R-matrix formalism only for the s-wave reso-
nance and describe the off-resonance cross sections by

empirical non-theoretical parameters. For s-waves the

single-level approximation for the 0.9976 fraction of

16o is

ao(E) = 0.9976 (4Tr/k2) sin2 ["-kr+tan-l^-l^^jj , (2)

where k is the neutron wave number for neutron energy
E and where the parameters r, and Eq are the boun-

dary radius, neutron reduced width and resonance
energy, respectively. (The units in Eq. (1) and the

following are barns and MeV.) We parameterize the

total cross section by the expression
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Oj{£) = ag(E) + A + BaE + C(aE)2 + aj(E),

where ai(E) = 2.0

l+[(3.2-E)/D]2

(3)

(4)

and aE = Eq-E. The last term, ai(E), describes the
broad resonance tails above 2.8 MeV. There are seven
adjustable parameters, namely, r, Y^, Eg, A, B, C and

D.

Measurements

The time-of-flight method

Neutron transmission measurements were made by the
time-of-flight method at the 200-m flight path at

ORELA. Electrons were accelerated in 5-ns bursts and

allowed to strike a Be-clad water-moderated target to

produce a broad neutron spectrum. Collimators in the

evacuated flight path defined a 7.6-cm diameter
neutron beam. Filters of 0.3 gr/cm^ of -^^B and 3.8 cm
of uranium attenuated low energy neutrons and y rays.
The flux was monitored by a fission counter near the
source. To minimize effects of possible variations in

flux the samples were oscillated in and out of the

beam several times for each measurement.

The neutron detector was a 2.0-cm thick NE-110
plastic scintillator. Neutron flight times were mea-
sured relative to the initial y-ray burst, and neutron
energies was calculated relativistically. Data were
collected in a time channels corresponding to 1.0 keV

at the 2.35-MeV resonance or to about a third of the

overall 2.8-keV energy resolution. Uncertainties
related to resolution broadening and time-of-flight
measurements are negligible for present purposes.

For the energy region of interest there are three
small backgrounds: 1) room background, 2) y rays which
are generated by capture in the hydrogen in the source
and decay with a 17 usee half-life, and 3) y rays from
the 10B(n,aY) reaction in the pyrex face of the detec-
tor photo-tube. To facilitate the measurement of the

Y-ray backgrounds the data were recorded in three con-
tiguous ranges of pulse height. From the y rays
observed in the higher ranges at late times when there
were no proton recoils we deduced the corrections to

the proton recoil spectra in all ranges. The final

cross sections show that the uncertainties in back-

ground subtraction are negligible. All counts were
corrected for the 1108 nsec deadtime in the digital
time analyzer. We expect the deadtime corrections to

be accurate and the following results, which involve
corrections from 1% to 43% for the various measure-
ments, show no evidence of errors. Larson, et

al give further details of measurements at ORELA.

Thin sample measurements

Our main effort was devoted to cross sections near
the 2.35-MeV minimum, but in this section we describe
auxiliary experiments to find the off-resonance cross
sections. We measured the transmission for oxygen by

repeatedly alternating a 7.62-cm thick BeO sample with
a "matching" Be sample. Altogether the BeO and Be

were cycled 400 times in five experiments which took
200 hours. After correcting for deadtime losses and

backgrounds we added counts from the five experiments
and converted to cross sections. Figure 2 shows the
cross sections from 2.0 to 3.0 MeV. The data have
been averaged over time channels to give point spa-
cings of about 5 keV at the minimum and 20 keV off
resonance. The curve is a least squares fit obtained

using Eqs. (2-4); Table I lists the best fit parame-
ters. The uncertainties are statistical except for
the parameter A, for which the statistical part was
only ±2 mb and the main uncertainty is related to the
composition of the sample, as discussed below. The
deviations of points from the curve near 2.9 MeV are
attributed to the narrow 2.889 MeV resonance, ^ which
is omitted from the fitting equation.

2.5

Neutron Energy (MeV)

Fig. 2. Neutron total cross section of oxygen
determined from the relative transmission of

"matched" BeO and Be scatterers. The curve is

seven-parameter fit from Eqs. (2-4).

Perhaps we could have terminated the experiment at

this point if we had had complete confidence in the

scatterers. We do have confidence in the matching Be
sample; it was machined and weighed carefully and has

an areal density of 0.5494 atoms/barn. The dimensions
and weight of the BeO scatterers are also known but

there are small uncertainties in composition.

The BeO scatterers were fabricated by pressing
99.94% BeO powder with 0.4 mole percent Li20 at 1000°C
in a graphite die. The density of the pressed sample
was nearly that of BeO. To determine the residual

Li20 in the BeO we made a preliminary evaluation of

a J for oxygen from the observed transmission. These
results showed a very small peak resulting from the

257-keV Li resonance.^ By comparison of the fitted
peak to the resonance cross section^O of Li we find

the sample has 0.6 ± 0.2 atomic percent Li, a little
less than in the original mixture.

If we were to make the reasonable assumption that

the sample is a uniform mixture of Li20 and BeO, we

would conclude that its areal density for Be is 0.25%
less than for the matching Be sample. Because of this

slight mismatch we would expect a very small dip at

the 622-keV Be resonance. ^ Actually, the preliminary

analysis revealed a peak rather than a dip. By

fitting this peak and comparing to the known reso-

nance^u find the areal density of the Be in the BeO

to be 1.2 ± 0.3% more, rather than 0.25% less, than in

the matching Be.
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We considered two possible explanations for this

discrepancy. The first was that the BeO sample was

more dense in the center. We rejected that because
the overall density was nearly that of BeO and because
the resulting oxygen cross section at low energies
would be too low relative to the thermal value. ^ The
second explanation, which we accept, is that the sam-

ple has uniform density but is not stoichiometric.
Thus the BeO sample has 0.5486 atoms/barn of oxygen.

The total cross section for oxygen was found from
the observed transmission T by the expression,

°T
= - ^-^^^ °Be - 0-006 a^^ (5)

where agg and ai^ are known^O cross sections for Be

and Li. At the 2.35 MeV resonance the subtraction for

Li and Be is 36 mb with a +7 mb uncertainty from
fitting the Li and Be resonances at 257 and 660 keV.

This uncertainty is propagated to the parameter A in

Table I. The possible systematic uncertainty in our
assumption of a non-stoichiometric mixture is not

included.

Table I. Best-fit parameters for Eqs. (2-4) for
pure oxygen as deduced from measurements with BeO-Be
and with liquid oxygen. Numbers in parenthesis are

uncertainties in the last significant figures. Param-
eters indicated by asterisks are recommended. The
parameter A should be increased for impure oxygen.

Parameter Units BeO-Be Liquid Oxygen

r fm 4.98(1)*
y2 MeV 0.0429(2) 0.0438(1)*

Eo MeV 2.3508(2) 2.3507(1)*
A barn 0.0820(80) 0.1001(17)*
B barn-MeV"l 0.19(1)*
C barn-MeV"2 0.40(3)*
D MeV 0.063(4)*

Measurements with liquid oxygen

A thick liquid oxygen scatterer was used to obtain
good statistics and small systematic uncertainties
near the 2.35-MeV resonance. Figure 3 shows the scat-
terer, a cryostat designed and used previously by

Kalyna-^ for similar measurements at Columbia Univer-
sity.

150 cm

Fig. 3. Liquid oxygen cryostat.

In thirteen experiments we measured the transmis-
sion relative to a matching "durrmy" cylinder. Each
experiment required about fourteen hours during which
time the cryostat and dummy were cycled about five
times. The same uranium and boron filters were used
as above. Also a 36-cm liquid oxygen filter was added
for seven of the thirteen experiments. This filter,
by removing most neutrons outside of the 2.35-MeV
resonance, eliminates backgrounds that might be
created by a broad spectrum of fast neutrons reaching
the detector room before the neutrons of interest. The
measurements with and without the filter proved that
such backgrounds were negligible.

The "dummy" scatterer was an evacuated cylinder
whose length and end plates matched the cryostat. To
confirm the matching we measured the relative trans-
mission for a broad neutron spectrum with both scat-
terers evacuated. The relative transmission was
0.9990 ± 0.0005; hence, the uncertainty in matching
was negligible.

To determine the length of the oxygen container we
placed the cryostat unfilled at right angles to the
beam at 80 m from the source and made shadow graphs
using the highly collimated electromagnetic radiation.
We averaged for the slight curvature of the end pla-
tes. The resulting length, 149.9 ± 0.3 cm, was later
corrected for the shrinkage of stainless steel to the
temperature of liquid oxygen.

^

To fill the cryostat we evacuated it and then
filled from a reservoir of high purity liquid oxygen
through valve F in Fig. 3 with valve S closed and the
exhaust valve E open. When the filling was complete,
as indicated by the exhaust being liquid rather than
gas, the cooling nitrogen reservoirs were filled,
valves E and F were closed and valve S was opened.
The liquid oxygen then cooled itself by boiling in the
closed system while it consumed considerable liquid
nitrogen. After about ten hours it became quiescent
at about one-third atmosphere pressure. The quiescent
condition continued for the many days of the measure-
ments; the temperature of the liquid oxygen increased
gradually and the pressure increased at about one-
tenth atmosphere per day. Upon completion of the
first six experiments we evacuated the cryostat and

refilled it from a fresh supply for the last seven
experiments

.

To find the areal density of the sample we used a

precision absolute gauge to measure the oxygen vapor
pressure of the closed system, found the corresponding
density of the liquid oxygen from Scott's tabula-
tion, 11 and calculated the areal density for the sam-
ple length. The pressures for the thirteen measure-
ments ranged from 0.308 to 0.836 atm. and the corres-
ponding areal densities ranged from 6.69 to 6.47
atom/barn

.

The liquid oxygen was produced by Linde Air
Products and distributed in 168-L containers by

Tennessee Welding Company of Knoxville, TN. The dis-
tributor determined the oxygen percentage in a gas

sample from each container using either a Taylor oxygen
analyzer or the Linde-Shaker method. They reported
99.68% oxygen by volume of gas for the first supply
and 99.71% for the second, which was transferred two
weeks later. After our final experiment we extracted
a liquid sample from the lower connector of the
cryostat and had the resulting gas analyzed at this
laboratory by gas chromatographic comparison to 99.99%
oxygen. The gas was found to contain 0.06% Ar and

less than 0.01% N2; i.e., 99.93% oxygen. From these
two independent analyses we conclude the purity was

99.8 ± 0.1%.
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The

2.35-MeV
nitrogen
know the

the neut
is about
average
minimum
impurity

impurities are of consequence only at the

minimum where the cross sections of argon and

are much larger than for oxygen. We need not

exact relative amounts of Ar and N2 because

ron cross section for monatomic Ar at 2.35 MeV

the same as for diatomic H2. On the basis of

cross sections!'^ we corrected the observed
by -3.3 + 1.6 mb to account for the 0.2 ± 0.1%

Figure 4 is a typical result (experiment 2). The
points show averages over channels, with finer aver-
aging at the minimum. The curve was obtained by

least-squares adjustment of A, and Eq in Eqs. (2-

4) with the other four parameters fixed from Table I.

Essentially the position, width and minimum have been

fitted. In this figure, and in similar figures for the

other twelve experiments, points on the wings of the

resonance are fitted remarkably well considering that

the transmissions were 0.1% or less. This shows that

backgrounds have been subtracted properly.
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Fig. 4. Neutron total cross section of oxygen from
experiment 2 for liquid oxygen. The curve is a

three-parameter fit.

Table II summarizes the thirteen experiments and

the best-fit parameters. Since the experiments were
performed with variations in technique in an effort to

reveal any systematic errors, it is significant that

the variations in the best-fit parameters are con-
sistent with the counting statistics. As discussed
above the experimental variations included the use of

two different shipments of liquid oxygen, a range of

temperatures for the liquid, and an oxygen filter for

the seven experiments indicated in the table. Also a

neutron collimator near the detector was enlarged to

increase the counting rate a factor of two for the

last four experiments. Other minor variations were
made but no systematic errors were discovered.

The mean values and uncertainties of A, and

Eg from Table II are included in Table I. For or

Eq the uncertainty is the standard error of the mean.
For the background parameter. A, the +1.7 mb uncer-
tainty comes mostly from the 3.3 ± 1 .6 mb subtraction
for impurities of Ar and N2 in the oxygen. The other
small uncertainties in A are ±0.34 mb standard error,
±0.2%(±0.2 mb) in sample length and ±0.2%(±0.2 mb) in

the conversion from pressure to density^l of liquid
oxygen.

Table II. Least-squares parameters for the liquid
oxygen experiments.

Experiment A
9

Eo
Number (barns) MeV MeV

1 0.0997 0.0439 2.3508
2 0.0996 0.0438 2.3508
3 0.0981 0.0436 2.3509
4a 0.0995 0.0435 2.3510

0.1013 0.0437 2.3510
ea 0.0989 0.0441 2.3508
7 0.0999 0.0435 2.3510
sa 0,0990 0.0440 2.3507
ga 0.1008 0.0436 2.3506

10 0,1012 0.0438 2.3506
lia 0.1026 0.0442 2.3505
12 0.1012 0.0435 2.3505
13a 0.0997 0.0437 2.3504

a. Experiments with additional 36-cm liquid oxygen
filter.

Discussion

For the averaged parameters in Table I for the

liquid oxygen experiment the resonance minimum is

110.9 ± 1.7 mb at 0.8 keV above the resonance energy
Eq. (The minimum of 93 ± 8 mb from the BeO-Be experi-
ment does not agree within the quoted uncertainty, but

we discard this value because of possible further
systematic uncertainties related to the BeO sample, as

discussed above.)

Using the same cryostat Kalyna^ found a 95 ± 5 mb

minimum at 2362 keV. We believe we made several

significant improvements over Kalyna's early work.
Fowler, Johnson, Haas and Feeze! 12 found a 0.13 b

minimum. However, that result had a large uncertainty
because it involved a 30% correction for resolution
when a T(p,n) source was used and a factor-of-two
correction when a Li(p,n) source was used.

For measuring the temperature of a deuterium
plasma we recommend the resonance parameters from the

liquid oxygen experiment and the non-resonance parame-
ters from BeO-Be measurements. These values, which

are indicated by asterisks in Table I, are for pure

oxygen. In practice the liquid oxygen will have a

small impurity of Ar and N2 just as in the present

measurement. In that case the parameter A should be

increased 1.6 mb for each 0.1% impurity by volume of

the gas.

Figure 5 shows the predicted transmission versus
ion temperature of the d-d plasma neutrons for three

thicknesses of liquid oxygen. The transmission for a

given thickness rises rapidly with temperature and

falls slowly; the ordinate in the figure shows the

ratio to the maximum. A thick sample gives a desir-

able strong energy dependence but a small trans-
mission. Thus, a compromise thickness must be

chosen.
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The main uncertainty in the present work is the

±1.7 mb in the minimum which was propagated from the

uncertainty in impurity of the oxygen. This error
will propagate to a small uncertainty in ion tem-

perature. For example, for a scatterer of 5 atoms/

barn the uncertainty for 4 keV ions is ±0.025 keV. It

increases at higher temperatures where the curve in

Fig. 5 has less slope. But it is probable that

uncertainties about the Maxwell ian distribution in the

plasma and in the measurement of transmission will

outweigh the errors of the present work.
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THE STATUS OF NEUTRON DOSIMETRY AND DAMAGE
ANALYSIS FOR THE FUSION MATERIALS PROGRAM

L. R. Greenwood
Argonne National Laboratory

9700 South Cass Avenue ..

Argonne, Illinois 60439, USA

The status of neutron flux and spectral measurements is described for fusion material irradiations
at reactor, T(d,n), Be(d,n), and spallation neutron sources. Such measurements are required for the
characterization of an irradiation in terms of displacement damage, gas and transmutant production.
Emphasis is placed on nuclear data deficiencies with specific recommendations for cross section measure-
ments and calculations.

[Neutron dosimetry; nuclear activation cross sections; displacement damage]

Neutron irradiations for the U.S. Fusion
Materials Program require accurate measurements of

the neutron flux and spectrum to characterize the

irradiation in terms of neutron fluence, displacement
damage, and gas and transmutant generation. Such
knowledge is vitally important if materials effects
are to be correlated between facilities and extra-
polated to fusion reactor environments. All too

often in the past, adequate neutron dosimetry has

been lacking for materials irradiations, making it

very difficult to compare effects measured in

different facilities. The multiple-foil activation
technique, including stable product He monitors, is

being used routinely at all current irradiation

facilities, including reactors, T(d,n), Be(d,n) and

spallation neutron sources. Neutron fluxes can

generally be measured to within 10-30% in the energy

ranges where most of the displacement damage is

generated. Spectral -averaged damage cross sections

can be calculated with 10-15% errors due to dosi-

metric uncertainties, owing to large covariance
effects. However, the damage cross sections them-
selves rely on nuclear data of generally poorer
accuracy (10-50%), as discussed later.

The multiple foil activation technique is

described in previous papers, including nuclear
half-lives, gamma branching-ratios, and activation
cross sections. For Be(d,n) dosimetry, the activa-
tion cross sections, taken primarily from ENDF/B-IV^
below 20 MeV, were extrapolated to 44 MeV"* using
available data to 28 MeV^ and the THRESH code.^ The
cross sections have been tested in Be(d,n) fields at

E(j = 14-40 MeV. Table I summarizes the results of
these tests, comparing estimated cross-section errors
(described below) to errors measured in the indicated
energy ranges. Similar integral tests pertinent to

reactor dosimetry, using ^ssy 252Qf fission
sources, have also been reported recently.^

Two computer codes are presently being used to

determine the flux spectrum and associated errors
from the integral activation measurements. SANDANL^
uses a Monte Carlo technique to vary the input to

SAND I I. 5 More recently, we have developed the code
STAYSL,^° which uses a least-squares technique to

solve the variance-covariance matrix for a minimum
value of x^- The STAYSL code has been modified to

accept the same input data as SANDANL, thereby taking
advantage of our previously developed nuclear cross
section and associated error libraries as well as

cadmium cover and neutron self-shielding routines.

Experience with both the SANDANL and STAYSL
codes shows that the largest source of uncertainty
in the input data is the starting spectrum.

Activation errors are typically less than 2% and their
covariances are negligible. Cross section errors are
currently derived from McElroy et al;^^ however, these
files will be replaced by ENDF/B-V data, including
covariance effects, in the near future. Cross section
errors, summarized in Table I, are typically 5-30% in

energy regions which most directly contribute to the
activation integrals. However, the errors rapidly
increase to 30-100% at high neutron energies,
especially above 28 MeV where there are virtually no

experimental measurements.

Unfortunately, input flux errors are very poorly
known and must be estimated, in a somewhat subjective
manner, from either neutronics calculations (reactors),
remote active spectrometry (accelerators), or previous
experience. We have estimated that input flux
uncertainties are generally 30-80%, depending on energy.

However, the errors may be much larger in some energy
regions. For example, no flux measurements have been

made at Be(d,n) sources below 1 MeV. In the worst
case, maximum flux errors can be increased until they
no longer have any influence on the output. However,
this procedure will not work if the reaction sensi-
tivities are too low in a particular energy region.

In this case, basic physics or past experience must be

used to set reasonable error limits.

Covariance effects may be very significant in

flux unfolding; however, such data are very poorly
known at present. A cross-section covariance file

will eventually be made available in ENDF/B-V. Input

flux correlations are probably quite large, but they

are totally unknown. We have estimated input flux and

cross-section covariances for the STAYSL code. A

Gaussian function has been used assuming that nearby

flux and cross section energy groups must be very

highly correlated, although distant groups may be un-

correlated. If the input fluxes are completely
uncorrected, then discontinuities may appear in the

output spectrum, especially at resonance energies.

However, a correlation full-width at half-maximum of

several flux groups removes this undesired effect and

appears to be analagous to smoothing the iterations in

the SAND II code. Longer term correlations are

assumed to be arbitrarily small and have little notice-

able effect. Correlations between different cross

sections could be quite large since a poorly-known

cross section is often experimentally normalized to a

well-known one. However, such effects must be very

carefully correlated with cross-section variances,
delaying the availability of such files in ENDF/B-V.

Figure 1 shows a flux spectrum determined by

STAYSL for the Oak Ridge Research Reactor (ORR) at

core position E7 at a reduced power of 1 MW.
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Table I. Comparison of Estimated Cross Section Errors with
Integral Test Results for Be(d,n), Ej = 14 - 40 MeV.
The 90% energy sensitivity limits are given.

Energy Estimated Measured

Reaction
Range Range of Integral
(MeV) Errors (±%) Errors (

Ii5in(n,n')ii5min 2 - 23 8 - 20 3

238u(n,f) 2 - 30 6 - 15 4

Ti(n.p)'*6sc 5 - 33 5 - 50 14

Ti{n,p)'*7sc 3 - 33 15 - 50 15

''8Ti{n,p)'*8sc 7 - 27 15 - 50 7

Fe(n,p)5'tMn 4 - 33 10 - 40 6

56Fe(n,p)5eMn 6 - 23 10 -v30 4

59Co(n,p)59Fe 5 - 24 10 - 40 8

58Ni(n,p)58co 4 - 23 6 - 30 9

^0Ni(n,p)60co 6 - 23 10 - 40 14

27Al(n,a)2tNa 7 - 21 6 - 15 3

5'*Fe(n,a)5iCr 6 - 28 15 - 40 35

59Co(n,a)56Mn 7 - 24 10 - 40 4

'*5Sc(n,2n)'»'*'"Sc 13 - 27 10 - 20 14

58Ni(n,2n)57Mi 13 - 28 20 - 30 14

59Co(n,2n)58co 12 - 27 10 - 20 9

59Co(n,3n)57co 22 - 36 20 - 40 28

Zr(n,2n)89zr 13 - 28 15 - 30 13

93Nb(n,2n)92m|^b 10 - 22 10 - 20 7

l89Tm(n,2n)i&8-i-n, 10 - 23 10 - 20 7

i69Tm(n';3n)i57jn, 18 - 30 10 - 30 9

i97Au(n,2n)i96Au 9 - 24 10 - 20 9

i57Au{n,3n)i95Au 18 - 29 10 - 30 5

i97Au(n,4n)i9^Au. 27 - 40 15 - 30 n
238u(n,2n)237u 7 - 16 20 - 40 n

ENERGY, MeV

ure 1. STAYSL results for core position E7 in the Oak Ridge Research Reactor
using 21 reactions

. The dashed lines represent one standard deviation.
Differential 'flux times neutron energy is plotted.

813



Twenty-one reactions were used including cadmium
covers and fissle monitors. Whereas the thermal and
fast (>1 MeV) group fluxes are determined to

± 10-30%, much larger errors are seen for the energy
region between 1 and 500 keV. This effect is symp-
tomatic of mixed-spectrum reactors (part thermal and
part fast) since, unfortunately, there are no nuclear
reactions which have their principal sensitivity
(cross section x flux) in the 1-500 keV energy region.
Cadmium covered foils do not extend beyond the

resonance region and most effective thresholds are
above 1 MeV. The 53Nb(n,n') 33mN5(i3_5Y) reaction
would help, especially for long irradiations. Other-
wise, we must rely on neutronics calculations.

A typical unfolded spectrum for a Be(d,n)
irradiation at Ed = 40 MeV at the U.C. Davis Cyclotron
is shown in Figure 2. As can be seen, the flux errors
are about 10-30% in the 2-30 MeV energy range. Lower
energies are difficult to unfold since thermal
reactions have a significant contribution (20-40%) to

their activation from neutrons above 1 MeV, and there
have been no measurements below 1 MeV. Fluxes above
30 MeV are hampered by a lack of cross section data.
The most desirable reactions for dosimetry at
accelerator based sources {e.g., the FMIT Li(d,n)
facility under construction at Hanford Engineering
Development Laboratory) are those having multiple,
long-lived activation products from a single element.
Table II lists activation cross sections which are
particularly in need of further measurement or cal-
culation.

probably be determined reasonably well by computer
calculations. The proton fluxes were also measured
by proton activation reactions and appear to be about
1% of the neutron flux with an average energy between
100 and 200 MeV. Fortunately, such high energy
protons contribute little to radiation damage and do

not produce more than 10% of any of the neutron acti-
vation reaction products. Proton activation reaction
cross sections are needed to refine such measurements
and the spallation reaction on 27/\-i leading to ^Be

and 22^3 -js extremely useful since it can also be

used to measure the absolute proton beam intensity.

Dosimetry at T(d,n) sources, such as the Rotating
Target Neutron Source, RTNS II, at Lawrence Livermore
Lab can routinely provide neutron fluences to within
± 7%, using only the ^3|^b(n,2n) '^'^^Wb reaction to

monitor the 14.8 MeV neutrons. However, longer
irradiations will require a longer-lived monitor, such
as 5'*Fe(n,p) ^^Mn. Experiments farther back from the

source. Involving larger masses of material, will also
have to contend with backscattered neutrons at much
lower energy. This can present some mathematical
problems in the unfolding technique, especially if the
14 MeV neutrons dominate the activations. Small errors
in the 14 MeV cross sections can then translate into
much larger errors in the lower energy neutron flux.
Tests are now being planned to study this problem.

Figure 2. STAYSL results for Be(d,n) irradiation at U.C. Davis

Cyclotron at 6 mm using 12 reactions. The dashed

lines represent one standard deviation.

Neutron dosimetry at spallation neutron sources
is complicated by two factors. First of all, neutrons
extend up to very high energy (300-800 MeV) and it

does not appear to be possible to extend the activa-
tion technique to such high energies (>50 MeV).
Secondly, the presence of high energy protons compli-
cate the dosimetry since, for example, (p,d) or
(p,np) reactions cannot be distinguished from (n,2n)
reactions. Fortunately, neither problem has been
found to be very serious in recent tests at the Zero
Gradient Synchrotron at Argonne.^^ The neutron flux
above 20 MeV is less than 1% of the total and can

The importance of accurately measuring the

neutron flux spectrum in various fusion materials

irradiations is illustrated in Table III, which shows

the contribution of various neutron flux groups to

displacement damage production in nickel. At Be or

Li(d,n) sources, 90% of the materials damage is

generated by neutrons in the 2-30 MeV energy range

where fluxes can now be routinely determined to 10-30%.

Hence, the fluxes below 2 MeV and above 30 MeV are not

very important. At mixed-spectrum reactors, the

problem is somewhat more difficult since about 20% of

the damage is generated in the 0.1 - 1 MeV energy
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region where flux measurements are very difficult,

especially for long irradiations. We would particu-
larly like to emphasize that 20-30% of displacement
damage in reactors may come from neutrons below 1 MeV
since, in the past, experimenters have often neglected
this region, only measuring the flux above 1 - 2 MeV
{e.g., by the 5'*Fe(n,p) reaction). This can lead to

very large errors (50-100%) in the computed damage
rates, especially if a fission spectrum is incorrectly
assumed below 1 MeV.

In conclusion, neutron dosimetry can presently
provide the fusion materials program with flux and

spectral accuracies of 10-30% except in the 1-500 keV

region in mixed- spectrum reactors and below 2 MeV or

above 30 MeV at accelerators. Fortunately, such

errors are not particularly important since the output
fluxes from SANDANL or STAYSL are very highly
correlated. Hence, spectral -averaged damage rates can

be routinely measured to ± 10-15%. For example,
using the output covariance matrix from STAYSL for the
ORR spectrum in Fig. 1, we compute the displacement
damage in nickel to be 28.8 ± 3.0 barns. It should
also be pointed out that the displacement cross
sections themselves have much larger errors (10-50%)
since they depend on all nuclear reactions, including
elastic scattering as well as angular distributions,
many of which are very poorly known. A comprehensive
program is thus needed to measure and calculate cross
sections for both activation and damage calculations
to improve the data base for fusion materials studies.

Table II. Threshold activation reactions needed for

fusion related dosimetry. Elements with

multiple reactions and long-lived products

are particularly desirable.

Reaction

93Nb(n,2n)52mMb

(n,n')53mNb

Fe(n,X)5'*Mn*

54Fe(n,a)5iCr

58Ni(n,p)58co

(n,2n)57Ni

(n,3n)56Ni

60Ni(n,p)60Co

Energy Range
(MeV)

9 - 28

0.1 - 10

1 - 40

7 - 25

2 - 25

12 - 36

22 - 40

3 - 30

Reaction

59Co(n,p)59Fe

(n,2n)58co

(n,3n)"Co

(n,4n)56Co

i97Au(n,2n)i56Au

(n,3n)i55Au

(n,4n)i5tAu

Energy Range
(MeV)

4 - 28

10 - 30

20 - 40

30 - 50

8 - 25

15 - 35

23 - 45

* Total production from element is required.

Table III. Fraction of displacement damage in nickel

as a function of neutron energy in mixed-

spectrum reactors and Be(d,n) sources.

Reactor (ORR)(Fig. 1) Be(d,n), Ed = 40 MeV (Fig. 2 )

Energy Range Damage Energy Range Damage
(MeV) {%) (MeV) (%)

< 0.01 0.6 < 2 5

< 0.1 3.7 2-5 5

0.1 - 0.4 9.2 5 - 10 15

0.4 - 1 13.8 10 - 15 25

1 - 2 24.8 15-20 25

2 - 4 32.2 20 - 25 15

4 - 6 11.2 25 - 30 5

> 6 5.2 > 30 5
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NUCLEAR DATA NEEDS FOR EMIT

R. E. Schenter, F. M. Mann and D. L. Johnson
Hanford Engineering Development Laboratory

Richland, WA 99352

The Fusion Material Irradiation Testing Facility (FMIT) is designed to test
samples in a high energy neutron environment so that data obtained in fission
reactors can be extrapolated to that needed in fusion devices. Although most of
the flux is centered around '^14 MeV, the neutron distribution will extend from
thermal energies to 50 MeV.

Data needed in design include total, elastic, and removal cross sections
for shielding, neutron yields for source calculations, and selected transmuta-
tion cross sections for dose determinations. Data needed for operation include
transport and dosimetry cross sections for flux determinations, damage energy,
transmutation, and gas production cross sections for damage analyses, and selected
data for machine operation and maintenance. Detailed reaction lists are given.

[Nuclear Data Needs for FMIT]

Introduction

The Fusion Materials Irradiation Test (FMIT) fa-

cility^ is a d + Li neutron source which will more
rapidly expand the materials data base to fusion ener-
gies. This national facility is being designed by the
Hanford Engineering Development Laboratory for the U.S.

Department of Energy and should start operation in

1984. The d + Li reaction (Ej = 35 MeV, I^j = 0.1 A)

will provide an intense source of neutrons ^4 * 10^^

n/sec) peaking at about 14 MeV and ranging up to
E„=50 MeV.
n

Design Needs

The end of Title II design (i.e., the period of
final design) is 6arly 1981. Therefore the data needed
for design must be obtained consistent with the design
schedule.

Because of the intense deuteron beam, beam spill
is of great concern. During operation the major
shielding requirements will be from neutrons produced
by deuteron interactions. The magnitude of this source
can be appreciated by noting that a 0.01% beam spill
will result in a lOyA current, a current which many
experimentalists would desire to have in their research
machines.

The major materials that the deuterons may strike
are the accelerator (Cu or some coating such as Au),
the high energy beam transport system (e.g. aluminum
or stainless steel), and the lithium target. The
neutron yield must be known as a function of neutron
energy and emission angle. It must also be known as a

function of deuteron energy for those materials in the
accelerator structure.

After the machine is turned off, gamma radiation
from delayed activity becomes predominate. These
radioactive nuclides come not only from the deuterons
striking the accelerator, the beam transport system,
and the Li target (which will have Na, K and Ca impuri-
ties), but also from the neutrons produced by the
deuteron interactions. Note that impurities, rather
than the main material, may be the most important gamma
source. The amount of delayed activity will have a

major impact on choice of materials and placement of
bending magnets, quadrupole focusing magnets, and
shielding materials.

In order to determine shielding requirements,
transport calculations will be needed. The most like-

ly shielding materials are ordinary concrete, high

density concrete, iron, and soil. For each, the neu-

tron differential scattering cross sections as a func-

tion of incoming and outgoing energy and of outgoing

angle dre needed.

Other areas of concern are the production of

prompt gamma radiation so that proper wall cooling and

instrumentation can be designed. Besides moderating

the neutrons, the shields will heat up, thus requiring

accurate kerma factors. Finally estimates of damage

parameters for the target must be made so that it has

an adequate life expectancy.

Operational Needs

Whereas the needs for nuclear data for the design

phase will be quickly over, the needs for data during

operation will grow more stringent as experimenters

learn more from their samples. The experimenters will

want to know the flux and damage parameters seen by

the samples.

Presently, the damage parameters which are

thought to be most important are displacements, helium

and hydrogen production, and transmutations. These
quantities will have to be available for the materials

the experimenters will use and for energies from 0-50

MeV, with the most precise results being needed around

15 rieV.

In order to calculate the displacements per atom,

the recoil spectra of the atoms must be found. Using
standard kinematic formulas this reduces to knowing
the energy-angle differential cross sections for the

various nuclear reactions possible, with elastic and

inelastic scattering being the most important. Doran

et al . , have shown that the effect of secondary
emission is unimportant. Gas production involves not

only (n,pY) and (n,ctY) cross sections but also all

other reactions which can produce hydrogen or helium
with (n,np), (n,pn), and (n,an) usually being the most
important. Transmutation may be important for those
materials where small amounts of impurities can cause
significant property changes. Although not a damage

parameter, the experimentalists will want to know the

induced radioactivity of their sample so that post-

irradiation experiments can be properly planned.

The experimenters will also want to know the
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Table I. Possible Dosimetry Reactions.

^^Na(n,2n)^^Na

^^Al(n,a)^Sa

^^Fe(n,cx)^''cr

^^Fe(n,p)^^Mn

^^Ni(n,p)^^Co

^°Ni(n,p)60co

^^Ni(n,2n)^^Ni

^^Ni(n,3n)^Si

^^Co(n,p)^^Fe

^^Co(n,2n)^^Co

^^Co(n,3n)^^Co

^^Co(n,4n)^^Co

^^Nb(n,2n)^^Nb

5V(n,2n)89zr

^°Zr(n,p)n

^^Y(n,2n)^^Y

l%(n,2n)^0%
^%(n,3n)^0%

^^5Tni(n,2n)168T,

^^9Tni(n.3n)16^ni

197. / o ^168TAu(n,2n) Tm

^^^Au(n,3n)^^^Au

^^^Au(n,5n)^^^Au

^^^U(n,2n)^^^

energy dependent flux at their sample positions.
Among the ways available are passive and calculational
dosimetry. The materials that will be used as dosi-
metry foils, helium accumulation monitors, and solid

state track recorders are not yet precisely known.

A likely set of foil material is shown in Table I. It

will be important to know their responses not only in

the peak response region, but also in the wings. Un-

fortunately, data above 15 MeV is lacking for many of
these reactions. For calculational dosimetry to be

accurate, both the d + Li source spectrum and the neu-

tron transport cross sections must be known. Present-
ly2 the source spectrum is known to ^5% for E^>2 MeV.

The transport cross sections are fairly poorly known

for E>15 MeV, and these cross sections must be known
for each of the materials in the samples. Fortunate-
ly, the same data needed for displacement calculations
are needed here.

It is likely that even after construction has

started, fine-tuning of the design will occur, espe-
cially in those areas where initially there were
large uncertainties. More concern will also be evi-

denced in the selection and design of diagnostic in-

strumentation.

General Notes

Not only are the cross sections needed, but also
their uncertainties. In fact it is highly desirable
to have a full covariance matrix for the data. This

is extremely important for design purposes, since the

facility must be conservedly designed, so often nomi-

nal values + 2a are used. During operation, unfold-
ing and uncertainty analyses will require covariance
information.

Much of the needed data will come from nuclear
model calculations. Such calculations require com-
puter codes capable of multi-particle emission and

pre-equil ibrium treatment. However, such calcula-
tions must be anchored and verified by experimental
data. For some uses, only experiment will provide
data of sufficient accuracy.

Some^of the needed base is already in place.

ENDF/B-V, the standard nuclear data library in the
U.S., extends to E^ = 20 MeV. However thp data above

8 MeV is usually of lower quality than the data below
8 MeV, while the data above E^ = 15 MeV is poorly

known. Shielding libraries for accelerators by

Alsmiller^ and Wilson ^ are based mainly on nuclear

model calculations and extend past 50 MeV. There is

also scattered experimental data^ but the ma.ior

efforts have been initiated by the EMIT project. The
d + Li neutron spectra for E^ = 35 MeV have been

measured^ with measurements for deuteron and neutron
activation and for wall heating in progress.

Summary

Much nuclear data will be needed for successful
operation of the EMIT facility. Some of the needs
(mainly those in design) must quickly be satisfied,
while others will be long term. Some of the long

term needs await on the sample choices of the experi-
menters.

Fortunately, there is much overlap in the data

needs, not only within the EMIT project but also
between EMIT and proposed fusion devices. Table II

provides a listing of the FMIT most important needs
and their time tables.
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TABLE II

d a

Nuclear Data

(d + accelerator, Li target)

Design Needs (by 6/80) Operational Needs

Neutron Sources Ganma Sources Shielding Damage Parameters Dosimetry

^" ^ shielding)
n

(n + samples)

act (d + accelerator, Li target)

^act (n + samples, accelerator)

°gas (n + samples)

^transmutation * ^^^^^^

Accelerator materials include Cu, coatings on Cu (e.g. Au) , beam pipe (e.g. Al, Fe C or Ta scrappers), and focusing
devices (e.g. Cu, Fe).

Sample materials will be limited only by the experimenters' imagination, but certainly will include steels, refrac-
tory materials, Cu, Al insulators.

Shielding materials include concrete (Si, 0, Ca, C) ,
soil, and iron.
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THE SPATIAL DEPENDENCE OF FLUX AND DAMAGE

IN THE EMIT TEST CELL

F. M. Mann, F. Schmittroth,
L. L. Carter, and J. 0. Schiffgens

Hanford Engineering Development Laboratory
Richland, Washington 99352

Experimental Li(d,n) thick target yields have been combined with nuclear models to determine
the microscopic Li(d,n) cross section as a function of incoming deuteron energy (E^ < 40 MeV) , of
outgoing neutron energy (0 < E^ £ 50 MeV) , and of outgoing neutron angle (0 < 0< 180°^ . A general-
ized least squares adjustment procedure using all the experimental data for 14 < E^j _< 50 provided
the overall normalization and the angular distribution, while the Serber stripping model and the
evaporation model provided the neutron energy dependence.

The cross sections are applied to the conditions appropriate to the FMIT (Fusion Materials
Irradiation Testing) facility to determine flux and damage parameter levels inside the test cell.

[Li(d,n), fitted thick target yield, Ej < 40 MeV; deduced odpa, oHe for Cu at FMIT]

Introduction

With the continuing progress toward breakeven
fusion facilities, more thought is being directed to-
ward the materials that will be used in power-produc-
ing fusion reactors. Unfortunately, there presently
does not exist any facility capable of producing very
large peak fluxes ('\/10l5 n/cm2-s) of high energy
neutrons (^^14 MeV) or of large fluxes ('^-1014 n/cm^-s)
of high energy neutrons over large volumes (500 cm^)

.

Because of the severe limitation of producing dense
targets of deuteron or tritium, the RTNS (Rotating
Target Neutron Source) or any other d+t source is

restricted to much lower fluxes ('\^10l"^ n/cm^-s) in

small volumes ('vl cm^)

.

High fluxes of high energy neutrons can be pro-
duced from d+Li reactions. The Fusion Material Irra-

diation Test Facility (FMIT) C-*-) now being designed at
the Hanford Engineering Development Laboratory for
the U.S. Department of Energy will produce high energy
neutrons with sufficient fluxes in large volumes.
This paper describes, using relatively simple, yet
accurate models, the neutron environment (including
expected displacement and helium production rates) of
such d+Li facilities (2,3) with particular attention
to the nominal operating parameters of FMIT.

FMIT will have 35 MeV deuterons striking a flow-
ing liquid lithium target 1.9 cm thick. In order to
reduce heating problems in the lithium jet, the beam
will be disbursed with present designs being Gaussian
in shape with full widths at half maximum values
(FWHM) of 3 cm in width and 1 cm in height. Over 99.9%
of the beam will hit the Li jet. A stainless steel
backing plate of .22 cm will constrain the Li and will
separate the target space from the experimental volume
in the test cell.

Since the peak fluxes of greater than IQ-'-^n/cm^-s

will occur within 3 cm of the rear of the backing plate,
the source of neutrons cannot be modeled as a point.
PersianiC^J has analyzed the neutron environment using
the experimental data of Daruga et al.,(5) and of
Saltmarsh et al.,(6) but treating the source as a point.
For a more accurate description, the cross sections for
producing neutrons are needed as a function of dis-
tance into the lithium and of the angle between the
incident beam direction and the neutron's path. Since
the position within the lithium is related to the deu-
terons' instantaneous energy (ignoring small stragg-
ling effects) , the dependence of cross section on
position can be converted into a dependence on deuteron

energy. In addition, since most material property
changes will depend on the energy distribution of the
neutrons striking the material, the dependence of the

cross section on neutron energy must also be known.
Thus, the unperturbed energy dependent neutron flux
as a function of neutron energy at a point in the test
cell can be found from

dE dE . dQ dE
n

Tdlydx
I(y;z) dydz

(1)

where d^o/dEj dQ dE^ is the differential cross section
for producing neutrons, E^-inc ^^e incident deuteron
energy, dEj/dx is the relationship between energy loss
and the position parallel to the beam (x) , I(y,z) is
the deuteron current distribution, and r is the dis-
tance between the neutron source point and the point
of interest in the test volume. Note that Equation 1
ignores scattering (both neutron and deuteron) within
the target as well as neutron scattering outside the
target. The equation also ignores the slight loss of
deuteron intensity (less than 5%) as they pass through
the lithium due to nuclear reactions and the extremely
slight divergence of the deuteron beam.

Neutron Source Term

Introduction

All the quantities in Equation 1, except the
differential cross sections, are known from geometry,
target design, or well established physics. Unfor-
tunately, there is not enough experimental data to
determine these cross sections. Instead, models
tested against experiment must be used.

Angular Yields

Using the least squares adjustment computer code
FERRET (^'^ J, the energy dependence of six angular func-
tions forming the angular yields were determined using
all the experimenta] data (5,6,8-14) for deuterons on
lithium with 14<E(j<45 MeV. A major problem in using
experimental data is that the data do not span all
neutron energies; rather only neutrons above some
threshold energy are observed. Therefore using the
preliminary version of the model, and the energy de-
pendence from the very low energy measurement of the
HEDL-UCD (threshold = .4 MeV at E^ = 35 MeV) all the
data were corrected to zero neutron energy.
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To explain the neutron yield and spectra from
160 MeV deuteron bombardment of thin targets, Serber^^
in 1947 treated the deuteron as very weakly bound
with the energy and angle of the spectator neutron
being determined by the average internal motion of
the target nucleus. Although slight differences
exist depending whether the target nucleus is opaque
or transparent, these differences are relatively
minor. The resulting formula is

da ^ 1^
HjT Serber- + (q/q^)2^

3/2 (2)

where 63 = (5720/Ejj) .-'-/^ However, the theory pre-
supposes that E5j»Eg, the deuteron binding energy

(y2.2 MeV). Thus it is not surprising that a

slightly different formula was more successful in the
preliminary model.

da ^ 1.

Pre
^ ^ (e/Gp)^ (3)

where Op = (ISOO/E^j) .1/2 For an isotropic angular
distribution in the center of mass system, the lab-

oratory angular distribution would be a linear combi-
nation of unity and cosine (6). However, an analysis
of the HEDL-UCD data for En=l to 2 MeV shows a 1 + a
cos^e dependence. Therefore cos 5 9 was added along
with sin 0 to complete the sia angular functions.
Functions peaking at e'\'20° were also tried but their
parameters were too uncertain to be meaningful.

So as not to presuppose the deuteron energy
dependence of each of the six angular functions, the
energy range was broken into 9 groups, 0-5 MeV,
5 - 10 MeV, 10 - 15, 15 - 19, 19 - 22, 22 - 25,

25 - 30, 30 - 35, and 35 - 40 MeV. Thus 54 parameters
were adjusted by FERRET, which at the same time kept
track of the various correlations of the 32 data
points. By requiring a smooth variation as a func-

tion of deuteron energy, the parameters and their co-

variance matrix were found.

FLUX CONTOUR FOR
0 = IQIB n/cm2-s

= 35 MeV, = 0.1 A

2.0

Fig. 1. Flux contour for <^ = lO^^n/cm^-s.

Figure 1 shows the 10^5 n/cm2-s flux contour for
the reference EMIT design. As can be seen, the con-
tour is shaped like a football. Figure 2 displays
the volume which has a flux greater than a minimum
value i}). The figure also displays that volume which

contains a region having an average flux <|). Since
flux is linearly related to deuteron current, Figure
2 can be used to determine the volume for different
deuteron currents.

Fig. 2. Volume in test cell having flux greater than
minimum value and having average flux of given
value

.

Neutron Spectra

The determination of the neutron spectra is much
more difficult because so much more data are required.
Even if experimental neutron spectra were available,
the magnitude of the quantity of the data and the
need to use non- linear parameters make the use of a
code like FERRET inadvisable. Instead, simple models
for stripping and for evaporation are used with their
parameters being adjusted to fit the HEDL-UCD experi-
ment at E(j = 35 MeV.

The model for stripping relies mainly on the
Serber model . August , et al

.
, (16) have shown that

this model which was developed to explain results
using 160 MeV deuterons gives the proper shape of the
high energy distribution (Ej^> Ej/2) at 0° for a thick
target for incident deuteron energies of interest at
EMIT.

For the highest neutron energies (Ej^>E^) the
Serber model breaks down for d + Li. Here the domi-
nant reaction is the stripping of ^Li to the ground
and first excited states of ^Be. Because only two
states are involved (and both are unbound) , the classi-
cal picture fails and one must resort to a quantum
mechanical treatment or to experiment. The latter
choice is taken with a deuteron energy independent
microscopic cross section 0(9) used for each state for

The evaporation part of the model is also in two
parts. The first part is the classical evaporation
model tl/J which predicts the energy spectrum of the
neutrons which are boiled off as the first particle
out after a compound nucleus is formed. The second
part, a linear term in neutron energy, represents
all succeeding evaporations.

Comparison with Experiment

Figure 3 presents a comparison between the model
results (corrected for the experimental neutron detec-
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tion threshold) and the measurements between 15 and 40
l^V. The results of the model pass through the data
of Nelson, et al.,(^J Daruga, et al., (5) Amols ot al.,
(11) Johnson, et al.,(12) and Saltmarsh, et al.(6J.
The calculations are lower than the measurements of
Lone, et al., W and Weaver, et al., ^^^J but higher
than those of Goland, et al.tl^) jf- should be noted
that the data of Lone, et al., show a very large yield
for low energy neutrons (Ejj>2) , which is very uncer-
tain due to uncertainties in detection efficiency. If
the 2.3 MeV detection threshold of Lone, et al., is
used instead of their 0.3 MeV threshold, the C/E's
change to .89, .92, .85 respectively. The data of
Goland, et al., on the other hand, show a drastic fall
off for neutrons below 5 MeV, maybe explaining why the
model predicts more neutrons than they observed. Over-
all, there seems to be little deuteron energy depend-
ence or angular dependence in the differences between
the model and the measurements.
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Fig. 3. Comparison between experimental data and
results of fit.

Damage Parameters

Although much attention is paid to flux, the ex-

perimentalists who will use FMIT will be more inter-

ested in predicting damage rates, such as displace-
ment and helium production.

Unfortunately, the nuclear data needed for such
calculations are in very poor shape. Data is needed
past 40 MeV, but ENDF/B,(18) the main U.S. nuclear
data library extends only to 20 MeV. Therefore,

data for isolated materials, but not for iron or

stainless steel, have been obtained over the desired
energy range. To provide an idea of the usefulness
oi FMIT, damage parameters for Cu, the evaluated
material closest to iron, have been used The dis-

placement cross sections are from ORNL'.-'- ) with
E, - 30 eV. Because the ORNL calculations for
damage

helium,^production do not agree with measured values
(20, 21 J ajid do not include processes such as (n,2na}

new calculations using the computer code HAUSER*5(22J

were performed.

6
u ao

lu dpa/year
21 dpa/year
50 dpa/year
100 dpa/year

ojo ao io eo bo loo 12.0 no le.o lao 20.0

X(cm)

Fig. 4. Displacement rate contours in test cell.

3 ao

100 appm/year
175 appm/year
350 appm/year
1000 appm/year

10.0 12.0

X(cm)
16.0 18.0

Fig. 5. Helium production rates in test cell.

FMIT over a 100 cm^ of unperturbed space having damage

rates greater than that of a first wall of a 1 MW/m2
fusion device.

u) LS ao
Relative Damage Rates

Figures 4 and 5 show equal displacement and equal
helium production contours, similar to those for flux
shown in Figure 1. The helium contours are slightly
more peaked along the deuteron beam axis, resulting
in He/dpa contours which are hyberloid in shape,

opening away from the target. As seen from Figure 6

which displays the predicted volumes having damage
rates greater than a given value, there will exist in

Fig. 6. Volumes in test cell for given displacement

and helium product rates.
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Conclusion

The unperturbed neutron spectra, displacement
rate, and helium production in the FMIT test cell have
been calculated using a source term which agrees well
with experimental results. The predicted values show

that there exists significant volumes having damage
rates greater than that o£ the first wall of a fusion
reactor.
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MEASLIREMENTS OF NEUTRON SPECTRA FROM 35 MeV DEUTERONS

ON THICK LITHIUM FOR THE EMIT FACILITY

D. L. Johnson and F. M. Mann
Hanford Engineering Development Laboratory*

Richland, Washington 99352. U.S.A.

J. W. Watson, t J. Ullmann and W. G. Wyckoff
University of California at Davis
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Neutron yield spectra were measured for 35 MeV deuterons on thick natural lithium. The
time of flight technique was used and data were obtained for laboratory emission angles of
0° to 150°. The yield of neutrons greater than 1 MeV was determined at each angle and was
integrated to find the total yield.

[Nuclear reactions, Li(d,xn), thick target yields and spectra; E(j= 35 MeV; angular distribu-
tion, 0°- 150°; total yield, time-of- flight technique; Fusion Materials Irradiation Test (FMIT)
facility]

Introduction

The Fusion Materials Irradiation Test (FMIT) faci-

lity (1) is currently being designed by the Hanford
Engineering Development Laboratory (HEDL) at Richland,
Washington, U.S.A. This facility will make use of the
intense source of high energy neutrons produced by 35

MeV deuterons incident upon a thick lithium target in

order to study radiation effects in fusion reactor
materials. Samples are to be exposed to the forward
neutron flux (which peaks at 14 MeV) that results
when a 0.1 amp deuteron beam is stopped in a 2 cm.

thick jet of liquid lithium which also carries away

the deposited heat.

Accurate knowledge of the characteristics of such
a source is required for design and operation. There
have been several measurements of the neutron yield
spectra made with deuterons of similar energies on
thick lithium. Some of the most recent measurements
are described in the articles in references (2) § (3)

.

These data were insufficient to meet FMIT needs pri-
marily for one or more of the following reasons

:

1) The deuteron energy was different; 2) Measurements
were taken only at or near 0° relative to the beam
direction. (Neutrons emitted over a wide range in
angles are important for damage in test specimens, for
penetration in shield walls , and for activation and
heating of materials surrounding the target) ; 3) The
highest energy portion of the spectra (up to the maxi-
mum kinematically allowed energy) was not observed.
(These neutrons are the most penetrating through thick
shielding walls); 4) The lowest energy portion of the

spectra was not observed (neutron damage is signifi-
cant down to '^0.1 MeV and activation by low energy
neutrons is very important).

Most of the data required for FMIT can be obtain-
ed from time-of-flight measurements similar to those
in references (2) § (3) with a thick target in which
one obtains the yield spectrum integrated over deuter-
on energy as observed at long distances from the

target. However, for calculations of the neutron flux
spectra at positions very close to the target in the
FMIT test cell, additional information is needed
because it is necessary to take explicit account of
the spatial dependence of the source. For such calcu-
lations, the differential neutron production cross
section is required as a function of deuteron energy
(from 0 to 35 MeV) and also of neutron emission angle
and energy. There are few measurements of the differ-
ential cross section for appropriate deuteron ener-
gies. An approach to obtain the differential data

from thick target data is described in references (4,12)

The FMIT target geometry is also discussed there and
preliminary calculations of the neutron environment
for irradiation experiments in FMIT using such differ-

ential data are described in references (4, 5, § 12).

Here we describe only experimental aspects and
results of neutron yield spectra measurements with
35 MeV deuterons on thick lithium. Our measurements
are quite similar to the 40 MeV measurements of
Saltmarsh et al., (3, 6) however, there are some differ-

ent techniques used and here we have emphasized obtain-

ing conplete spectra over a rather complete angular
distribution, including back angles.

Experiment

The neutron yields and spectra were obtained using
the time-of-flight (TOF) technique with a pulsed beam.

The data obtained directly were the time distributions
of neutrons observed by a detector placed far from the
target. Neutrons were produced by very short bursts
of incident deuterons. The time distribution measured
with very short equal time channels, was then convert-
ed to an energy distribution after correction for back-

ground and electronic dead time losses. In addition,

energy dependent corrections for detector efficiency

and the probability for neutron loss between target
and detector were made. To obtain the neutron yield
spectrum in units of (neutrons/yC-Sr-MeV) , the energy
distribution was divided by the solid angle (Sr) of

the detector for neutrons from the target and the

integrated charge (yC) deposited in the target by the

deuteron beam.

The measurements were performed using deuterons

accelerated by the isochronous cyclotron of the Univ-

ersity of California at Davis. The target and detec-

tor geometry are illustrated in figure 1. The beam
entered the experimental room through a thick concrete

and iron wall. It passed through a large scattering

chamber before proceeding to the lithium target about

4 meters downstream.

Details of the lithium target system are shown
in the inset of figure 1. A very thin walled (0.025cm)

stainless steel scattering chamber tube was used which
was only 2.54 cm diameter X 30 cm long. The target
was a solid cylinder of 99.6% natural lithium which
was 2 cm thick and filled the tube diameter. This
design was used because it was desired that neutrons
down to 0.5 MeV could be observed with as little
perturbation as practical, caused by secondary scat-
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PH pulse was derived from a photo tube dynode and was
proportional to the energy deposited in the detector
by either a neutron or gajima ray event. The PSD
pulse was proportional to the rise time of the dynode
signal and was used to separate neutrons from gamma
rays. It was obtained from another TAG which was
started by the anode pulse and stopped by a pulse
corresponding to the cross -over time of the double-
delay line shaped dynode pulse. The computer analysis
program used these pulses to provide, among other
things, separate 512 channel ('\/200 ns) time of flight
spectra for neutrons and gamma rays respectively.

The integrated charge of the beam incident on the
target and run- to-run normalization were monitored
using a stationary neutron detector, similar to the
main detector, that was placed about 3 meters from
the target at an angle of about 30°

. Beam currents
required to keep electronic dead time losses within
acceptable limits were quite small, going as low as
^ .002 na. A secondary monitor such as used here was
necessary because normal electronic charge integra-
tion, using the Faraday cup, was not accurate for such
low currents. The monitor was calibrated to charge
units by comparison to the Faraday cup charge which
was obtained accurately with a high beam current.

The time structure and phase shifts of the deu-
teron beam pulses were monitored using one of the
detectors in the large scattering chamber. This was
done by observation of the time of flight of deuterons
scattered elastically from the thin 1 mg/cm^) CH
target using the technique described in reference (7)

.

This method was used to monitor beam tuning and for
aligning background and foreground TOF spectra obtain-
ed with the main detector.

Data and Analysis

A long flight path was desired in order to obtain
the best energy resolution for the highest neutron
energies. The fractional resolution (AE/E) is pro-
portional to the uncertainty in the time of detec-
tion, increases with the square root of the neutron
energy, but is inversely proportional to the flight
path. Flight paths as long as 6 meters were possible
in the forward direction, with 5 meters for 70° and
105°, but only 3 meters for 150°. Fortunately, the
maximum kinematically allowed neutron energy drops
significantly with increasing angle from 49.84 NfeV at
0° to 27.87 MeV at 150°.

The uncertainty in the time of detection includes
both the width of beam bursts and jitter and walk in
electronics. It is believed to correspond to the
width of prompt gamma flash peaks which were observed
to have a full width at half maximum (RVHM) of about
1.5 ns. Using this value, the resolution for the
maximum neutron energy with a 6 meter flight path was
estimated to be A E/E 4.9%. (FWHM)

With a flight path of 6 meters, the electronic
discriminator on the neutron detector was adjusted to
prevent overlap of the highest and lowest energy
neutrons detected from successive bursts and to give
an additional time gap of about 4 ns. The same
threshold was used for all long flight path measure-
ments and the corresponding neutron energy threshold
was accurately determined from each neutron TOF spec-
trum after background subtraction. The average value
was found to be 9.27 + 0.06 MeV.

To obtain neutron spectra at lower energies , the
measurements were repeated for all angles using a
flight path of about 0.814 meters. The electronic
threshold for these measurements was set crudely at

Fig. 1. Diagram of experimental geometry. Inset
shows details of target and beam collimator.

tering or absorption in the scattering chamber walls
or the lithium target itself. Furthermore, measure-
ments were desired for angles as far back as 150° with
respect to the incident beam direction (as in fig. 1)

with little structural material along or near the
flight path from target to detector.

The beam could be focused to a spot about 1 cm
in diameter on target. A beam defining aperture
(0.32 cm thick copper with 1.27 cm diameter hole)
was placed about 0.7 meters upstream of the lithium
to prevent a drift or halo in the beam from striking
the beam tube or scattering chamber walls. A small
fraction of the beam did hit the aperture itself,
however, the source of background which was produced
was localized in space and could be measured and
corrected for. Some of the background measurements
were made when the beam was stopped in a plate made
of the same material as the aperture which was rota-
ted to the same position.

Neutrons were detected by a cylindrical NE 213
liquid scintillator that was 5.08 X 5.08 cm diameter
and coupled to an RCA 8575 photomultiplier. The
detector axis was aimed at the target center. The
neutron flight path was considered to be the distance
from target center to detector center. Measurements
were made with the detector placed at angles of 0°

,

4°, 8°, 12°, 20°, 30°, 45°, 70°, 105°, % 150° relative
to the beam direction.

For most angles and flight paths, all background
due to neutrons not coming directly from the target
was measured using a cylindrical stainless steel
shadow bar (38.1 X 6.35 cm diameter) placed midway
between the target and detector. The shadow bar was
completely removed for foreground measurements. The
target, shadow bar and detector were carefully aligned
at each angle using a laser.

The electronic circuitry provided three pulses
to an on-line computer data acquisition system for
every event detected. A time- of- flight (TOF) pulse,
a pulse height pulse (PH) and a pulse shape discrim-
ination pulse (PSD) were provided. The TOF pulse was
obtained from the output of a time to amplitude con-
verter (TAG) which was started by a fast pulse from
the photo tube anode and stopped by a pulse derived
from every other cycle of the cyclotron R.F. The
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about 0.17 NfeV' (+ 50%) equivalent electron energy

using a gamma source. The corresponding neutron energy

threshold was obtained more accurately from the TOF

spectra as for the long flight path measurements. The

average was found to be 0.90 0.04 MeV. This thresh-

old allowed a rather large time gap between the high-
est and lowest energy neutrons in the TOF spectra.

Background due to room scattered neutrons was
measured for the larger emission angles using only
the shadow bar technique. Normalization for subtrac-
tion of shadow bar background was obtained from the
neutron monitor. Figure 2 shows examples of fore-

ground, background (negative) and net spectra - note
time increases from right to left. For forward
angles, however, the shadow bar shielded not only the
target, but all or part of the aperture as well,
hence background from the aperture was not properly
measured using only the shadow bar. For the long
flight path measurements, only angles up to 8° had
this problem, whereas for the short flight path
measurements, angles up to 30° were affected.

Fig. 2. Examples of neutron background subtraction
for data taken at 4°. A, B and C = short flight
path data. D, E and F = long flight path data.

To determine the background emitted from the
aperture at each forward angle affected, separate
measurements of the foreground and shadow bar back-
ground were made with the beam stopping in the plate
which replaced the aperture. After subtraction of the
shadow bar background (normalized with the neutron
monitor), we obtained a net' plate TOF spectrum
believed to have the same time dependence as prompt
neutrons emitted from the aperture in the direction
of the detector. (See figures 2B and E) . This net
plate spectrum was subtracted from the net target
spectrum (as in figure 2C and F) with normalization
obtained by requiring zero net counts in the gap
region after subtraction.

In the TOF spectra, the time that the beam pulse
hit the target (tg) is needed in order to determine
the time of flight as a function of channel number.
This is normally obtained by correcting back from the
target gamma flash peak by the time (t ) it takes
light to traverse the flight path. For^the long
flight path measurements, however, this gamma flash
was not observed because the energies of prompt gamma
rays from the target were well below the detector
threshold. Gamma flash peaks were observed from beam
bursts hitting either the aperture or plate, however.
The time that the beam hit the target (tg) was then
calculated from such a peak using the known geometry,
the beam energy, and the velocity of light. Examples
of tg and ty as well as the neutron energy scale are
shown in figure 2 C and F.

The detector efficiency was calculated as a func-

tion of neutron energy for each of the threshold
values using a version of the Stanton code (8) that
was updated by McNaughton (9) . This code uses elec-
tron equivalent energies for threshold values. These
were obtained by conversion of the neutron threshold
energies to equivalent electron energies using the

expression relating the equivalent light output given
in reference 8. An additional 15% was added to the

equivalent electron thresholds as suggested in refer-

ence 8 for small detectors.

The values obtained by this method were 0.20 and
5.00 MeV for the 0.90 and 9.27 MeV neutron thresholds
respectively. The efficiencies calculated for these
thresholds provided spectral shapes of long and short
flight path measurements at a given angle that agreed
fairly well in the overlap region. Furthermore, there
was no systematic dramatic rise or fall in spectra
near threshold which would indicate a serious thresh-
old error.

The neutron energy spectra obtained from both
the short and long flight path measurements at a

particular angle were normalized relative to one
another over the energy range of 12.5 to 17.5 MeV.

Generally less than 10% differences were seen. The
absolute normalization was obtained from the short
flight path data primarily because background sub-

tractions were less and, for neutron energies about
1-2 MeV above threshold, the uncertainty in detector
efficiency was less. The dividing energy for short
and long flight path spectra was 15 MeV.

Uncertainties in the spectra are from the follow-
ing sources. Uncertainties due to statistics and
background subtraction were less than 10% except near
the lowest and highest energies in each spectra. For
each angle there is a separate normalization uncer-
tainty that is typically about 6.5% and is due large-
ly to uncertainty in the integrated charge. Finally,
an overall normalization uncertainty of 15% is esti-
mated, due to normalization and relative uncertain-
ties in the detector efficiency.
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Results

Results of the spectral measurements have been
binned in 1 MeV steps for energies greater than 1 MeV
and are shown in figure 3A § B . Data for 8 ° is not

complete. For neutron energies less than the incident

deuteron energy, the data are quite similar to the

35 MeV data at 0° by Amols et al (10) and to the 40

MeV data for 0° to 90° by Saltmarsh et al (6) . On
the other hand, the 34 MeV data of Goland et al (11)

for 0° to 20° is only about one half the magnitude of
this data and their spectra drop sharply below 5 MeV.

The bulk of our neutron yield spectra are well

described (4) by the combination of a (d,n) strip-

ping reaction contribution (which is very forward
peaked and leads to the broad maximum near 14 MeV)
plus an evaporation contribution (which is more iso-

tropic and decreases roughly exponentially with energy
in the experimental energy range)

.

For neutron energies greater than the incident
deuteron energy we find a shoulder in the spectra
which was not shown by previous experimenters having
similar deuteron energies. This shoulder is caused
by ^Li(d,n) reactions which populate primarily the
ground and first excited states of ^Be. The yield of
this stripping reaction peaks somewhere in the range
of 12° to 20° as seen in our data. These highest
energy neutrons are very important for shielding con-
siderations because of their deep penetration in thick
walls. For radiation damage they are currently esti-
mated to play only a small role, however, because of
their low yield relative to the bulk of neutrons below
30 MeV.

The data shown in figure 3 were integrated over
neutron energy to obtain the yield of neutrons above
1 MeV. The yield of neutrons above 0 MeV was esti-

mated for each angle, by assuming the yield from 0 to
1 MeV equaled the yield from 1 to 2 MeV (a small corr-
ection) . The results are shown in figure 4. Also
shown is a plot of the product of the yield and 2Tr sin
6 (9= lab. angle). This curve shows the relative con-
tribution as a function of emission angle to the total

neutron yield. By integrating this curve over angle,
the total yield was found to be 3.0 (lOH) neutrons/yC
(4.8 neutrons/100 deuterons). In the FMIT target
design, only the yield forward of 90° is useful. For-
tunately about three-fourths of the neutrons or 2.2
(Iflll) neutrons/yC ^3.5 neutrons/100 deuterons) are
produced in the ff ^rard hemisphere.

0.0 in.o 40.0

(MEV)

20.0 30.0

NEUTRON ENERGY

Fig. 3. Neutron yield spectra as a function of
emission angle for 35 MeV deuterons on thick lithium.

0.0 20. 0 40.0 60.0 80.0' 100.0 120.0 110.0 160.0 180.0

LflBORRTORY ANGLE (DEGREES)

Fig. 4. Total yield of neutrons greater than 0 MeV
as a function of emission angle (6).

Summary and Conclusions

We have measured the thick target neutron yield
spectra over a very large range of angles from 0° to
150° in order to provide data for a nuclear model
which will be used for predictions of the neutron flux
in FMIT, in particular for very small distances from
the target. The measurements covered as wide an energy
range as possible (1-50 MeV) and we see a significant
shoulder in the spectra of neutrons having energies
greater than the incident deuteron energy. The energy
integrated yield of neutrons has been obtained as a
function of angle and also the total yield, integrated
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over angle. With simple interpolations, the data can
be used directly without the aid of a model to obtain
neutron flux spectra at long distances from the source
target

.
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Neutron total and scattering cross sections of elemental bismuth are measured to
energies of approximately 4.5 MeV. The experimental results are used to deduce an
optical -statistical model that is quantitatively descriptive of the measured values
and of higher-energy results reported in the literature. The measured and calcu-
lated values, together with the body of information available in the literature, are
utilized to derive a comprehensive evaluated nuclear-data file in the ENDF format.
This evaluation extends from 10"^ eV to 20 MeV, addresses neutron induced and
photon-emission processes and is oriented toward the needs of fusion-fission-hybrid
and electro-nuclear breeding applications.

[Bi(nt), (n,n) and (n,n') measured to 4.5 MeV; optical -model interpretations and comprehensive
evaluation in ENDF format.]

INTRODUCTION

It has been suggested that the fusion-fission hy-
brid concept represents a nuclear-energy system of
considerable potential. ^ One aspect of the strategy
of such systems is the production of fissile fuel for
subsequent burning in LWR or other conventional fis-
sion reactors. In this concept the hybrid itself is

largely free of fission products with their attendent
problems while, at the same time, providing a rich
source of fissile material. With this concept neutron
economy is essential and means to multiply the inten-
sity of the primary fusion-neutron source are sought.
It has been suggested that one alternative is a bis-
muth blanket about the primary fusion source as the
very large bismuth (n,2n) cross section provides an
effective "eta" approaching that of a fissionable
multiplier.^ In addition, bismuth and its alloys have
attractive low-melting points and heat-transfer pro-
perties. These same nuclear and molecular properties
make bismuth a promising primary target in electro-
nuclear-breeding concepts.

The above concepts have not been widely examined
due to the unavailability of a generally accepted bis-
muth evaluated data file for use in neutronic calcula-
tions. The provision of such a file is impeded by the
sparsity of microscopic nuclear data upon which to
base it. The present work was undertaken with the ob-
jective of providing a comprehensive evaluated data
file in the widely-used ENDF format. As a part of this
effort basic microscopic nuclear-data measurements and
associated interpretations were pursued in order to
strengthen the essential physical foundation.

EXPERIMENTAL METHODS

The measurement samples were machined into right-
circular cylinders from ingots of chemically-pure ele-
mental bismuth. Two transmission sample sizes were
used each having a diameter of 2.5 cm with trans-
mission thickness of 2 cm and 4 cm, respectively. The
scattering samples were 2 cm in diameter and 2 cm long
with neutrons incident upon the lateral surface. It

was assumed that the samples were of uniform density
and this assumption was supported by the consistency
of the results obtained with different samples.

The neutron total cross sections were deduced
from the measured transmissions of approximately mono-
energetic neutrons through the measurement samples in
a conventional manner.** The neutron source was the
Li^(p,n)Be^ reaction. The neutron energy was deter-
mined to within 10 keV by control of the incident
proton beam. Neutrons were detected using conven-
tional pulsed-beam time-of-f 1 ight techniques in such
a manner as to provide suitable control of background
and source perturbations. Concurrent measurements of
the neutron total cross sections of elemental carbon
assured the fidelity of the measurement system. The
details of the method and the particular apparatus
have been extensively described elsewhere.^

The neutron scattering measurements were made
using the pulsed-beam time-of-f 1 ight technique and the
10-angle scattering apparatus at the Argonne Fast Neu-
tron Generator. Again, the neutron source was the
Li7(p,n)Be7 reaction. Scattered-neutron flight paths
were 5.0 to 5.5 m. Relative sensitivities of the hy-
drogenous neutron detectors were determined by obser-
vation of neutrons emitted at the spontaneous fission
of 252Qf.6 normalization of the relative detector
sensitivities was determined by the observation of
neutrons scattered from hydrogen (i.e., polyethylene).
Thus all of the measured neutron-scattering cross sec-
tions were determined relative to the well known
H(n,n) cross sections.^ Concurrent with the bismuth
measurements, carbon-scattering cross sections were
determined in order to verify the performance of the
measurement system. The experimental results were
corrected for perturbations due to beam attenuation,
multiple events and the angular resolution of the ap-
paratus using a combination of Monte-Carlo and
analytical computational techniques. The details of

the measurement apparatus and procedures, the data
reduction, and the correction procedures have been
extensively described elsewhere.

^

EXPERIMENTAL RESULTS

One objective of the experimental measurements
was the determination of energy-average total cross
sections comparable with, the differential scattering
measurements (below), the predictions of energy-
averaged models, and with the evaluated data sets.

*This work supported by the U. S. Department of Energy. A comprehensive report of this
work is given in Ref. 1

.
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The measurements extended from jsl.2 to 4.5 Mev in

steps of <50 keV. Incident-neutron energy reso-
lutions were 35-50 keV. the statistical accuracies of
the individual measured values were in the range of
1-3%. Systematic uncertainties were believed to be

much smaller. The results obtained with the two
sample thicknesses (i.e., 2 cm and 4 cm) were
separately averaged over 100 keV intervals. The
associated cross-section uncertainties were
The results obtained with the two sample thicknesses
were in good agreement. Thus, it was concluded that
sample-size-perturbation effects must have been small
(i.e., <1%).

The present measured values are in good agree-
ment with the previously reported results of Refs. 9,

10, 11 and 12 as illustrated by the comparisons of
Fig. 1. The differences between equivalent averages
constructed from the various data sets is <2%
throughout the range of the present experiments.

Fig. 1. Measured Neutron Total Cross Sections of Ele-

mental Bismuth. The present results are indicated by

data points. Curves indicate previously reported

values as followsi A = Ref. 9, B = Ref. 10, C = Ref. 11

and D = Ref. 12.

Fig. 2. Differential -Elastic-Scattering Cross Sections
of Elemental Bismuth. The present measured values are
indicated by data points. Curves denote the results of

model calculations as discussed in the text. Dimen-
sionality is b/sr and scattering angle is lab. deg.

The elastic-scattering measurements were made
over a number of years with various incident energies,
energy resolutions, scattering angles and accuracies.
Data, measured over the incident-energy range s;1.5

to 4.0 MeV, were sorted into incident-energy intervals
of _<100 keV and combined to obtain composite angu-
lar distributions at the mean energy of the sorting
interval. This procedure was very good at the higher
measured energies but somewhat less suitable at the
lowest measured energies where fluctuations were
clearly evident in the total -neutron cross section.
The incident-neutron resolutions varied from s;20

to 50 keV and the scattered-neutron resolutions were
sufficient to clearly distinguish the elastic-neutron
group from all known inelastic-neutron components.
The individual measurements involved concurrent deter-
mination of ten or twenty differential values distri-
buted over the angular range s;20 to 160 deg. The
relative scattering angles were known to ±0.5 deg. and

the absolute angular scale was determined to s;1.0

deg. The accuracies of the individual differential
values varied. In the best cases the differential-
cross-section uncertainties were s;5% and in the
poor cases s;10%. A measure of the validity of the
above uncertainties was the consistency of the results
obtained over a several -year period with various ex-

perimental configurations.

The elastic-scattering results are outlined in

Fig. 2.

In some of the lower-energy cases there appeared

to be systematic differences between distributions ob-

tained at widely separated times and subsequently com-

bined to form the composite distributions. These dif-

ferences could easily be expected from the fluctuations
evident in the neutron total cross sections (as noted

above). The angle-integrated neutron elastic-scattering
cross sections were obtained by least-square fitting an

eight-order Legendre-polynomi al series to the measured

differential values. The resulting angle-integrated
values were believed known to «5%. They were con-

sistent with measured neutron elastic and inelastic-

scattering cross sections to well within respective

experimental uncertainties. The present elastic scat-

tering results generally agree with those reported by

Tanaka et al,i3 and Smith et al ,5 and with some iso-

lated results from other sources (see Ref. 1).

The inelastic-neutron-scattering measurements

were made concurrently with the above neutron-elastic-

scattering determinations. Six inelastical ly-

scattered-neutron groups were observed corresponding

to excitation energies of 895 ± 12, 1605 ± 14,

2590 ± 15, 2762 ± 29, 3022 ± 21 and 3144 ± 15 keV.

These excitation energies were determined from the

individual measured values and the corresponding un-

certainties defined as the RMS deviation of the

individual values from the average. A comparison of

the measured values with the levels reported in the

literature^** indicated that the first two observed ex-

citations corresponded to discrete levels (897(7/2-)
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and 1609 (13/2), keV) while the remainder were the
result of contributions from a number of previously
reported levels. All of the observed differential-
inelastic-neutron distributions were essentially iso-
tropic. The angle integrated inelastic-neutron cross
sections corresponding to the various excitations were
determined by least-square fitting the observed dif-
ferential distributions with low-order legendre
polynomial expansions. The resulting angle-integrated
cross sections are shown in Fig. 3. The respective

0 1 2 3 4 5

En,MeV

Fig. 3. Inelastic-Neutron Excitation Cross Sections
of Bismuth. The present experimental results are in-

dicated by circular data points. The corresponding ob-
served excitation energies are given in each section
of the figure in keV. The heavy curves are "eye-guides"
constructed through the available experimental infor-
mation. The light curves indicate the result of model
calculations as described in the text. Previously re-

ported experimental va'iues are denoted by symbols and
discussed in Ref. 1

.

uncertainties were governed by the same factors ap-
plicable to the above elastic-scattering measurements.
In addition, the experimental resolution was not com-
plete in those cases where the observed neutron group
consisted of a number of unresolved components. In

the best cases the uncertainties associated with the
angle-integrated inelastic-scattering cross sections
were in the 5-10% range. Beyond the experimental un-
certainties associated with the measurements there
may be some residual effects from the physical fluc-
tuations evident, for example, in high-resolution
neutron total -cross section measurements.^" There are
a few previously-reported experimental values. The
present work reasonably extrapolates to the lower-
energy results of Smith et al,^ and of Tanaka et al.^^
Other inelastic-data comparisons are given in Ref. 1

and Fig. 3.

INTERPRETATIVE MODEL

The objective was the deduction of an optical

-

statistical model suitable for extrapolating and
interpolating the present measurements for the formu-
lation of a comprehensive evaluated file. A simple
spherical model was assumed. This assumption is

reasonably justified as 209g-j consists of only one pro-
ton added to the doubly-closed shell at A = 208. Com-
pound-nucleus processes were calculated using the pro-
cedures of Hofmann et al.^^ In doing so the exci-
tation of states to energies of x3.0 was explicitly
treated using the spin and parity assignments of Ref.

14. The excitation of higher-energy levels was
treated as a statistical continuum following the con-
cepts of Gilbert and Cameron. The choice of model
parameters was entirely based upon the measured dif-
ferential-elastic-scattering cross sections. The
parameter selection was made by chi-square fitting the
observed elastic scattering at incident neutron ener-
gies of _<3.0 MeV. The parameter values for the final
potential are summarized in Table 1. The above po-

TABLE 1. Spherical Optical -Model Parameters

Real Potential^

Strength (V) = 43.296 Mev

Radius (R^)*^ = 1.300 F

Diffuseness (a^) = 0.58 F

VRJ = 73.17 MeV • F^

Imaginary Potential^

Strength (W) = 11.91 MeV

Radius (r") = 1.320 F

Diffuseness (a") = 0.20 F

Wa*^ = 2.382 MeV • F

Spin Orbit Potential

Strength (V^^) = 4.35 MeV

^Saxon Form.

"^All Radii in Form R = R aV3.
c

0

Saxon Derivative Form.

^Thomas Form
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tential provides a quantitative description of the

measured differential elastic-scattering cross sec-
tions as illustrated in Fig. 2. There are some de-

viations between measured and calculated values at

a few and, primarily, lower energies. This is not

surprising as the total cross section shows fluc-
tuating structure into the several MeV region that was
clearly not averaged in. the elastic scattering
measurements. The calculated neutron total cross

sections agree with the measured values throughout the
present experimental range to within 43%. The
calculation of neutron-inelastic-scattering cross
sections using the above model was very much inhibited
by a lack of knowledge of the spins and parities of

the levels involved. Given this marginal situation
only the excitation of the first four observed groups
was explicitly calculated and the higher energy ex-
citations were lumped into the continuum contribution.
The results of the calculations are compared with the
measured values in Fig. 3. Generally the calculated
results agree with the measured values to within at

least 10-20% and in some cases the agreement is much
better. In view of the above, the present potential
was accepted as a reasonable basis for subsequent ex-

trapolations and interpolations requisite to the com-
prehensive evaluation.

EVALUATION

Throughout this evaluation the emphasis was on a

data file for high-energy (e.g., fusion-fission hy-

brid) applications. Therefore, while attention was
given to low-energy resonance properties, they were not

dealt with in great detail and, in particular, the
resonance region is described by point -wise data rather
than resonance parameters. The file is in rigorous
ENDF formats and has been transmitted to the National

Nuclear Data Center, Brookhaven National Laboratory.
Interested parties can obtain the file therefrom or
contact the present authors directly.

The data base for the evaluated neutron-total
cross sections consisted primarily of the measured
results of the present work and those reported from
Refs. 17, 9, 10, 11 and 12. The evaluation follows
detailed resonance behavior up to 0.1 MeV, fluctuating
structure from 0.1 - 1.5 MeV and energy-averaged be-

havior from 1.5-20 MeV as illustrated in Fig. 4.

Some qualitative guidelines as to the accuracies of the

above evaluated-neutron-total cross sections are,
10-20% below 100 keV, 5-10% from 0.2-0.5 MeV, 2-5%
from 0.5-1.5 MeV, 1-2% from 1.5-5.0 MeV, and 2-5%

from 5-20 MeV.

Below neutron energies of <3.0 MeV the
evaluated elastic-scattering cross sections were
dictated by the differences between neutron total
cross sections and the non-elastic cross sections.
At higher energies all of the partial cross sections
are not well known and thus the evaluated elastic-
scattering cross sections were based upon the pre-
dictions of the above model, slightly adjusted to
bring exact agreement with the evaluated neutron-total
cross sections and to improve the agreement with the
measured differential elastic-scattering distributions
of Refs. 18 and 19. The resulting evaluated neutron
elastic-scattering cross sections were believed to be

generally known to <5% throughout the energy
range of the evaluation.

The discrete evaluated inelastic scattering cross
sections were based upon the six excitation functions
shown in Fig. 3, extrapolated to 10 MeV using the
above model. The continuum inelastic scattering cross
section was determined from the difference between
total and partial cross sections commencing at an in-

cident energy of approximately 3 MeV. The continuum
emission spectrum included a pre-compound component as

verified by the sphere transmission measurements re-

ported in Ref. 20. The relative magnitudes of the
various inelastic components are illustrated in Fig.

4.

A notable feature of the neutron interaction with
bismuth is the very small radiative capture cross
section and resonance integral. The evaluation makes
use of the fragmentary information available but the

results must be considered only qualitative. This is

of little concern in most applications as radiative
capture processes in other nuclides will far dominate
in the overall capture in a realistic system.

An outstanding feature of the interaction of fast

neutrons with bismuth is the very large (n;2n) and
(n;3n) cross sections. This feature makes bismuth
particularly attractive in a number of high-energy
applications. The present evaluation is based pri-
marily upon the recent large-sci ntil lator results of

Refs. 21 and 22. These two sets of measurements are

relatively consistent and, with some minor adjustments

near 17 MeV, essentially form the present evaluation
of the (ni2n) and (n;3n) cross sections. The estimated

uncertainties are generally in the 10-15% range. The

very large relative size of these two cross sections is

illustrated in Fig. 4.

There are a number of energetically possible
Bi(n;X) reactions. All of them are strongly inhibited

by the coulomb barrier and generally have very small

cross sections. Of these, the evaluation considers

only three; (n;p), (n,a) and (n,n',a). All of these

cross sections are relatively very small.

Evaluated photon-production cross sections are

provided based primarily upon the formalism of Perkins

et al.23 Using this method energy balance is assured

and the procedure is substantiated by experimental

comparisons.

Fig. 4. Summary of Evaluated Files.
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SUMMARY

The present measurements give new definition to

neutron total and scattering cross section of ele-

mental bismuth to energies of 4-5 MeV. The experi-

mental results were used to derive an optical-

statistical model. The measured and calculated re-

sults together with those previously reported in the

literature were used to deduce a comprehensive evalu-

ated nuclear data file in the ENDF format. This file

is particularly oriented toward fusion-fission hybrid

and other high-energy applications and makes possible

the quantitative assessment of the neutronic per-

formance of such systems.
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THE INFLUENCE OF NUCLEAR DATA UNCERTAINTIES ON THORIUM FUSION-FISSION*
HYBRID BLANKET NUCLEONIC PERFORMANCE

E. T. Cheng and D. R. Mathews
General Atomic Company

San Diego, California 92138, U.S.A.

The fusion-fission hybrid blanket proposed for the Tandem Mirror Hybrid Reactor employs
thorium metal as the fertile material. Based on the ENDF/B-IV nuclear data, the 233^ g^^^

tritium production rate and blanket energy multiplication averaged over the blanket lifetime
of about 9 MW-yr/m2 are 0.76 and 1.12 per D-T neutron and 4.8, respectively. At the time of

the blanket discharge, the ^33^ enrichment in the thorium metal is about 3%. The thorium
cross sections given by the ENDF/B-IV and V were reviewed, and the important partial cross
sections such as (n,2n), (n,3n) and (n,Y) were found to be known to ±10—20% in the respective
energy range of interest. A sensitivity study showed that the 233u and tritium production
rate and blanket energy multiplication are relatively sensitive to the thorium capture and
fission cross section uncertainties. In order to predict the above parameters within ±1%, the

Th(n,Y) and Th(n,vf) cross sections must be measured within about ±2% in the energy range
3—3000 keV and 13.5—15 MeV, respectively. The present level of uncertainty in these data is

±10 and 5%. This indicates that although presently adequate for preliminary design, additional
cross section measurements to improve the accuracy of the Th(n,Y) and Th(n,vf) cross sections
in these energy ranges may be needed in order to accurately calculate the blanket performance
thorium-base fusion-fission hybrid reactor blankets.

(Fusion-fission hybrid blanket, Th(n,2n), Th(n,3n), Th(n,vf), Th(n,Y), tritium breeding,
uranium production, blanket energy multiplication, cross section uncertainty, cross
section sensitivity)

Introduction

A wide variety of fusion-fission hybrid system
concepts have been recently suggested and evaluated by
many investigators. ^ The concept of placing a blanket
of fertile material around a fusion plasma to form a

hybrid system is most attractive because of the flexi-

bility such a system can have to produce either thermal
power or fissile fuel, or both. In these concepts, the

blankets consist of either a 238u or ^^^1h fertile

zone which serves to multiply the fusion neutrons via

(n,2n), (n,3n) and (n,vf) reactions, to enhance the

thermal power output through fission reactions, and/or

to produce fissile fuels (239pu or 233u) from 23%(n,Y)
or 232'pjj(jj^y) reactions. In general, the uranium-base

blankets produce a large amount of thermal power, multi-

plying the incident fusion neutron energy by about a

factor of 10 by fast fission of the 238u. xhey also

produce up to two fissile atoms per D-T neutron in

addition to the breeding of adequate tritium to sustain
the system (T/n > 1 ) . The thorium-base blankets pro-
duce more modest amounts of thermal power which is

generally only two or three times that of the incident
fusion neutrons. The fissile atom production rate in

these blankets is not more than one per D-T neutron if

the self-sustaining tritium production is to be main-
tained.^'^ When either uranium or thorium blanket is

exposed to the fusion neutron environment the bred
fissile fuel concentration accumulates so as to increase
the fissioning rate and thus the thermal power output.
The net fissile fuel production rate changes relatively
little, however, until very high fissile concentrations
(~10%) are reached, whereupon production and fission
tend to equilibrate.

Because of tne higher blanket thermal output in

the uranium or fissile enriched blankets which is

mainly due to fission reactions, the fission product
and actinide inventories in these blankets can be large.

The local nuclear heating and after-shutdown decay heat
are thus high compared to those of the thorium-base
blankets which possess more modest blanket thermal
output. The fission product decay heat can cause melt-
down of the fuel if a loss of coolant flow accident
occurs, which is a severe concern from the safety point

of view and necessitates use of diverse and redundant
blanket auxiliary cooling systems. Assuming only
adiabatic heating, the afterheat meltdown time for a

high power density uranium-base blanket can be as

short as one minute. For the lower power thorium-
base blanket designs, the afterheat adiabatic meltdown
time can be as long as one hour under similar loss of

cooling circumstances.
"*

Thorium-base hybrid blankets are also attractive
because of the bred fuel. 233u is superior to 239pu
for use in a thermal spectrum burner reactor.^ In

addition to superior fuel cycle performance 233u offers
the possibility for isotopic denaturing with 238u which
may improve proliferation and diversion resistance.

In the Tandem Mirror Hybrid Reactor (TMHR) study,

a helium-cooled thorium metal blanket was chosen as the

gas-cooled blanket candidate based on the consideration
of better bred fuel (233u versus 239pu), good fuel pro-
duction and economics, positive net electricity pro-
duction and reasonable tolerance of the loss of coolant
flow accident. ^'^

The performance of thorium blanket concepts for

fusion-fission hybrid systems depend on the neutron
and energy multiplication in the blanket through (n,2n),

(n,3n) and fission reactions. The thorium cross sec-

tion uncertainties and their effect on the blanket
nucleonic performance are naturally of concern from

the blanket design point of view. The thorium partial
cross sections such as (n,2n), (n,3n) around the D-T

neutron energy range and (n,Y) in the intermediate
energy range are expected to be subject to uncertain-
ties of about ±10—20%. The thorium fast fission cross

section is also known to ±5% only. A sensitivity study

of these cross section uncertainties is the main pur-

pose of this paper. From the results of this study,

the desired accuracies of the related partial cross

sections can thus be recommended for the accurate com-

putation of the performance of thorium fusion-fission
hybrid blankets.

The blanket configuration and nucleonic perform-
ance are . described briefly in the next section. A

*
Work supported by Department of Energy, Contract DE-AT03-76ET51 01 1

.
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review of the status of the thorium nuclear data is

then given, followed by a discussion of the sensitivity
study of the thorium cross section uncertainties to the

nucleonic performance of this blanket. The concluding
remarks and recommendations of this study are sum-

marized in the last section.

Thorium Fusion-Fission Hybrid Blanket Model

The helium cooled thorium metal TMHR blanket con-

sists of a 10 mm first wall, a 0.11 m thick thorium
metal zone, a 0.4 m Li20 zone and a 0.1 m 316 stainless

steel reflector/hot shield. The blanket configuration
and material compositions are tabulated in Table I.

Table I. Thorium Fusion-Fission Hybrid Blanket
Configuration and Material Compositions

Zone
Thickness

(m) Composition Remarks

1 1.90 Vacuum Plasma

2 0. 10 Vacuum Vacuum

3 0.01 Inconel 718 First wall

4 0.11
6.5% Inconel + 10% helium
+ 83.5% thorium(a)

233
U production

5 0.40
6.5% Inconel + 10% helium
+ 83.5% Li20(a)

Tritium
breeding

6 0. 10

10% helium
+

90% 316 SS

Reflector/
hot shield

90% of the theoretical density of this material is

considered to account for the packing effect.

The neutronic calculations were performed using
the one-dimensional discrete ordinates transport code,

ANISN^ with ^2^6 approximation in cylindrical geometry.

All the nuclear data except thorium are from the

DLC-37' library which is based on ENDF/B-IV and were
collapsed into 25 neutron and 21 gamma-ray group struc-

ture using an 1/E weighting spectrum. The group energy
boundaries are the same as given in Ref. 10. The
thorium nuclear data and all partial cross sections
studied in this paper are from the DLC-41^^ library

which used ENDF/B-IV data and were also collapsed into

the same group structure using the same weighting
spectrum.

The resonance self-shielding correction of thorium

cross section is not treated in this study. The effects

of the group collapsing weighting function and resonance
self-shielding correction are not known. However, from

the published results of the 238u blankets, ' ^
' it is

known that the effect of the weighting function is very
small^^ and the resonance self-shielding correction may
reduce the 238u(n,Y) reaction rate by about 4%.''^ It

is believed that the results of this sensitivity study
will still apply to the case when the weighting func-

tion and resonance self-shielding correction are treated.

When the blanket is fresh without neutron irradia-

tion, the thorium metal zone contains no 233u, and only

fast fission of the thorium metal contributes to the

blanket energy multiplication, which is defined as the

ratio of total blanket nuclear heating to the incident
D-T neutron energy. As the neutron irradiation pro-
ceeds, the 233u concentration increases and its fission-
ing also adds to the blanket energy multiplication. The

Th(n,Y) reaction rate also increases due to the increase
of neutron population in the blanket. However, 233u
fission burns the 233u atoms and results in a slight
decrease of the net 233u production rate. The tritium

roduction rate, which relies on the ^Li(n,a) and
Li(n,n'a) reactions with the neutrons leaking into
the lithium zone from the thorium zone, increases as

the 233u concentration in the blanket becomes larger.
The irradiation lifetime of the blanket module is

limited by the burnup limit of the thorium metal. This
bumup design limit is about 1% at the peak location,
which occurs immediately behind the first wall and
corresponds to an accumulated first wall neutron
exposure of about 9 MW-yr/m2. After the 9 MW-yr/m2
blanket lifetime is reached, the 233u concentration
in the thorium metal is about 3%. The blanket is then
discharged and replaced with fresh blanket modules.
The nucleonic performance of the thorium fusion-fission
hybrid blanket at the beginning and end of life are

presented in Table II. Note that in this table the
time averaged tritium breeding ratio is about 1.12,

adequate for tritium self-sufficiency, although it is

1.00 at the beginning of life and increases to 1.24

tritons per D-T neutron at the end of life. The net
233u production rate which is 0.80 and 0.73 at the

beginning and end of life, respectively, is time-
averaged to be 0.76 atoms per D-T neutron. The blanket
energy multiplication, which is about 2.7 at the begin-
ning of life, increases_to 7.1 at the end of life, with
a time-averaged value, M, of about 4.8.

Table II. Nucleonic Performance of the Thorium
Fusion-Fission Hybrid Blankets at the
Beginning and End of Life (Reactions

per D-T Neutron)

Nucleonic
Performance
Parameter

Beginning
of Life

(No 2^^U)

End
of Life

(3% ^-^^U)

^Li(n,a) 0 8995 1.1407

^Li(n,n'a) 0 1018 0.1021

Tritium breeding ratio 1 0013 1 .2428

Th(n,Y) 0 7983 0.9429

Th(n,2n) 0 3208 0.3114

Th(n,3n) 0 1083 0. 1044

Th(n,f) 0 1005 0.1105

Th(n,vf

)

0.3611 0.3798

"^U(n,y) 0.0208

233
^'^''u(n,2n) 0.0031

0.0003

233^ U(n,f) 0.2641

^^\(n,vf) 0.6942

233
Net U production 0 .7983 0.6546

Blanket energy
mult iplication

2 .7 7.1

Defined as the ratio of blanket thermal

output to incident D-T neutron energy.

As stated in the previous section, this blanket

concept utilizes the neutron and energy multiplications

from Th(n,2n), Th(n,3n) and thorium fast fission as

well as 233u fission reactions when 233u atoms accumu-

late. From Table II we see that the additional number

of neutrons coming out of the Th(n,2n) and Th(n,3n)

reactions is about 0.54 per D-T neutron. It is almost
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Table III. Fractional Contributions to Nuclear Reaction Rates in the
Thorium Fusion-Fission Hybrid Blanket in Specified Energy Ranges

Energy Range
(MeV) Th(n,2n) Th(n,3n) Th(n,vf

)

Th(n,Y)
5
Li(n,a)

7
Li(n n'a)

13.5 - 14.9 90.

1

98.4 78.6 11.7 0.0 40. 7 4.6

2.5 - 13.5 9.9 1.6 12.6 2.5 0.2 59 3 4.6

0.41 - 2.5 8.8 18.9 2.4 29.5

3.4 X 10~3 - 0.41 0.0 57.5 53.4 57.0

0.35 - 3.4 X 10"^ 8.0 26.5 3.8

Thermal - 0.35 x 10""^ 1.4 17.5 0.5

At the end of life, -3% ^"^^U in the thorium.

unchanged throughout the blanket lifetime. The amount
of multiplied neutrons due to fissioning is a function
of accumulated 233u concentration in the blanket due to

the fissioning of 233u_ ^j- ^j^g beginning of life it is

only 0.26 per D-T neutron, increasing to about 0.70 at

the end of life. The overall number of available neu-
trons are thus about 1.80 and 2.24 per D-T neutron at

the beginning and end of life, respectively.

The contributions of the various partial nuclear
cross sections in each specified energy range are pre-
sented in Table III. From this table we see that the
most important Th(n,2n), Th(n,3n) and Th(n,vf) reactions
are in the high energy range, particularly around the

D-T neutron energy, i.e., 13.5 - 15 MeV. The energy
below 13.5 MeV also contributes about 10 and 21% to the

Th(n,2n) and Th(n,vf) reactions, respectively. The
tritium production from ^Li(n,n'a) reactions also favors

the high energy ranges as can be seen from Table III.

However, more than 50% of the 233^ production from

232xh(n,Y) reactions and tritium production from ^L±(,n,a)

reactions occur in the energy range 3.4 - 410 keV. In

the range 0.4 - 2.5 MeV, the 233u production rate is

about 19% of the total. About 27% of the tritium pro-
duction from 6Li(n,a) reactions is from the energy range
of 0.35 - 3.4 keV. When the 233^ concentration reaches

3%, 233u fissioning occurs mostly in the intermediate
energy range, namely about 57% in the range 3.4 - 410 keV
and about 30% in the range 0.4 - 2.5 MeV. Table 111 also
reveals that the source neutron energy group, 13.5—15 MeV
produces about 12% of the total 233u.

Th(n,vf

)

. The number of prompt neutrons per fis-

sion event (Vp) in 232xh appears to be known to about
±1% and is not likely to be a significant source of

uncertainty. The Th(n,vf) cross section appears to be

known to about ±5% above 1 MeV. Below 1 MeV, the
Th(n,vf) cross section is highly uncertain but very

small. The ENDF/B-IV Th(n,vf) cross sections are 10

to 15% smaller than recent differential cross section
measurements. A larger 232xh(n,vf) cross section will
be used in the ENDF/B-V data set for 232xh. The 232xh
prompt fission neutron energy spectrum appears to be
representable with a Maxwellian fission neutron tem-
perature of 1.21 ± 0.05 MeV.

Th(n,2n) and Th(n,3n) . The Th(n,2n) cross sec-
tions appear to be known to about ±15%. The ENDF/B-V
232xh(n,2n) cross section will be significantly lower
than the ENDF/B-IV data above 8 MeV (about 10% lower
in the important 13 to 15 MeV energy range). The
232xh(n,3n) cross section uncertainty is estimated to

be about ±30%. Essentially no direct experimental data
exists because 230xh has too long a half life to use
the activation method.

233u(n^vf

)

, xhe 233u(n,vf) cross section is

relatively well known and should be uncertain to ±5%
or less over the entire energy range of interest with
considerably smaller uncertainty in the low thermal
range near 0.025 eV. The prompt fission neutron energy
spectrum of 233u is also vrfell known and very similar to

235u.

Cross Section Uncertainties

As explained in the previous sections, this thorium
fusion-fission hybrid blanket employs thorium in metal
form. The blanket nucleonic performance is highly
dependent on the status of the thorium nuclear cross
section uncertainties. In order to provide information
for evaluating the importance of sensitivity to partial
cross section uncertainty, the status of the thorium
nuclear cross sections, which include (n,2n) , (n,3n),

(n,Y), (n,vf), (n, elastic) and (n, inelastic) , are
reviewed in this section.^'* Based on this review, the
results of this sensitivity study can he evaluated to
offer recommendations for further improvement in cross
section data. Also included in this section are the
status of the 233u(n,vf) cross section, and those of the
constituents of iron- and nickel-based structural alloys,
namely Cr, Ni and Fe. The impact of the tritium pro-
ducing cross sections, ^Li(n,a) and ^Li(n,n'a), are also
discussed.

Neutron Multiplication Reactions

The principal neutron multiplication reactions in
a hybrid fusion-fission blanket using thorium appear to

be the Th(n,vf), Th(n,2n) and Th(n,3n) reactions, and
after some blanket exposure, the 233u(n,vf) reaction.

Fissile Production Reaction

The 232xh(n,Y) cross section in the 10 to 1000 keV
energy range has been the subject of considerable dis-
cussion in recent years. Much of the discussion has
been caused by the publication of very low (20 to 25%)

Th(n,Y) data by Macklin and Halperin,!^ with very small
claimed uncertainties. The uncertainty in the older
activation data of Lindner, et al. , has recently been
drastically reduced by new measurements of the 233p3

decay gamma ray emission probability. It now appears
likely that the Macklin and Halperin Th(n,Y) measure-
ment was afflicted with similar (but more severe) prob-
lems as occurred in the Moxon and Chaffey 238u(h,y)
measurements using the same technique which were later
revised upward. It is significant to note that the

Th(n,Y) cross section measured by Moxon and Chaffey''^

using a technique with known problems agreed very well
with the Macklin and Halperin data in the 10 to 100 keV
energy range where the two experiments overlap.

The uncertainty in the ENDF/B-IV Th(n,Y) cross

section in the 3 to 3000 keV energy range is estimated

to be ±10% in spite of the much larger differences in

the published experimental cross section data. This is

because of the excellent agreement between calculated
and integral experiment values of 232|j^/239(j^ obtained
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in the fast breeder fission reactor programs in both the

U.S.^' and Switzerland.^' The uncertainty in the eval-
uated (n,Y) reaction data for 232xh appears to be simi-

lar to or maybe even slightly less than for 238u in

this energy range.

The uncertainty in the Th(n,Y) cross sections at

energies above about 3 MeV increase rapidly to ±20% or

more. The Th(n,Y) reaction is small above 3 MeV so

that hybrid fusion blanket design uncertainties are not

much affected by the Increased uncertainty.

Other Reactions

The neutron energy spectrum in the thorium portion
of the blanket and the number and energy spectrum of

the neutrons reaching the lithium region will be influ-
enced by other cross sections such as the Th-elastic
and inelastic cross sections as well as (to a lesser
extent) by the cross sections of the Inconel used in

the first wall and as the thorium region cladding and

structural support.

Thorium Total Cross Section. The ENDF/B-IV Th
total cross section data appears to be 10 to 20% too

low particularly below 1 MeV and will be revised upward
for the ENDF/B-V library. The ENDF/B-V Th total cross

sections are claimed to be known to ±3% over the 0.01

to 1 4 MeV energy range with about ±5% uncertainty above
about 15 MeV. The transmission through the thorium
region to the lithium region is directly affected by
this uncertainty.

Thorium Elastic and Inelastic Cross Sections.
Measured elastic scattering cross sections usually
include some contributions from low Q value inelastic
scattering which are almost impossible to experimentally
separate. From a computational point of view, no sig-
nificant error is introduced by this fact although
published uncertainties for the elastic cross sections
are increased by this experimental' problem. The Th(n,n)
cross section is probably known to about ±10% over the

0.1 to 15 MeV energy range. It should be noted that
the ENDF/B-IV and ENDF/B-V evaluations differ signifi-
cantly with the ENDF/B-V data higher by about 10% below
about 80 keV and about 10% lower in the 1 to 4 MeV
range. This is because of the onset of significant
inelastic competition above about 50 keV. Elastic
scattering angular distributions computed from model
calculations agree reasonably well with experimental
data where available.

Considerable experimental data on the Th(n,n')
reaction has been obtained since the ENDF/B-III/IV
Th(n,n*) evaluations were performed. The claimed
uncertainty in the ENDF/B-V evaluated Th(n,n') data is

+10 to 15%. The ENDF/B-V Th(n,n') data will be about
15 to 20% higher than the ENDF/B-IV data in the 1 to 7

MeV energy range with considerable differences in the

details of the inelastic scattering angular distribu-
tions. The details of the angular distributions are
not very significant to blanket design studies except
for their impact on the mean energy loss per collision
which is important in determining the neutron energy
spectrum in the throium region which strongly affects
the tritium production in the lithium region by the
^Li(n,n'a)T threshold reaction.

Structural Material Cross Sections. The Cr, Fe
and Ni cross sections are known to the same, or in most
cases, better accuracy than the thorium cross sections.
Since Inconel is only about 7% of the thorium and
lithium regions, the uncertainties in these cross sec-
tions will not be very significant in the overall sys-
tem uncertainties and a conservative simplification
would be to assume the same uncertainties for Cr, Fe
and Ni as for thorium.

^Li(n,a)T and ^Li(n,n'a)T Reactions . The
^Li(n,a)T reaction is a well known reaction that is

often used as a secondary standard against which other
cross sections are measured. The uncertainty in the
6Li(n,a)T reaction cross sections should be ±5% or
less over the energies of interest in hybrid fusion-
fission blanket designs. A study performed by Steiner
and Tobias^ ^ showed that the ^Li(n,a) cross section is

adequate for tritium breeding calculations within 1%.

The ^Li(n,n'a)T reaction is somewhat less important in
this type of hybrid blanket design, since more than
90% of the tritium breeding is contributed from the
6Li(n,a)T reaction. In this case, the current evalua-
tion may be adequate in predicting the nucleonic per-
formance within 1 to 2%.

Sensitivity Study

Method of Study

The method of the cross section sensitivity study
employed here is based on the linear perturbation theory
as described by Bartine, et al.'^'^ The calculations of

the sensitivities were performed using the ORNL devel-
oped sensitivity analysis code, SWANLAKE.^^ The direct
and adjoint flux distributions required to perform the
sensitivity calculations were computed using ANISN.
The agreement of the Th(n,Y) and 6Li(n,a) reaction
rates in the direct and adjoint calculations is

excellent within about 1%. The calculations for

fission reaction rates are also in good agreement
within about 2%. The ^Li(n,n'a) reaction rates differ

by about 4%. However due to its relatively small con-
tribution to the overall tritium breeding, ~ 10%, the
overall tritium breeding ratios still agree within 1%.

Results and Discussions

The overall sensitivities of the thorium partial
cross sections to the nucleonic performance of the

thorium fusion-fission hybrid blanket are presented in

Tables IV and V for the blanket at the beginning and

end of life, respectively. All quantities are given

in units of percent per 1% of cross section increase.

At the beginning of life, the 233u production rate

is mostly affected by the (n,Y) and (n,vf) cross section

uncertainties. It increases by about 0.44 and 0.14%
if the (n,Y) and (n,Vf) cross sections are raised by 1%,

respectively. At the end of life, it becomes le°ss sen-
sitive and drops to 0.28% for Th(n,Y) cross section.

The effect due to Th(n,vf) cross section uncertainty is

also very small. These results are revealed in Tables

IV and V.

Table IV. Sensitivities of Thorium Partial Cross
Section Uncertainties to 233u Production,
Thorium Fission and Tritium Production
Rates in a Thorium Fusion-Fission Hybrid
Blanket at the Beginning of Life (Percent
per 1% Cross Section Increase)

Cross
Section
Type Th(n,Y) Th(n,f

)

^Li(n,a) ^Li(n,n'a)

Tritium
Breeding
Ratio

(n,n) 0.051 0.002 -0.036 0.127 -0.020

(n,n') 0.055 -0.030 -0. 120 0.138 -0.094

(n,2n) 0.077 -0.021 0.028 0. 194 0.045

(n,3n) 0.085 -0.010 0.052 0.212 0.068

(n,vf) 0.142 1 .008 0. 132 -0. 127 0. 106

(n,Y) 0.443 -0.009 -0.370 -0.015 -0.334

The tritium breeding ratio is sensitive to the

Th(n,Y) cross section uncertainty at the beginning of

life. It decreases by about 0.33% as the Th(n,Y) cross

section is raised by 1%. However at the end of life.
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Table V. Sensitivities of Thorium Partial Cross
Section Uncertainties to ^-^-^U Production,

Thorium and 233u Fission and Tritium
Production Rates in a Thorium Fusion-Fission
Hybrid Blanket at the End of Life (a)

(Percent per 1% Cross Section Increase)

Cross
Section
Type rh(n,Y) Th(n,f) U(n,f

)

Li(n,a) ^Li(n,n'a)

Tritium
Breeding
Ratio

(n,n) 0.064 0.003 0.017 0.013 -0. 139 -0.011

(n,n') 0.067 -0.003 -0.028 -0.010 -0.727 -0.072

(n,2n) 0.084 -0.019 0.019 -0.022 0.215 -0.001

(n,3n) 0.092 -0.008 0.021 -0.007 0.335 0.022
(n.vf) 0.140 1.005 0. 132 0. 134 -0.129 0.112

(n,Y) 0.282 -0.015 -0.149 -0.008 -0,028 -0.010

'3% 233V in thorium.

the tritium breeding ratio becomes relatively insensi-
tive to all cross section uncertainties. This can also
be obsei~ved from Tables IV and V. The thorium fission
reaction rate and thus the blanket energy multiplication
are very sensitive to the Th(n,vf) cross section uncer-
tainty. The fission reaction rate increases by about
1% as the corresponding cross section is raised by 1%,

no matter whether the blanket is fresh or irradiated.
The 233u(n,f) reaction rate, which becomes very impor-
tant toward the end of life when the 233u concentration
increases, is also sensitive to the Th(n,Y) and Th(n,vf)
cross section uncertainties. It changes by about -0.15
and 0.3%, respectively, as the Th(n,Y) and Th(n,vf) cross
sections increase by 1%.

If the cross section uncertainties shown in the
evaluated files as discussed in the previous section
are coupled with the above calculated sensitivities,
the adequacy of the currently available thorium nuclear
data for hybrid design calculations can be assessed.

From the previous section, the Th(n,vf) and 233u(n,vf)

cross sections appear to be known to about ±5%. This
means that the blanket energy multiplication will be

known only to about ±2.5 and 4% at the beginning and
end of life, respectively. However, all the 233u ^nd

tritium production rates seems to be within ±1% due to

these cross section uncertainties. The Th(n,2n) and
Th(n,3n) cross section uncertainties are about ±15 and

30%, respectively. The uncertainties in predicting the

233u and tritium production rates are thus about ±1.2

and 7% and ±2.8 and 2%, respectively, due to the

Th(n,2n) and Th(n,3n) cross section uncertainties. The

blanket energy multiplication, however, can be predicted
within ±0.5%. The Th(n,Y) cross section is known to

about ±10% in the 3—3000 keV range. The uncertainties
due to this cross section uncertainty in predicting the

233u and tritium production rates and blanket energy
multiplication are up to ±4.5, 3.3 and 2%, respectively.
The Th(n,n) and Th(n,n') cross sections are known to

about ±10 and 10—15%, respectively. However, the hybrid
blanket does not appear to be sensitive to these cross
section uncertainties.

Concluding Remarks and Recommendations -

The sensitivities of the nucleonic performance
characteristics of a typical thorium fusion-fission
hybrid blanket to the important thorium partial cross
section uncertainties were calculated. The conclusions
and recommendations of this study are summarized as

follows

:

1. The 233u production rate is sensitive to the

Th(n,Y) cross section uncertainty. In order to

obtain a confident 233u production rate within
±1%, the Th(n,Y) cross section must be measured
accurately within about ±2% versus the presently
available ±10%, particularly in the energy range
3-3000 keV.

2. The thorium fission reaction rate and thus the

blanket energy multiplication depend signifi-
cantly on the accuracy of the Th(n,vf) cross sec-

tion itself. For the blanket energy multiplica-
tion to be within ±1%, Che Th(n,Vf) cross section
must be measured within about ±2% versus the

present ±5%, in the high energy range 13.5—15 MeV.

3. The tritium breeding ratio is sensitive to both
Th(n,Y) and (n.vf) cross section uncertainties.
In order to predict the tritium breeding within
±1%, the Th(n,Y) and (n,vf) cross sections could be

accurate within about ±3 and ±10%, respectively.

In general, it appears that the hybrid blanket per-
formance is not highly sensitive to the nuclear data
uncertainties. The accuracy with which the important
reaction cross sections is presently known appears to

be adequate for preliminary design but it is expected
that further measurements of Th(n,Y) cross section,
particularly in the 3 to 3000 keV range, and of the

Th(n,vf) cross section in the 13.5 to 15 MeV range will
be needed for accurate detailed design.
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For D-T fusion-powered U-233 factories, economics and robustness are strongly affected by the need to breed
tritium. The sensitivity analysis of the S5mibiotic energy system to tritium production data is performed for

systems with neutronically uncoupled lithium and thorium blankets. Neutronics calculations utilizing XSDRNPM
with 100 neutron group libraries and AMPX cross-section processing, revealed only a minor tritium breeding
change between ENDF/B-IV and -V data for ^Li, ^Li, and Pb. For blankets with no multipliers, breeding is most
sensitive to the ^Li cross-sections, which are not known with precision, and on which ENDF/B-V has introduced
no modifications. Differences of 7% in tritium breeding result into uncertainties in U-233 production costs of

typically 15%, while the number of supported fission converters (CR=0.9) varies by 25%. Clearly more certainty
in the ^Li data is needed to properly assess the potential of symbiotic systems.

[Symbiotic energy system, CTR, tritium breeding, U-233 production, fuel cycle, cross-section uncertainty,
economics, denatured fuel, ENDF/B-V]

Introduction

The recent non-proliferation policy statements-*"

have led to an emphasis on alternative energy sources,
which minimize the acessibility to materials directly
useful for weapons production. The need to minimize
the proliferation of sensitive facilities, while exten-
ding the use of the available fuel resources, have
spurred renewed interest in symbiotic energy systems
and denatured (less than 12 w% U-233 in U) fuel cycles.

In symbiotic energy systems, fissile material is

bred in drivers (e.g. nuclear fission- or fusion-driven
breeders) and is used in burners (e.g. advanced conver-
ter fissile reactors). In the drivers, two fissile
materials can be bred : U-233 from thorium, and fissi-
le Plutonium from U-238. The breeding of fissile plu-
tonium is avoided because this fuel cannot be easily
denatured. In addition, we emphasize U-233 factories
to take advantage of ample thorium resources and the
high conversion ratios achievable with U-233 fuel in

thermal reactors. Also, for metallic fuel in the CTR
(Controlled Thermonuclear Reactor) blankets, thorium
metal alloys exhibit more desirable metallurgical pro-
perties than uranium.

The fissile fuel produced in the fusion-powered
factories feeds separate advanced fission reactors
with high conversion ratios, which generate thermal
power for conversion to electricity or process heat.

Note that a certain net amount of power may be needed
to drive the fuel factory.

Since large amounts of weapons-grade fissile ma-
terial are generated in the nuclear drivers, we wish
to maximize the number of proliferation-proof denatu-
red (DU-233) fissile burners per driver. The concept
evaluations were performed for CTR blanket configura-
tions that attempt to maximize fuel (U-233) production,
and minimize power production within the blanket. It

can be shown^ that cost and support ratio optimization
of symbiotic systems depend on minimizing the energy
generation in the fusion reactor blankets. Heat remo-
val from fusion reactors is expensive, and burning
U-233 fuel in the fusion factory lowers the support
ratio. Reprocessing and fabrication of the fusion
blanket are also important components of the U-233
production cost.

In addition, for CTR's surrounding D-T fusioning

plasmas, enough tritium must be bred to make the system
self-sufficient. Fusion-powered U-233 factories, ba-
sed on D-T cycles, are the most interesting because
of the higher attainable "plasma performance" Q values.

They constitute a possible near-term fusion applicat-
ion, and the evaluation of their performance is sen-
sitive to nuclear data, especially the tritium pro-
duction cross-section of the Li and ^Li isotopes.

The nuclear reactions involved are : ^Li(n,a)T +4.8
MeV and ^Li(n,n'a)T - 2.47 MeV.

Different conceptual types of tritium and U-233
breeding blankets were evaluated, and on the basis of

the results obtained, the neutronic results were uti-
lized as a basis for evaluations of the performance
of the overall system (fuel cycle and power cost,

support ratio, energy doubling time, etc.).

The sensitivity analysis of the performance of

conceptual symbiotic energy systems to lithium cross-
section uncertainties is done for systems, whose
principal components are displayed in Figure 1.

L_— liRlVER I 1 nilPV Fg f

Fig. 1. Conceptual Symbiotic Energy System
based on D-T Fusion Driven CTR's.

Cross-Sections

The neutronic calculations of conceptual fusion-

driven blankets were performed with 100 neutron group

cross-section sets, based on ENDF/B-IV and -V data.

The multigroup cross-sections were obtained as fol-

lows :
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ENDF/B-IV based multigroup sets for ^l^i^ 7li, pb,

Fe, Ni, Cr, ^35u, 232xh, etc., were taken from the

DLC-37 multigroup (100 neutron, 21 gamma ray groups)
coupled cross-section library. 3 The kerma factors were
taken from the DLC-37 library.

ENDF/B-V multigroup cross-section (100 neutron
groups) library for ^Li, ^L±, Pb, Fe, Cr, Ni were
generated with the AMPX-II modular code system.*^ The
same neutron group structure was taken as for the
DLC-37 library. The XLACS-II module of AMPX-II was
used to produce weighted multigroup neutron cross-
sections from ENDF/B-V point data.

The 100 neutron group ENDF/B-IV and -V based
tritium production cross-sections (6Li(n,a)T and
^Li(n,n'a)T ) of natural lithium are shown in Figure
2. No significant differences are apparent between
the two versions.

Fig. 2. Tritium Production Cross-Section of

Natural Lithium.

It has been reported^ that the ^Li(n,a)T cross-
section is known to 1% at 10 keV, 2% at 30 keV, 3% at

230 keV, 5% at 750 keV and above. ENDF/B-V has intro-
duced no modifications on the ^Li(n,n'a)T cross-sec-
tion, although its uncertainty estimates^ are 15% from
threshold to 14 MeV. In addition, the tritium breed-
ing depends on the secondary neutron energy distribu-
tion of the ^Li(n,n'a)T reaction, which has a 20% un-
certainty. Note that for blankets with no neutron
multipliers, breeding is most sensitive to the "^Li

cross-section. Recent measurements 7, 8 of tritium
breeding of lithium blankets have shown discrepancies
between experiments and calculations. The reported^
discrepancies in tritium yield from ^LiH were small,
while the experimental tritium yield from ^LiH samples
was 11±5% smaller than calculations based on ENDF/B-
III. In another measurement^ the tritium yield in a

1-m-diam lithium metal sphere was 35% lower than the
measured value, with about half of the discrepancy
perhaps caused by the too high value of the ^Li(n,n'a)T
cross-section. It was recommended that the ^Li cross-
section be reduced by '^-15 to 20% with respect to the
ENDF/B-III values, which are similar to those of
ENDF/B-V. In addition, differences of about 7% in
tritium breeding^ were found by using data obtained
from the ENDF/B and UKNDL libraries.

option. A S4P3 approximation was used in all the cal-
culations, and was verified with several SigPs calcu-
lations .

The tritium and U-233 breeding blankets may be
neutronically coupled. However, this introduces con-
flicts between the neutronic spectrum requirements for

optimum tritium production and optimum ratio of U-233
production to blanket heating. If on the other hand,
neither economics, material and engineering design, nor
the centralization of sensitive facilities seems to be
enhanced by coupling, the two blanket regions may be
separate; in fact, they may belong to different reac-
tors altogether. In the analysis, the neutronically
uncoupled blankets are matched subject to the require-
ment that the system be self-sufficient in tritium.

Since the conceptual designs of CTR blankets are

still very speculative, we will restrict ourselves to

simple geometries for the neutronic calculations.

Tritium Producing Blankets . We considered a sim-
plified spherical breeder, 5-m. inner wall radius,
with 1.2 cm. steel first wall, 100 cm. thick region
of lithium metal or Pb-Li metal alloy, and a 10 cm.

steel outer region. Different compositions of tritium
breeding blankets were evaluated, and the neutronic
results were utilized for U-233 production cost and
support ratio calculations of the overall symbiote.

A synopsis of some of the results obtained is

shown in Table 1. The use of the endothermic (n,2n)

reaction of Pb in a lithium blanket increases the

tritium yield by 7%. The fraction of tritium produced
by the ^Li(n,n'a)T reaction decreases from 51% to 15%,

by switching to a Pb-Li metal alloy. Since the uncer-
tainty in the ^Li(n,n'a)T cross-section is higher than
in ^Li(n,a)T, a smaller tritium yield from ^Li produ-
ces a smaller uncertainty in the tritium production
of Pb-Li alloys. However, an additional uncertainty
in the tritium breeding is introduced by the Pb(n,2n)

cross-section uncertainty-'--'- of ±7% at 14 MeV. Neu-
tronic calculations were performed to ascertain the
effect of the Pb(n,2n) uncertainty on the tritium
yield. A ±7% change introduces a variation of +0.42%,
-0.47% in the tritium breeding. A simultaneous decrea-

se of 7% for Pb(n,2n) and 15% for ^Li(n,n'a)T gives a

1.9% decrease of the tritium yield. Pb-Li alloys seem

to have a smaller sensitivity to present cross-section
uncertainties than lithium metal blankets, and in

addition they have higher breeding gains.

ield from

local

1.59 1.32*

Total Total tritium
Eoorgy
(MeV) &Li ?L1

1.447 0.253 1.69 1.41*

''LD 1.520 0.182 1.70 1.42

4.5 0.78 0.802 1.58 1.32* 0.0

1.425 0.246 1.67 1.39 0.533

.532 0.184 1.72 1.43*

alnty of Pb(n.2n)

1 .442 0.236 1 .678(+0.422) 0 . 551 (+-3 . i:

)

1.425 0.246 1.671 0.533

1.407 0.255 1.663(-0.472) 0.517(-3.4Z)

Neutronic Analysis

The neutronic calculations of CTR conceptual
blankets, surrounding D-T fusioning plasmas, are per-
formed with a revised version of the discrete ordinates
code XSDRN-PmIO, which incorporates a fuel depletion

Table 1. Tritium Yield of Lithium Blankets

per Fusion Neutron.

Several sensitivity studies have been performed

to determine the effect of cross-section uncertain-

ties on the tritium breeding of lithium metal blankets.
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Santoro et al^^ concluded that ENDF/B-III data give
tritium breedings which are most sensitive to changes
in ,n'a)T cross-section. A 15% change in cross-
section introduces a 6.8% change in tritium yield of

a natural lithium ORNL blanket design. Tobias and
Steinerl3 concluded that, using ENDF/B-III data, the
6Li(n,a)T uncertainty caused a 1% breeding ratio change
and the 7Li(n,n'a)T and secondary neutrons uncertain-
ties introduce a change in excess of 5% in the tritium
breeding. The ^Li(n,n'a)T uncertainty of 15% introdu-
ced a change of 4.9% in the tritium yield of the
lithium metal blanket, which we analyzed.

For a symbiotic system, only 0.32 (see Table 1)

tritium atom per 14 MeV fusion neutron is available
for the U-233 producing CTR. An error on the tritium
breeding ratio will therefore be amplified in the
U-233 production yield per CTR driver ( U233-Driver +
Tritium-Driver)

.

U-233 Producing Blankets . The heat generated
in the blanket increases with time during a cycle
because of the continuous build-up of U-233 in the
thorium fuel. This tends to decrease the ratio of net
fissile production to blanket heat generation. The
fact that the U-233 inventory and heat production
builds up during a cycle necessarily implies an under-
utilization of the thermal installation of the U233-
driver at BOC (beginning-of-cycle) , and an extra pe-
nalty. Analyses of clean blankets give an incomplete
indication of the heat removal requirements of the
factory. [In blanket concepts involving continous
fueling such as LiF-BeF2-ThF4 molten salt blanket, the
U-233 buildup could be minimized. However, the tritium
yield is too low to make the system self-sufficient.
In addition, difficult engineering challenges are
introduced with molten salts.] Also, shaping the
plasma burn, so as to keep the blanket maximum power
density below a preset value, improves the economics
of fusion-driven symbiotic systems. -'^

We considered spherical breeder blankets, 5-m.

inner radius, 1.2 cm. steel first wall, with a 40 cm.

thick thoriiam metal blanket. A 5 cm. of lead, used
as an endothermic neutron multiplier, and 1.2 cm. of
steel separate the thorium region from the first wall;
10 cm. of steel backs it. Heat is removed with helium
gas.

For illustrative purposes. Table 2 shows the
results of neutronic calculations of a thorium metal
blanket. The CTR was simulated at an effective plasma
performance, Q' =rilxQ = 4.0 (where rii» injector
efficiency and Q, plasma performance). Other parame-
ters were : 500 Mwatt power injected into the plasma,
400 watt/cc maximum power density in thorium metal
fuel, operation with coastdown at EOC (end-of-cycle)

,

85% blanket closure, 4% structural, 2% reprocessing
losses of U-233, energy of the charged particles and
radiation fully absorbed by first wall. Observe that,
while the net U-233 production rate stays almost con-
stant, the blanket power increases rapidly during a

cycle of the U233-driver.

Fuel Cycle and Power Cost

The sensitivity studies of fuel cycle, power cost
and support ratio, are based on detailed mass and
energy flow balances, assuming 85% blanket closure for
the fusion breeders, and 2% fissile fuel losses in
reprocessing and refabrication.

The computer code that is used to analyze the
scenarios, is a complex cost analysis and optimization
code^^, that incorporates US INFCE and NASAP prelimi-
nary economic guidelines. An effective interest rate
(without inflation) of 4.525%, and an appropriate
sinking fund depreciation, are used. The method of

Month

1

A

7

10

13

14

15

Powe r

Injected
Net U-233
Produced

(Mwatt) (kg/month)

500

500

500

500

500

500

475

1715

1725

1735

1750

1760

1765

1670

Blanket
Power

(MWth)

5 390

7160

9140

11360

13840

14740

15080

Maximum
Power

Dens i ty
(watt/cc)

140

190

245

305

370

390

400

Table 2. Results of a typical Fuel-Cycle
Calculation of a U233-Driver Blanket.

indifference pricing is applied. Operations-and-
Maintenance, and taxes are not included in this analy-
sis. The fusion drivers and the fission burners are
operated at 75% capacity factor, with a 40% heat-elec-
trical conversion thermal efficiency. A refueling
down-time of two weeks is used for the U233-drivers.
A 30 year lifetime is assumed for the CTR drivers and
the fissile burners.

DU-233 Fissile Burner . The burners are CANDU
advanced converter reactors (ACR) , one GWe, burning
denatured U-233 fuel, with a conversion ratio, CR = 0.9

and a ratio of capture-to-fission cross-section,
a = 0.1. The following unit cost values are used :

Balance of plant :

Nuclear island :

Fuel fabrication :

Fuel reprocessing

$690 / kwe-installed
$170 / kwe-installed
$590 / kg-HM
$240 / kg-HM

U233-Driver . The method used for the capital unit
cost calculations of the CTR's is similar to the one

reported by Kostoffl6 of the Office of Energy Research
of DOE. Beam injector cost is assumed proportional to

the electric power that goes into the neutral beams.
Injection efficiency is assumed to be 50%. In parti-
cular the cost components are estimated as follows :

Beam injector : B(l,5) x ACR balance of plant=$1030/kw
Nuclear island : 0.7 x ACR balance of plant= $480/kwe
Balance of plant: 1.0 x ACR balance of plant= $690/kwe
Fabrication thorium metal fuel : $130 / kg-Th
Reprocessing thorium metal fuel :$275 / kg-Th

Fabrication and reprocessing costs of the U233-
driver amount to approximately M$700 per blanket
loading.

Tritium-Driver . For the driver for the tritium
factory, the costs are estimated as follows :

Beam injector : 6(1.5) x ACR balance of plant=$1030/kw
Nuclear island : 0.7 x ACR balance of plant= $480/kwe
Balance of plant: 1.0 x ACR balance of plant= $690/kwe
Tritium recuperation : 0.8 x ACR balance of plant =

$550/kwe

Sensitivity of the Performance

The nuclear data that are used for tritium breed-
ing calculations, and especially the (n,a) and (n,n'a)

rections in lithium, are not particularly good. For

example, it has been reported' that the results for

the tritium breeding in typical reactor blankets may

differ by 7% by using cross-section data from the

ENDF/B and the UKNDL libraries.

Performance sensitivity calculations to nuclear

data uncertainties are performed for sjrmbiotic energy

systems, whose principal characteristics have been
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described. Figure 3 displays the U-233 indifference
cost of a symbiote, whose CTR drivers are simulated at

an effective plasma performance, Q' = 2.5 (plasma
performance, Q = 5, injection efficiency, m = 50%).

i

j

1

i

L

M
1

•tI '

—

1

-72 cri ium yie Id

i

!

1

Mq
,

.-5 50 /Ib-Uj

"1

1

—

+ 77. crit lum yie Id

-

F

U2
uel
33-D
i—

Cos
riv€

Cycle length U-233 driver (monch)

Fig. 3. Indifference U-233 Production Cost of a

Symbiotic Energy System (Q=5).

A. Tritium-Driver : Lithium metal blanket

$1030/l<w Injection Cost S2050/kw Injection Cost

U-233 Cost
($/gr-U233)

+ 20 . 0'/.

-9.67.

+1VZ
-8.2%

Number of
ACR per
Driver

31 -26-2%
+20. 5X

-25 . 87.

+20.0%

^„ -25.2%

U-233 Cost
($/gr-U233)

+22 . 6%
-11%

+19 . 6%
-9 . 5%

+17.1%
-8 . 3%

Number of
ACR per
Driver

31 -26-2%
+20.5%

-25.8%
+20.0%

-25.2%

Tritium-Driver : Pb-Li Nat metal blanket
Injection cost CTR Drivers : $1030/kw

400 watt/cc* 200 watt/cc

U-233 Cost
($/gr-U233)

1-9.5%

-6%

Number of
ACR per
Driver

+16 . 3%

-17. 7%

+8%
-5%

+15.4%

-17%

U-233 Cost
(S/gr-U233)

+ 7%
-4.4%

Number of
ACR per
Driver

+15. 7%

-16%

* Maximum allowed power density in blanket
of U233-Driver

** Values shown are at minimum U-233 production costs.

The U-233 production cost is very sensitive to

the cycle length of the U233-driver; for small irra-
diation periods, the effect of the high fabrication
and reprocessing costs of the thorium blanket is very
strong. For longer cycle lengths, shaping the pulse
so as to keep the blanket maximum power density below
a given value, permits the achievement of a higher
discharged U-233 inventory, and it improves the econo-
mics of the symbiote. 1^ However, a too long coast-
down decreases the net U-233 production rate, and in-
creases the effect of the fixed capital charge rate of

the CTR drivers.

Table 3 displays the principal results of the per-
formance sensitivity calculations. Values shown are
at the minimum U-233 production cost level.

Figure 3 and Table 3 display the high potential
of CTR-driven symbiotic systems. Observe that the
number of advanced converter fissile reactors that can
be driven is very high, but is very sensitive to the
tritium production cross-sections. The support ratio
is also much larger than LMFBR drivers. -'-^ Note that

a production cost of $100 per gram U-233 corresponds
to an equivalent yellowcake cost of approximately
$100 per pound of U3O8 (at $75/SWU, 0.2% SW tails,
20 w% u-235 in U, 1.4 equivalence U-233/U-235) . CTR-
driven scenarios could therefore become competitive
with U-235 driven cycles in the near future.

The uncertainties of the 6Li(n,a)T, 7Li(n,n'o)T
cross-sections and its secondary energy distribution
escallate into greater uncertainties in the U-233 pro-
duction cost and the number of advanced fissile bur-
ners that can be supported by the fusion drivers.
For example, a -7% change in tritium yield of a tri-
tium-driver causes a +20% increase of the U-233 pro-
duction cost and a -26% decrease of the support ratio
per driver, when operated at Q = 5. A -7% change in

tritium yield in a Pb-Li metal blanket tritium-driver
causes smaller changes : +11% and -18%, respectfully.
The cross-section uncertainties cause smaller changes
in the tritium yield of Pb-Li blankets, and the

Table 3. Sensitivity of a +7% Change in Tritium
Breeding on the U-233 Production Cost and ACR
Support Ratio.

sensitivity of production cost and support ratio is

even smaller.

A 100% increase in the CTR injection cost causes
typically a 22% increase in U-233 production cost.

Decreasing the maximum allowed power density in the
thorium blanket from 400 watt/cc to 200 watt/cc causes
typically a 9% increase in U-233 cost. The sensitivity
to cross-section uncertainties remains about the same.

Conclusions

Factories powered by D-T fusioning plasmas are cur-
rently the most interesting ones, because of the higher
fusion interaction rates attainable. However, the

need to make the symbiotic system self-supporting in

tritium implies that the evaluation of the performance
will be very dependent on the tritium breeding. This
fact emphasizes the need for better lithium cross-
section data, especially ^Li data.

It has been shown above that the present uncer-

tainties in the lithium cross-section data may introdu-

ce an uncertainty as high as 20% in the cost of the

produced U-233 fuel, even if no other uncertainties
are present.

The attractiveness of a symbiotic energy system

depends on high support ratios to keep overall cost

down. A decrease in the tritium available for U-233
production results in a lower number of fissile

reactors that can be supported, and therefore a large

uncertainty in the benefits associated with D-T fusion-

driven U-233 factories.

The use of Pb-Li metal blankets in a symbiotic

system gives lower U-233 production cost, higher
support ratios of the drivers, and smaller changes to

present lithium cross-section uncertainties.
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Clearly, careful optimization of the factory
design and evaluation of symbiotic scenarios are tain-
ted by this built-in uncertainty.

17. J. P. Renier, T. J. Hoffman and J. G. Martin,
The Eaonomias of Fusion-Driven Symbiotic Energy
Systems, ANS Conference, Atlanta (June 1979).
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MEASUREMENT OF (n,a) CROSS SECTIONS ON Cr, Fe AND Ni IN THE 5 TO 10 MeV NEUTRON ENERGY RANGE

A. Paulsen, H. Liskien, F. Amotte and R. Widera
Commission of the European Communities

Joint Research Centre, Central Bureau for Nuclear Measurements
2440 Geel, Belgium

A measuring programme has been set up at the CBNM Van de Graaff accelerator facility for the
determination of (n,a) cross sections on the main constituents of fast reactor structural materials,
namely the elements Cr, Fe and Ni. The a-particles are detected in a reaction chamber by telescope
counter arrangements at five observation angles between 14 and 140°. The experimental apparatus
and procedure are explained. The results for nickel and iron in the energy range from 5 to 10 MeV
are presented. Corresponding measurements on chromium are running.

[ Cr,Fe,Ni(n,a) cross sections, 5-10 MeV, angular distributions]

Introduction

Helium formed in stainless steel through (n,Q)

reactions influences the mechanical and dimensional
properties of nuclear reactor structures. For thermal
reactors this helium formation is mainly governed by
the two-step process ^ ' Ni (n,7 )" Ni (n,a * Fe, but for

fast reactors the (n,a) reactions on the constituents
of stainless steel are dominant '

. Cross section mea-
surements for these (n,a) reactions have been carried
out in very few cases at 14 MeV neutron energy. There-
fore the measurement of elemental (n,a) cross sections
of Cr, Fe and Ni is requested by the designers of fast

reactors in the neutron energy range from threshold
(~ 5 MeV) to I5MeV

^

Experimental

As the (n,<i) reactions on most of the involved
main isotopes lead to stable nuclei activation techni-
ques are not applicable. To study the elemental (n,a)

cross sections of Ni, Fe and Cr we designed a reaction
chamber for direct a-particle detection during neutron
irradiation at the 7 MV electrostatic accelerator of

the CBNM. A cross section view of this chamber is

shown in Fig. 1

.

Five charged particle detector telescopes, each
consisting of two energy loss detectors (proportional

counters) and one total energy detector (surface

barrier counters) in a triple-coincidence arrangement,
are registering the charged particles emitted from a

thin metallic foil (about 3 mg/cm^) in the center of

the chamber. The mean observation angles relative to

the incoming neutron beam are 14,51,79,109 and 141°.

All the energy loss detectors are combined in two

pairs of proportional counters, one pair oh each side
of the sample. A neutron collimator is used between
neutron source and reaction chamber to keep random
coincidences at an acceptable level and to suppress
neutron-induced charged particle production in the

surface barrier counters. In the middle of the cham-
ber a movable slide permits to insert different sam-
ples (the sample to be studied, a reference sample, a

background position and a radioactive a-source)

.

The electronics of this chamber are sketched in

Fig. 2. After extraction of the timing information
by the indicated threshold discriminators the analo-
gue signals from each pair of proportional counters
are summed and led together with the five E-signals

to the multiparameter data acquisition system
(ND 6600) which serves in this case as a fivefold bi-

parametric analyzer.

DETECTOR 4 DETECTOR 2 DETECTOR 1

SAMPLE <25nim
NEUTRON COLLIMATOR

I
_ — -

j

Fig. 1 : Cross-section view of reaction chamber and neutron collimator
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PC. PROPORTIONAL COUNTER

PA. PREAMPLIFIER

MA. MAIN AMPLIFIER

AE-SIGNALS E-!

SBD = SURFACE BARRIER DETECTOR

TH . THRESHOLD SU . SUMMING

CO . COINCIDENCE GA . GATE

Experimental set-up for reaction chamber. Ea (MeV)

Fig. 2 The detector electronics used with the
reaction chamber

Fig. 3 indicates the measuring procedure. The
differential (n,a) cross sections for the five obser-
vation angles are calculated from the observed reac-
tion rates. Since the information about the neutron
flux is deduced from a measurement of the recoil pro-
ton scattering rate from a polyethylen foil into de-
tector 1 (about 1A° observation angle) the final dif-
ferential cross sections are directly proportional to

the assumed differential n-p scattering cross section^

.

Besides the reaction rates and foil characteristics
the result depends furtheron in good approximation
only on the ratio of the detector solid angles which
are measured with an ^'*'Am a -source. The dynamic
range of the electronics used is insufficient to re-
cord simultaneously the spectra of emitted protons and
a-particles. Consequently the recoil protons are ob-
served in a separate run. Since the deuterium gas
pressure in the target for the D(d,n) neutron source
is very stable in time the beam charge integrator
serves as a neutron monitor linking the runs.

Evaluation of differential cross sections from measured

reaction rates R"'° = % • N • (^). '
• • fi; , i = 1 to 5

OS a similar equation is valid for ^^j^ of ttie elastic. n-p scattering

0 -
_ _

P I H nuclei /cm^

neutrons/sr- s

N I nuclei /cm^

Fig. 3 : Explanation of measuring procedure

Fig. 4 : a-particle spectra from nickel at 79°

observation angle, corrected for energy

losses in the sample foil and counter gas

Results

For nickel and iron results are available where-
as the measurements on chromium are running. The
hyperbola-like curved a-mountain is clearly identi-
fied in the bi-parametric (E,AE) pulse height spectra
of the five detectors. An integration over the AE-
axis and correction for energy losses in the sample
foil and counter gas yields rather clean a-spectra
which are shown in Fig. 4 for nickel and 79° observa-
tion angle and which are similar for iron.

These spectra can be well fitted with a so-cal-
led compound nucleus evaporation shape. The constant
low-energy boundary is due to the Coulomb barrier of
the separating nuclei and the high-energy boundary
increases with increasing neutron energy, according
to the increase of energy available to the reaction.

The determination of average Q-values through
average a-energies permitted the transformation of
the angular distributions into the center-of-mass
system. Fig. 5 shows some of the Ni cm. angular
distributions. Fig. 6 and 7 show the relative fit-
ting coefficients for Legendre poljmomials up to the
second order for the Ni and Fe cm. angular distri-
butions respectively. Values of Ai /Ao are roughly
zero and values of A^ /Ao are decreasing with increas-
ing neutron energy. Both statements are in qualita-
tive agreement with the expectations from a reaction
model of the compound nucleus theory. The data
points shown around 14 MeV refer to ^*Ni(n,a) measu-
rements of Seebeck and Bormann " and Khan et al.

'

with the isotropic ^^Ni(n,na) contribution subtracted
and to the ^'Fe(n,a) measurement of Dolya et al.

'

assuming a negligible '*Fe(n,na) contribution.
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Fig. 7 Relative cm. fitting coefficients for Legen-
dre polynomials up to the second order for

the angular distributions of a-particles
from Fe

The resulting angle-integrated Ni(n,a) cross
sections are shown in Fig. 8. The two existing data
points for elemental nickel are a quadrupole spectro-
meter measurement at 1 5 MeV from Livermore ' and a

high sensitivity gas mass spectrometer measurement at

14.8 MeV of Farrar IV and Kneff \ All results are
in reasonable agreement with a cross section curve
constructed from the KEDAK data file ' and which is

based on theoretical model calculations having the
''Ni(n,a) contribution normalized to a 14 MeV measu-
rement. A measurement on ^^Ni, *''Ni and '^Ni at

14.7 MeV by Dolya et al. ' results in 131 + 13 mb for
natural nickel and is considerably higher than the

elemental nickel results.

The corresponding Fe(n,a) results are shown in

Fig. 9. Again the two existing data points around
15 MeV for elemental iron of Grimes et al. ' and

Farrar IV and Kneff * are in good agreement. But

these results are also in reasonable agreement with

the result of Dolya et al. ' which adds up to

54 + 5 mb at 14.7 MeV from measurements on the iso-

topes '"Fe, '*Fe, ^''Fe and ' * Fe . The cross section
curve constructed from the KEDAK data file ' is

again based on theoretical model calculations having
only the very small contributions from '"Fe and

'
' Fe

normalized to experimental 14 MeV values. This cur-

ve is in a rather rough agreement with the results
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of this work, but is is about a factor of two higher
than the experimental results around 15 MeV.
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HEUTROII ITOGLEAL CROSS 3SCTI0K DATA FOR PUSIOil TECHiroLOGY

C.V. SRIillVASA RAG and J. RkUk RAO
Laboratories for Suclear Research, Andlira Unlversitj-, Visakhapatnam-530Q03 . HTDIA.

The investigations on the interaction of fast neutrons with the potential structural
materials are of primary importance for the desi,gn of fusion reactor. Cross sections for
nine fast neutron induced reactions in the isotopes of llolybdenum, v/hich is a candidate for
the first wall of the fusion rea.ctor, have been measured using the versatile mixed powder
technique and the high resolution Ce(Li) detector.

The high light of the present work is a new eler,ient of procedure, self-absorption
effects and self-scattering effects which are taken into account experimentally.

A study of the trends of the fast neutron cross sections was undertaken which is
generally very useful from the view point of fusion reactor technology. This is because
one requires the cross section data for various nuclides in the isotopes and isotonic
chains (transmuted species) of the natural elements composing the potential structural

materials.

r94,92-- , „ ^ 100, 98,97,96,, r \ "12-,^ , ^ , , , • ^. -, , -, . , -,

L
' Ho(n,2n)} » ^ , Mo(n,p); Mo(n,a), 14 fieV, statistical model, experimental

trends].

Introduction

Interest in 14 MeV neutrons has been
greatly stimulated in recent years by two
important applications - material damage
studies for controlled fusion reactors and
neutron radiotherapy. Bven though the
plasna physical feasibility of controlled
fusion pov/er has as yet not been demonstra-
ted, joint effort is already needed since
the o.nticipated technological problems are
considerably greater than those vjhich have
been encountered in fission reactor teclino-
logy. In this present paper, the author
considers just one aspect of the diverse
problems and discuss the needs and status
of neutron nuclear data.

In the present state of the art the
Deuteri'am-Tritium-Lithiura (D-T-Xi) fuel
cycle seems to be the most promising candi-
date for the release of theraionuclear energy.
In the IH-T fusion, 8C % of the total energy
is carried off by 14 MeV neutrons, and
therefore, studies on the interactions of
fast neutrons with potential structural
materials are of prime importance for the
design of fusion reactor.

As sufficiently intense 14 I-'eV neutron
sources are not available at present for the
engineering testing of the working condi-
tions of the fusion reactors, accurate cross
sectioii data for all the elements are needed
for- the calculation of the TritiU'.\ breeding,
rg.diation shielding, radiation damage , neu-
tron multiplication and so on.l>^?7»4

There have been several reviev.'S of
the available fast neutron cross section
data from the view point of fusion reactor
tecxmologyl t » 5 > it has been shown that
all types of cross sections in the energy
range 13-15 I-leV are essential.

As far as nuclear reactions induced
by 14 MeV neutrons are concerned, most
extensive investigations have been carried
out in the case of (n,2n), (n,p) and (n,cc)

reactions . 7-12 I'lne data on (n,2n) reaction
are important for calc;ilating the neutron

multiplication and that on (n,p) and (n,a)
reactions for evaluating the radi3.tion
damage. 13 Although the existing data appear
to be rather extensive, some of them have
larger uncertainties than the errors indica-
ted with the r esult, they are inconsistent
with one another. Hence, it is clearly
necessary to resolve the discrepancies with
improved accuracy.

It is by now established that Molybde-
num is one of the most important structur3,l
materials, because of its special physical
properties, it is the potential candidate
for the first v;all material in a fusion
reactorl4 which is subject to intense flux
of energetic neutrons as well as tremendous
amount ox charged particle radiation. The
neutron multiplication and hence the fuel
cycle in a fusion reactor are greatly influ-
enced by the cross section for (n,2n; re-
actions in the isotopes of Mo and also their
radioactive descendants. Likewise (n,p) and
{n,a) reaction cross section throw some
light on the extent of radiation damage to
the structi-U'-al components of fusion reactor.
In vievf of the unprecedentallv large flux
of neutrons the product nuclei formed in
these reactions may themselves become secon-
dary targets and give rise to a chain of
neutron induced reactions. In this way, the
cross section data in the lighter nuclei too
become interesting. It is in t?iis context
tha,t trends of fast neutron cross sections
in lighter nuclei come in handy to make an
approximate prediction of an unmeasured
cross section in an isotope.

Experimental Details

a) Irradi^-'tion and monitor reactions:

Neutron irradiations were carried out
at the 6C0 keV cockroft-Walton accelerator
of Andhra University, Waltair, India. ITeu-

trons were produced through the T(d,n)a:
reaction. The samples were placed at 90° to

the incident deuteron beam, such that neu-
trons irradiating the samples had their
energy, (14.2 + 0.2) HeV. This energy was
chosen from the view point of the utility of

848



the data for fusion reactor technology. The
neutron flux v/as of the order of lOSn/cmVseG.
The flux constancy was monitored by s. BF3
counter embedded in a paraffin block.
Specpure metallic^ form of the samiDle with
purity 99.9 (supplied by J.M.C. high
purity m3.terials division, England) vjas

thorouglily mixed with specpure aluminiuml5
which served as the raonitor through one of
the following reactions:

(i) ^'^Al(n,a)^4j^ai T^/2 = ^5 h, a 115+3 mb.

Eef. (16)

(ii) 'Al(n,p)27Mg, T
1/2 9. 5m, a ==72+5 mb.

Ref . (17)

The mixed powders were pressed in
thin perspex discs so that the thickness of
the sample vrafer was 1 oi' 2 mm.

b) Counting and calculation of the Cross
Section:

After irradiating the nixed powder,
gamma counbing was made on a 35 oc. high
resolution Co-axial Ge(Li) detector (PWM:
4.6 at 1352 keV) in conjunction with a
rID512 che.nnel analyser system. Figs. 1 and
2 show typical gamnia-ray spectrujn of the
irradiated sample. The relative photopeak
efficiency of the detector was calibrated
by employing the simulation technique which
also takes into account the self absorption
and scattering of gararaa rays vrithin the
sample. 13

CHANfei. (AMBER

f'ig. 1: Gamma-ray Spectrum of irradiaued
(i-Ioiiil) Powder Sample.

680

CHA(MEL NUMBER

Fig. 2: Gamma- ray Spectrum of irradiated
(Mo-i-Al) l-owder Sample.

The cross section was calculated by
using the ex-oression

(3-- ^ ^

, [j - gX PG- >^n-\i I )]& X ipC-Arn^- g X p C- ^^tb)]

vfhere A is the area under the photopeak of
the selected gamma.-ray counted in the time
interval tg, to t-j^, X is the disintegration
constant of the residual nucleus formed in
the reaction, P is the relative photopeak
efiiciency for the selected gamma-ray,
corrected for self-absorption and scattering
within the sample, © is the absolute gariiiaa.-

ray abundance in photons per disintegra.tion
in the decay of the residual nucleus foi-med
in the reaction, N is the number of nuclei '

of the particular stable isotope present in
the sample exposed for irradiation, ti is
the time of irradiation, tg^ is the time that
has elapsed since the end of irradiation to
the beginning of counting tt is the interval
between the end of irra-diation to the end of
counting. The parameters subscripted viltli

'm' denote the corresponding terms for the
monitor reactions. The half lives (hence A )

and © w"ere taken from the recent tabulation
of Bowman and I'iacMurdo .19

Measurements

The cross sections measured in the
present investigations are given in Table I
together v/ith the half-lives (T1/2), the
energy of the gamma-ray (Ey), and absolute
gamma-ray abundance (0) in photons per dis-
integration of the product nuclides, along
vfith the literature values.

lii order to make a theoretical compa-
rison, the total cross section for each
reaction were compared with predictions
based on statistical theory on one hand and
semiempirical estimates on the other.

Table II shows such a comparison in
the case of (n,2n) reactions studied for
Molybdenum, It can be seen from columns (5)
and (6) that in these cases the predictions
of the statistical theory turn out to be
gross overestim_ates , this behaviour can be
understood in terms of the fact that the
statistical assumption becomes increasin-^ly
poor "?or lighter nuclei which contain smaller
number of nucleons. Some decrease in the
cross section from, what is expected on the
basis of statistical theory could also
arise frora the circumstance that the first
outgoing neutron is emitted in the pre-
Gquilibriua phase i.e. before the statisti-
cal equilibrium is reached. Such a pre-
equilibrium neutron usually carried avray
la.rge amount of energy vJith the result the
residual nucleus is left with so low
excitation energjf that the second neutron
em.ission is energetically forbidden. Thus,
the cross sections would be derainished.

In Table III is shown a similar com-
parison of experimental and theoretical
values of (n,p) and (n,a) reaction cross
section at 14 Me7. It can be seen from
columns (5) and (6) that statistical theory
generally underestima.tes (n,p) and (n,o;)
cross sections. The enhancement of the
observed cross section over the predictions
of the statistical theory is often attri-
buted to direct interaction effects in (n,p)
reactions. A part of the increase can alec
be traced to preeauilibrium nroton emission.
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Table _ T

iperiinGiital cross sections for (n, 2n) , (n,p) and (n,a) reactions at
1.1.2 + 0.2 rieV.

ol. _ . . „ ijiteratureReactions E(^e7) v7 Q- -^.r-
-, ^r-:^-

-.0

.

^
expt

.

values Ref

.

1. ^'^r:o(n, TrO^^'^rio 6.911 1479 l.C 3.510.5 0.12_^0.G3 20

2. 5^Ho(n,2n)^-^\io 65s 652.9 O.A-7 19+5 22.1+1.6 21
511 1.0 16.2+1.2 22

17 .4+3.2 23

3. ^^i-:o(n, 2n)^-'-^"^°i:o 15.43m 511 0.94 226+11 211+16 21
201+17 22
209+22 23

4. ^°^:-Io(n,p)^°°-^ lib- Urn 620 0.6 9il -

3. ^'Mo(n,-o)"°ITb 51m 737 0.95 10+1.2 4.1+0.5 24
7.3+0.3 25
2.6+0.7 13

^'^wo(n,p)^^^lTb 54s 743.4 0.593 5±1.1 7.4+0.3 22o . r

7. '''l-io(n,p)"^i:b 23. 5h 1092 0.49 12^2 21. 3+1. o 22
19.2+2.1 14

8. ^'^IIo(n,a)'--'"Zr '.ISm S«7.3 1.0 2,1^0.5 ^.4+0.0 22
7 . 4+0 . 6 21
3.6^0.6 13

9. " :4o(n,c;)-'-^ ^Zt 73.51i 310 1.0 24+6 13.7+1.5 24
23.1+2 26

25+3 14
22+3 13

Table - II

Compa^.'ison of experimental an<l theoretical cross sections for vn,2n) reacticr
at 14.2 MeV in T'olvbdenuni

.

31 . T, + -n
5xpt . Values Theoretical Values

rceacxion
Total ^^ \l8 '-^

-, ^ . 27 , 26
"

:-i g Stat. jrearlstem jTink j^cdy

1. ^^HoCn, 2n)^^ho 3.5±0.3 2.5+0.3 6+0.3 1534 1148 1418 865

2. ^^Ko(n, 2n)^-'-ho 19+3 - 226+11 307 321 575 200

Table - III

Co.iiparison 01 experimental and theoretical crcoss sections for (n,p) and (n,a)
reactions at 14.2 I-leV in holyfcdenum.

31. ^Dn^^+-r.-^- Expt. Values Theoretical Values
ho.

xieact^on., ^-
TT^T ~r~^~^~~' '~'2g—''~~7E~'~'-':

'

a Total otat. LevivOVSKii ?ink C-araner

1.
no .^0

hio(n,p) ^"^iib lC+1 16.4 12.76 9.49 9.4

^^Ko(n,p)5'^hb 5 + 2 3.5+1 15+3 6.9 16.98 13.6 20.3

3

.

9^Mo(n,p)^^hb -] 2+2 7.1 22.74 37.

S

23.6

4. " >io(n,a)"-'Zr 2.12+0.^ 24+6 27
"

30.97 24.2
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In coliirans (5),(7),(G) and (9) expe-
rimental values are compared vii;}.;. various
semiempirical estimates, it can be seen
that no single formula fits all the experi-
mental data, although each of them has a
measure of success in reproducing part of
the experimental results. lixt rapolat ions to
other regions involves uncertainties.

The general conclusion tha.t can be
drawn from the above comparisons is that the
neutron data needs of the fusion reactor
designers cannot be met by theoretical
extrapolp^tions

.

Experimental Trend s

Experimentally observed trends of
neutron induced reaction cross sections are
of great help to the fusion reactor physicist
if the trends are well defined they allow
the predictions of an unmeasured cross sec-
tion falling in their line. In 1966 Csikai
and Peto31 showed that (n,2n) cross sections
of isotones increase linearly xjith neutron
excess of the residual nucleus (i'I-Z)j^ for a
given residual excitation-, Uj^. About a
decade later, Cindro and Holub32 revised
these trends in the light of accurate expe-
rimenta,l data acquired with Ge(Li) detect-
ors. Thej found a structureless trend for
high values of (N-Z)j^ and for large residual
excitations Uj-^. Subseq^uently Pai and
Andrews33 re-examined the trends from a
theoretical point of view. They tried to
explain both the trends in terms of the com-
petition between gamma emission and neutron
emission. However, the theoretical fits to
the experimental data are far from satisfac-
tory. Host of these studies on the trends
were confined to medium and heavj^ mass
nuclides, for which the neutron excess
progressively increases to a sig-nificant
value.

However, lighter nuclei are charac-
terised by low values of neutron excess and
there have been fewer studies on the trends,
inspite of their usefulness in controlled
fusion reactor. For this reason the trends
of the (n,2n) cross sections in light e].e-
ments are re-evaluated. In the light of the
present experimental results as well as those
of other investigators. The reactions have
been grouped according to the residual exci-
tation energy into three classes, %=2+l MeV,
4+1 MeV and 6+1 MeV, for each group the ex-
perimental (n,2n) cross sections is nlotted
as a function of neutron excess (iT-Z")]j^ of
residual nucleus. Pigs. (3) and (4) show
these nlots.

-K. (3) in the
region of light elements the (n,2n)

can be seen from
reaction

cross sections increase linearly v:ith neu-
tron excess for residual excitation energy
% - 2+1 HeV. This trend is surprisingly
simple and at the same time general in the
sense tliat it encompasses not only isotones
(as found by Csikai and Peto) but" also for
almost all the nuclides in the lighter half
of the periodic table. This mo.y be vievxed
as a generalised Csikai-Peto trend. Hovjever
it differs from the gross structure trend
proposed by Cindro and Holub for heavy
nuclei.

Pig. (4) s]iov7s the plot.ii Tor Ty-,-4-i^l

KeV and I'+l MeV. It is interesting to" note
from Fig. (4) that while the trend at Uii^-4+l

MeV trend to resemble the gross structure
trend of Cindro and Holub, the one at Ut^-6+1
MeV is already flat and structureless.

2000

"ig. 3: The Experiraental Gross Sections
a(n,2n) as a Function of (N-Z)^

H:. 2+1 MeV.

A tiMeV

Pig.

8 10 12

(N-Z)r

4: The Experimental Cross Sections
a(n,2n; as a Function on (il-S)o

at % = 4+1 and Ur = 6+1

IB 20

In conclusion, it may be said that ths
present series of measurements of the fast
neutron cross sections in some elements of
fusion reactor interest have contributed to
carefullj' measured experimental cross sec-
tion values to remove discrepancies and
help update the experimental data.

The trends of (n,2n) cross sections
of ligiitsr nuclei studied in the present
vfork, have revealed new features different
from those observed previously for heavier
nuclei. The present trends are rather well
defined in the region of elements of fusion
reactor interest so that unmeasured cross
sections can be readily assessed in reali-
sing the dream of the present century - an
operating fusion reactor.
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PRODUCTION CROSS SECTIONS FOR (n,t) REACTIONS IN '+°Ca, ^'•Fe, ^^St ,
^^y, ^'^^Pd, ^^^Sn, 106,114^^^

l39La, 204pb^ 205ji ^^^p, 5 Neutrons

T. W. Woo and G. N. Salaita
Southern Methodist University

Dallas, TX 75275 U.S.A.

The cross sections for (n,t) reaction of 14.6 MeV neutrons with isotopes of the natural elements calcium,
iron, yittrium, palladium, tin, lanthanum, and lead, and with enriched isotopes stronium-86, cadmium-114,
tellurium-130, and thallium-205 were measured by the activation technique using high-energy resolution gamma-
ray spectrometry. The experimental results are generally in good agreement with cross section values obtained
from an empirical equation and with recently reported measurements. The cross section ratio of (n,t) and (n,p)
were calculated on the basis of the statistical model.

Introduction

A literature survey of (n,t) reaction cross sec-
tions at 14-15 MeV shows that for the light mass
nuclei the cross section values are well established.
However, for medium and heavy mass nuclei the
reported information is relatively small and often
in disagreement. In many cases only one, as an upper
limit, cross section value has been reported.

The (n,t) measurement is of importance in regard
to the validity of the cluster model of the nucleus.^
If the nuclear surface exhibits a tendency for
clustering into ^H, ^He, '*He, etc. groupings,
the emission of such groups should be detectable,
especially since many of the reactions are energet-
ically possible with 14.6 MeV neutrons. Reactions
involving the emission of ^H, ^H, and ^He have
generally low cross section values and are more
difficult to investigate.

The dependence of the (n,t) cross section on

the relative neutron excess (N-Z)/A, though weaker
than for the (n,p) and (n,a) can be correlated to

the neutron absorption cross section a (n) as

follows^, 3,'+ c

a(n,t) = (n) , (1)

where is the probability of triton emission.
Equation (1) may be written in terms of the nucleon
radius and the deBroglie wavelength as

1.

a(n,t) = TTr2(A~+^/rQ)2a^ . (2)

For 14 MeV neutrons, -T/rQ = 1 with r = 1.2 F. Then

a(n,t) = 4.52[A3+l)2a^x 10"26 cm^ . (3)

a is established empirically in terms of N,Z and A
of the target nucleus in the form

= a exp[b(N-Z)/A]

where a and b are constants. From a least-squares
fit of the experimental data^ the values of a and b

are found to be 1.7x10 ^ and -13, respectively.
Equation (2) may be used for establishing the gross
trend of the (n,t) cross section and for estimating
unknown values in medium and heavy mass nuclei.

Experimental Method

In contrast to the common reactions such as

(n,p) , (n,a) and (n,2n), the (n,t) and (n, ^He)

reactions for medium and heavy mass nuclei are con-
sidered "rare" due to their rather small reaction
cross section values. These values vary from a few
to a few tens microbarns. As a consequence of the
small cross section values, the measurements are
difficult due to the low induced activities.

High purity powder samples placed in 20 ml 'vials
were irradiated by positioning them near the acceler-
ator where the neutron flux density was about lO-'"

neutrons cm ^sec ^. In order to avoid ambiguous
identification of the product nucleus, the lightest
isotope of each natural element has been chosen when
possible. For measurements on ^^Sr, ^''*Cd, '^'^Te,

and ^°^T1, enriched isotopes were employed as target
materials. In all other cases elements of natural
isotopic composition were used. The chemical
composition and purity of each target material is

given in Table 1.

In studies of (n,t) reactions on '*''Ca, ^"^Fe,

89y, I02pd^ I05cd, I12sn, 139La, and 204pb target
samples were irradiated without any external flux
monitor since an (n,p), (n,a) , or (n,2n) reaction
on one of the isotopes of the element was employed
as an interan standard. In the case of the enriched
isotopes, external monitors such as As, Al, and Tl

were used. The reaction cross sections were calcu-

lated from the areas of the respective photopeaks

of the (n,t) and monitor reaction products.
Correction for gamma-ray branching, internal con-

version, detector efficiency, and isotopic abundance
were applied. Information on the reactions employed
as neutron flux monitors is given in Table 2

together with the cross-section data.

The (n,t) product activities were identified by
their characteristic gamma-ray peaks using high-
energy resolution Ge(Li) detector spectrometer. For
further confirmation a check of the half- lives of
several activities were also carried out.

In general the cross section obtained by the

activation method would giva a sum of the (n,t),

(n,dn) , and (n,p2n) reactions. However, for the
majority of the isotopes utilized the Q-values for
the (n,dn) and (n,p2n) reactions are greater than
15-MeV, whereas for (n,t) reactions the values range
from 5.24- to 13.2-MeV as shown in Table 2. In the
case of '^^La and ^^^Ji the Q-values for (n,p2n)

reaction are 15.39-MeV and 13.91-MeV, and the
respective values for (n,dn) reaction are 13.17- and
11.69-MeV. However, since the residual energy
available for the reactions is much greater for (n,t)

than either of former competing reactions, we assume
the latter to be favored; any contribution from
(n,dn) and (n,p2n) is assumed to be within the

limits of the experimental error of the measured
(n,t) reaction cross section values.
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Table 1

INFORMATION ON THE IDENTIFICATION OF (n,t) REACTIONS

REACTION
TARGET MATERIAL

(Grams) PURITY
IRRADIATION
TIME (Hours)

HALF LIFE OF
(n.t) PRODUCT (KeV)

Ca(n,t) K

Fe(n,t) Mn

CaF2(34)

Fe(63)

«Sr(n.t)«\b

^(n,t)^^"'Sr

102
Pd(n,t

106
Cd(n,t

112
Sn(n,t

114
Cd(n,t

130.
Te(n,t

139
La(n,t

204
Pb(n,t

205,
Tl(n,t

l°ORh

104m,

llOm.g

112,
Ag

^28gsb

137m

In

Ba

202,
Tl

203,
Hg

'Sr(N02)2(2.415)

Y203(23)

Pd(I37)

Cd(174)

Sn(181)

*Cdo (1.142)

*Te(l)

La203(30.63)

Pb(249)

''Tl202(1.117)

99.99%

99.99%

99.9999%

99.9999%

99.5%

99.99%

99.99%

99.9999%

99.9999%

99.999%

99.9%

99.9999%

0.5

1

3.75

5.5

6

1.16

4

6

6

0.153

6

8

7.7 min

21 min

5.7d(g)

33 d

2.83 h

20 h

33 min

69 min

4.9 h

69 min

3. 13 h

8.9 h

2.55 min

12.0 d

46.76 d

2167

1433.6

744.1

881.5

388

540

555.8

767.4

884.7

657.5

617.4

314

661.6

440.2

279.2

*Enriched isotope.

Theoretical Consideration

Brown and Muirhead^ pointed out that for measure-
ment of the (n,p) reaction cross section by the acti-
vation technique one can assume two processes by which
the proton is emitted; one is by direct interaction
between the incident particle and the target
nucleons, the other is from the decay of a compound
nucleus, which is formed by the incident particle
and the target nucleus. We have made an attempt to
test the applicability of these assumptions to (n,t)

reactions

.

Due to the low cross section values, an inves-
tigation of the (n,t) reaction mechanism in medium
and heavy nuclei is possibly only by comparison
between the measured and calculated cross sections.
We have used the statistical model for calculating
the cross section ratios of (n,t) and (n,p) reactions
at 14.6-MeV neutron energy. By comparing the measured
cross section ratio of (n,t) and (n,p) reactions with
ratio obtained from calculations, one can obtain the
relative strength of the direct interaction process.

Calculation of the cross section ratio for the
compound nucleus can be reduced to the determination
of the relative emission probability r /V . The
emission probability for b particle is^given by
the expression^

M, Sj^ and Ej^ are respectively the mass, spin and

kinetic energy of the emitted particle; ^jj(Eu)

iti

IS

the cross section for compound nucleus foifmation by
the inverse reaction, and a)(U) is the level density

of the residual nucleus at U excitation energy. The

even-odd effect was taken into consideration in the

excitation energy U = E + Q, - E^ + n6 by adding n6,

where n is 0, 1, and 2 in the case of even, odd-mass

and odd end-nuclei, respectively; here E is the

kinetic energy of the incident particle, is the

Q-value for particle b, and

i
6 = 10 -A^ MeV , (5)

where A is the mass number.^

by

a(n,t)

a(n,p)

The cross section ratio a(n , t) /a(n ,p) is given

Mp(2Sp.l)

'0
E,a^(E^)co(UpdE^

.E+Q
P

[ E a (E )a)(U )dE
Iq P P P P P

(6)

^b
= \f2Sj^.l)X

bmax

E^^aj^(E^)oo(U) dE^ (4)

The values of a^(E^) and a (E ) were obtained by

extrapolating and mterpolitifig the data of Shapiro.^

These data are given for rectangular potential. Data

from the same table were applied to a round-off
potential taking into account the Kikuchi relation^"

between the B maximum of rectangular potential and

B maximum of the effective coulomb barrier,
eff

"bmin
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eff

where R = 1

B [1

,5A3 -

1.7

10
13

cm, and R

(7)

(1.5 X A3 + 1.21)

X 10 '^cm are the nuclear radii lor the proton and
triton, respectively. The level density id(U) is

given by the Fermi gas model

a)(U) = C exp [2(aU)2] (8)

The value of the level density parameter was obtained
from the relation-^ ^ a = A/8.7 MeV ^. The multiplica-
tion constant C was disregarded for the cross section
ratio because ot its weak mass number dependence.''^

Table 2

ACTIVATION CROSS SECTIONS FOR (n,t) REACTIONS BY 14.6 MeV NEUTRONS

Q VALUE* Monitor (n.t) REACTION CROSS SECTION (yb)

REACTION (MeV) Reactions Cross Section Present Work Literature Reference
(Mb) Theo. Exp

.

Values

La(.n,-t) K 13. 15
44 44

Ca(n,p) K 40±5 16±4 27±8

< 20

100

31±5

(13)

CI 4)

(15)

(16)

^^Fe(n,t)"™Mn

180+20 (17)

13.01 56^ , ,56,^
Fe(n,p) Mn 103±6 108 105±42 95±30 (13)

Fe(n,t) ^Mn 56_ , ,56,,Fe(n,p) Mn

6001100 (18)

12.63 103±6 17±6 10+5 (13)

^^Sr(n,t)^4gj^b 10.74 ^^As(n,2n) '''^As 970+80 50 30±8

^^(n.t)^^^r 10.20 Y(n,a) ^Rb 5±1 45 2±0.6 3. 8±1 .

0

(13)

102p,, ^,100
Pdtn,t) Rh 9. 22

106„,, ,106m„
Pd(n,p) Rh 6.0±2 69 64+22

106„,, .,a04m,
Cd(n,t) Ag 8.89

112„,, -112,
Cd(n,p) Ag 15±1.3

74

57+12

106-,, ,,104g,Cd(n,t) ^Ag 8.87
112„,, ,112,

Cd(n,p) Ag 15+1.3 24±5

112sn(n,t)110^n 9.11
118„ , ,115„,

Sn(n,a) Cd 1. 1+0.08 33±6

112sn(n.t)ll°gln 9.11
118„ , ,115„,

Sn(n,a) Cd 1. 1±0.08
64

28±7

114„,, ,,112,Cd(n,t) Ag 6.32
27 24

Al(n,a) Na 116±3 34 36±8

130Te(n,t)128ggj^ 5.24 Al(n,a) Na 116±3 21 24±8

l^^aCn.t)^^^^ 7. 12
139, , ,139_

La(n,p) Ba 8.7±0.6 28 18±5 21+5 (13)

2°Sb(n,t)202Ti 5.86
2°4pb(n.2n)2°2pb 1740+140 28 29±7 32±10 (2)

205Tl(n,t)203Hg 4.94 2°5Tl(n,2n)202Ti 1950±200 24 33±8

*A11 Q values are negative.

The (n,t) reactions investigated by the activa-

tion technique, their Q-values, and the measured
cross sections are given in Table 2 together with
data available from the literature. It can be seen

from Table 2 that in the case of '°Ca, ^"^Fe, ^^Y,

^^^La, and ^""^Pb there is a good agreement between
the results of this work and the recently reported
values by Qaim.^'^^ Also listed in Table 2 are

values of (n,t) reaction cross sections calculated
by using Equation (3) . It can be seen that the

latter values are in fair agreement with the

measured values, except for ^^Y and ^^^La where the

measured values are for the isomeric states produc-
tion and are therefore partial cross sections.

A study of the systematic trends in the (n,t)

reaction cross sections based on a plot of a(n,t) vs

the atomic member of the target nucleus, reveals that

the value of a increases with increasing Z up to

Z =: 30 and decreases thereafter reaching a plateau
in the heavy mass region. Qaim-'^ made a comparison

of the (n.t) cross sections obtained via tritium
counting with those obtained via gamma-ray spec-

troscopy of the activation products by 14.6 MeV
neutrons. He found that in the light mass region
the two cross sections are very close, indicating
that the activation product is formed via triton
emission. However, for target nuclic with A > 40,

the cross sections obtained via the activation
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technique are higher than those measured via the

tritium counting. The latter were obtained from

fast neutrons produced via break-up of 53-MeV deuteron

on beryllium. Solely from the point of view of
energetics the emission of a triton should be favored
over the emission of three particles. It is possible
that, for the higher energy break-up neutron,
collision dynamics and statistical processes play
important roles in the energy transfer and distribu-
tion in the compound nucleus and consequently enhance
the emission probability of three particles over that

of a bound triton. It appears that the 14.6 MeV data
contain contributions only from the (n,t) reactions
whereas the break-up data given the sum of (n,t) and

Cn,xt) cross sections.

The decrease in the cross section for Z

may be attributed to the increasing Coulomb

> 30

barrier and therefore a decrease in the residual
energy available for the reaction. Table 3 lists both
the theoretical and experimental cross-section ratios
for (n,t) and (n,p) reactions. Listed also are the
E and E+Q values. From the table it can be seen
tEat the expe?imental cross-section ratios for '*''Ca,

5'*Fe, S^Sr, l°^Cd, ^^^Sn and 205^^ larger than the
calculated ratios, whereas for '^'*Cd this trend is

reversed. A tentative conclusion is that the contri-
bution from direct interaction processes in the (n,t)

reaction is stronger than in the (n,p) reaction for
the former six target nuclei and the reverse for
''•'*Cd. In order to substantiate these and other con-
clusions, it is necessary to investigate the excita-
tion function of the reactions and to determine the
angular distribution and energy spectra of tritons.
Such measurements are difficult to carry out with
present techniques due to the low cross section
values for (n,t) reaction at 14.6 MeV.

Table 3

TRITON AND PROTON PRODUCTION CROSS SECTION RATIO

a(n,t)/a(n,p)

REACTION E+Q (MeV) REACTION E+Qp(MeV) MEASURED CALCULATEDt

40^ , ^,38,, , -r 40^ , ,40„
Ca(n,t) K 1.45 Ca(n,p) K 14.07 3.40x10"^ 1.03x10"^

14.68 3.94x10"'' 2.93x10'^

^^Srfn t^^\h 3 86 ^Srfn nl^^Rb 15.5 1.5x10'^ 3.05x10'^

l°^drn t1^%s 5 72 ^°^Cdfn n1^°^ 15.19 1.66x10''* 4.78x10"^

112s f tl^^°ln 5 49 ^^^Snfn nl Tn111 14.72 2.35x10"-^ 2.68x10"^

114 t^ll2,^ o 28 l^Vdm n1^^* 10.77 1.2x10"^ 0. 179

2«^Tirn t)203H„ 9 66 ^05 Ifn
205

Hg 13.6 l.lxlO'^ 5.92x10"*

tAll values are obtained from Equation (6)

.
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KEV NEUTRON CAPTURE CROSS SECTIONS FOR THE S-PROCESS ISOTOPES OF SE, BR AND KR
AND THE ABUNDANCE OF KRYPTON IN THE SOLAR SYSTEM

B. Leugers and F. Kappeler
Kernforschungszentrum Karlsruhe GmbH
Institut flir Angewandte Kernphysik

P.O.B. 3640, D-7500 Karlsruhe
Federal Republic of Germany

F. Fabbri and G. Reffo
CNEN, Centro di Calcolo

Bologna, Italy

The neutron capture cross sections of natural Kr, ^'*Kr and three samples enriched in °^Kr
^^Kr and ^"Kr were measured with the time-of-flight technique in the energy range between 3

'

and 250 keV. The energy resolution was 1.5 ns/m. Capture gamma rays were detected by two CsDe
detectors using the pulse height weighting technique off-line. From these data, Maxwellian
averaged cross sections <av>/v-[- have been determined for all stable Kr isotopes with an ac-
curacy of typically 10 %, except for ^^Kr and ^^Kr, where the uncertainties are 30 % and 100 %,
respectively. In addition, the cross sections for all s-process isotopes of Se, Br and Kr were
calculated with a Hauser Feshbach formalism with width fluctuation corrections, using carefully
evaluated level densities and radiative decay widths. In the calculations all available experi-
mental information about these cross sections was considered to include the local behavior of
parameters. With this improved set of cross sections, the solar system abundance of Kr was
determined from s-process systematics.

Se(n,Y), Br(n,Y), Kr(n,Y), neutron capture cross sections, 3-250 keV, s-process systematics, solar
Kr abundance.

Introduction

For many isotopes there is a parallel interest
in keV neutron capture cross sections from reactor
physics and nuclear astrophysics as well. While the
impact of neutron capture on the neutron economy of
reactors is evident, its importance to astrophysics
has been emphasized e.g. by Clayton^ or by Allen
et al

.

^ Most of the elements heavier than Fe were
predominantly synthesized by neutron capture reac-
tions and from the observed abundances one can distin-
guish two synthesizing processes, one of which is

characterized by neutron capture events on a slow time
scale (s-process). As stars are assumed to be the site
of the s-process the corresponding neutron energy

distribution follows a Maxwellian distribution for

thermal energies around 30 keV. Hence, it is neces-

sary to know the differential cross sections between
'vl and 200 keV for the determination of effective,
average cross sections <av>/v-j-.

The mass region around krypton is especially
interesting for an analysis of the s-process. For the

radioactive isotopes ^^Se and ^^Kr the competition
between l3"-decay and neutron capture leads to a

branching of the synthesis path which is determined
by the neutron flux, the temperature and the respec-

tive cross sections. If the cross sections are known
the other parameters can be evaluated using common s-

process synthesis models. Moreover, and this point
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will be outlined here, the solar krypton abundance can
be determined from s-process systematics via the pure

s-process isotope ^^Kr. For reactor physics krypton
may be of interest as a tag gas to identify failed

fuel elements. For that reason Maguire et al . ^ have
investigated the neutron capture and the total cross
sections of natural krypton and of a sample enriched

in 78»80|^^ neutron energies of 4 keV. Beside the

work of Maguire et al

.

no experimental information on

fast neutron cross sections was available for krypton
so far. We have measured the capture cross sections
for natural krypton, °'*Kr and three mixtures enriched
in Kr, ^^Kr and ^°Kr. In addition, the capture
cross sections of all Se, Br and Kr isotopes relevant
to the s-process were calculated.

Experiment

The measurements were carried out at the Karlsruhe
3 MV Van de Graaff accelerator with the experimental
setup shown in Fig. 1. Neutrons were produced via the
''Li(p,n) reaction using a pulsed proton beam of 500 ps

pulse width, 1 MHz repetition rate and 5 pA average
current. A continuous neutron energy spectrum from
'^2 to 250 keV was obtained by bombarding sufficiently
thick metallic Li-targets with protons of 2.03 MeV
energy. Neutron energies were determined by the time-
of-flight (TOF)technique with a resolution of 1.5
ns/m. This corresponds to a resolution of 200 eV at
30 keV neutron energy.

As the distance between neutron target and

sample was only 61 cm, effective collimation and
shielding of the neutron target was essential to keep
backgrounds at a manageable level. The double tapered
collimator consists of ^LiCOs pressed to 85 % of its

crystal density. The main neutron shield is made of
boron loaded resin whereas in the outer parts boron
paraffin is used. For suppression of gamma radiation
from the collimator or from the room, the detectors
are surrounded by a 20 cm thick shield of antimony
free lead.

The prompt capture gamma rays were registered by

two CeDe liquid scintillation counters of 1 1 volume.
All events were recorded in a two dimensional array
of 1024 TOF and 16 pulse height channels for off-line
application of the weighting technique. Coincident
events in both detectors were stored in a separate
TOF-spectrum. This was of twofold interest: - It pro-
vides a measure for the probability that two gamma
rays of a single cascade are recorded in the same de-
tector. Therefore too large a weight would be attribu-
ted to such events. - Furtheron, the coincidence rate
provides information on the average multiplicity of
the cascade, an additional valuable information about
the capture process.

A difficult problem was the design of a suited
sample canning. The best solution we found was a sphere
of stainless steel with 0.5 mm wall thickness and 2

cm diameter which could withstand gas pressures up to

500 atm. The highest gas pressure during the experi-
ment was 280 atm. All cross sections were measured re-

lative to ^'^Au as a standard. Three gas filled spheres,
an empty sphere for background correction, an additio-
nal canning with a graphite sphere inside to correct
for the neutron sensitivity of the system and a sphere
with a 1 mm thick gold disk were mounted on a sample
changer perpendicular to the plane of Fig. 1. The

samples were changed cyclically in intervals defined
by the neutron flux monitor.

Typical TOF spectra are shown in Fig. 2. As can

be seen the spectrum b) for the empty sphere exhibits

3x10'-

-— TIME-OF-FLIGHT (0.6ns /channel

)

Fig. 2. Typical TOF-spectra for illustration of back-
grounds ,

a) sphere with natural krypton, b) empty sphere,
c) natural krypton after subtraction of spectrum b) and
a remaining, time-independent background.

a variety of resonances. In order to avoid systematic
uncertainties, this type of background is best

be subtracted before the pulse height weighting func-
tion is applied. The peaks in spectra a) and b) near

channel 400 are correlated with the accelerator pulses
and therefore subtract out completely.

The resulting cross section for natural krypton is

shown in Fig. 3. The error bars on the data points repre

sent the statistical uncertainties which vary smoothly

from 20 % at 10 keV to 3 % at 200 keV neutron energy.

The overall systematic uncertainty amounts to '^^5 %.

From a comparison with the cross sections of the other

samples it is found that most of the resonances observed

in natural krypton can be attributed to °'*Kr.

The experimental cross sections were averaged over

the expected stellar neutron spectrum which corresponds

to a Maxwell distribution for kT = 30 keV, 99.5 % of

which lies within the neutron energy range of this ex-

periment. The Mawellian averaged cross sections for the

various samples together with the isotopic compositions

define a system of linear equations which can be solved

to derive the Maxwell ian averages of all stable krypton

isotopes. Unfortunately, the cross section of ^"Kr

turned out to be rather high which complicates the pro-

cedure as this isotope contributes only to one mixture

at a significant level. Nevertheless, with meaningful

limits on the '^Kr cross section it will be possible

to deduce a best set of Maxwell ian average cross sec-

tions for all stable Kr isotopes. As an example, the

preliminary value for ^^Kr is included in Table I.

Theoretical Calculations

Parallel to the experimental effort, theoretical

calculations of capture cross sections of all s-process

isotopes of Se, Br and Kr have been carried out to

provide a data basis for systematic s-process studies.

The relevant range spans from 1 keV to 400 keV. As no

valence capture can be expected in this mass region
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a reaction mechanism was used which considers only cap-

ture via compound nucleus formation. The usual Hauser-

Feshbach statistical model formalism with width fluctu-

ation correction was used as applied in Refs.^'^. We

will not discuss here the model adopted, but wish in-

stead to point out the particular care which was de-

voted to the determination of the parameters required

by the model itself. This is important because it has

been shown earlier' that the accuracy of the calcula-

ted cross sections depend most on the reliability of

the relevant model parameters.

In view of this extensive use was made of the

systematics of the involved parameters as illustrated
in Ref. ' This systematics were specialized as far as

possible to the local behavior of parameters, as it

results from the neighboring isotopes. Accordingly, an

extensive analysis of all experimental information on

the Se, Kr, and Br isotopes was carried out.

As shown in Ref. ' in the energy region relevant

to the present discussion one can retain that in first

approximation capture cross sections are proportional

to the ratio of the radiative decay widths rY(E,J,n)
to the mean level spacing D(E,J,n). Therefore our at-

tention was concentrated on the best determination

of those parameters.

Level density. As indicated in Ref. * a pheno-

menological approach was adopted in order to describe

low excitation level densities and a Fermi gas model

was used at high energies. The level density parame-

ter "a" appearing in the law valid at high energies

was determined from the statistical analysis of reso-

nance schemes whereever possible. The local systema-

tic behavior of "a" vs. neutron number was then de-

termined in order to interpolate "a" in those cases

(all Kr isotopes) where no resonance schemes were

available. Spin and parity distribution laws used

at high energies are those predicted by the Fermi

gas theory^' At low energies, the high energy spin

distribution law was fitted to the low-lying level

scheme spin distribution by means of the maximum

likelihood method. Low-lying level parity distribu-

tions could not be studied according to Ref. ' be-

cause in most cases the level schemes available were

not sufficiently shared between the two parities.

45 50

NEUTRON NUMBER N

Fig. 4.(Above)The local behavior of the level den-
sity parameter a.

(Below)The systematic trend of the energy U

where the two laws of the adopted com-
posite level density are tangent. U com-
pletely determined the total density of
levels and excitation energies below U.
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Fig. 4 shows the level density parameter "a" and the
energy U, where the calculated level densities for low
and high excitation energies were linked together.

Radiative decay widths . The radiative decay
widths were calculated according to the suggestions by
Brink-Axel as applied in Refs.'^'®. Accordingly one
guesses that at the excitation energies involved
Ty only depends on the already discussed low-
lying level density and on giant resonance parame-
ters (GRP). In particular it is proportional to the
photoabsorption cross section at the peak of the di-
pole giant resonance. The GRP depend on the oblate
or prolate character of nuclei and on the deforma-
tion parameter 13. They were determined in all cases
from the GRP systematics mentioned in Refs.^'^.
These criteria for the choice of best parameters al-
lowed for an absolute determination of FyUj .n)with-
out any renormal ization to experimental values
which were only used to check the model predictions.
In cases where no r^^P was available, the calculated
values were checked with those interpolated from
the -systematics of Refs

Optical model parameters . No special care was
devoted to the choice of the optical model parameter
set (OMP) because it affects the calculated neutron
cross sections to a rather small extent (10-15 %) com-
pared to the other parameters involved. Taking into
account the energy range of interest we considered
that our OMP set had to reproduce the experimental
values of s- and p-wave strength functions So, Si , the
scattering radius R as well as the total and elastic
cross sections. Of all the OMP sets available from li-
terature, the one by Ref. proved to be the most
satisfactory.

In Table I the most important parameters adopted
are given together with the calculated and experimen-
tal cross sections for the Kr- , Br-, and Se-isotopes.

The Krypton Abundance in the Solar System

With the Se, Br and Kr cross sections determined
in this work it is now possible to calculate isotopic
abundances created in the s-process with improved ac-
curacy. Using the formalism given by Ward and Newman^^
the abundance N times the cross section <a> which is
a smoothly varying function of mass number and charac-
teristic to the s-process can be written as

N<a>^ = G^

A

n

i=S
(1

1

^01"°^'

+. G, n (1 + —!

2 i=S ^02^''^

1

,-1 (1)

where N<a>^ denotes the product for mass number A.
Gi,2 is determined by the seed abundance and S means
the atomic number of the seed. The product H<o> is
strongly determined by the cross section <a>^ and by
the constants toi,2 which characterize the strength
of the s-process neutron flux. The seed for the s-
process are the isotopes of the iron abundance peak.
It is found that the dominating abundance of ^^Fe allows
to neglect contributions from other isotopes to
a good approximation.

With that formalism the N<a>-curve as a function
of mass number can be calculated if the involved
cross sections <a> i are known. Taking the data set of
Leugers-'-'' one obtains the N<a> curve which is shown
in Fig. 5. The criterion for a reasonable choice of
the parameters for the neutron flux distribution is

that the curve fits the empirical N<a>-values of
those nuclei which are produced by the s-process ex-
clusively, such as ^«Fe, '^°Ge,^^ Se and Mo. Of
course, also an overproduction of any nuclei must be
avoided.

Table I. Adopted values for the level density parameter a. the matching energy U, and the spin cut off
factor a^. In addition the values of radiative widths r^'^'-C(3^ ^j^) g|^j ^|^g lowest possible spin are
compared to the corresponding experimental quantities taken from Ref.-"-^ . In the last two columns
the experimental and calculated values of neutron capture cross sections averaged over a Maxwellian
distribution for kT = 30 keV are given.

cross sections for kT=30 keV

Compound 2 CALC EXP CALC ^ EXP
Nucleus ^ " <a > <a >

(MeV)'^ (MeV) (meV) (meV) (mb) (mb)

work litera-
(prelimi- ture

79„ nary)
81^"^ 13.1 6.5 4.1 279 230 290
82'^'' 13.25 6.8 4.25 300 290+30 233
83Kr 13.15 6.0 8.2 197 - 813
84'^^ 13.00 5. 1 5.0 196 230+50 99 105+15
SS^r 12.5 4.6 6.5 160 ~

350
86'^^ 11-4 3.6 4.7 236 215+60 30
yyKr 9.0 2.8 3.7 297 - 68
ygSe 14.15 6.2 3.8 222 230+50 135
80^6 13.7 6.1 3.1 242 230T55 80
8iSe 12.98 6.5 4.0 200 - 274
80^^ 13.08 4.7 3.4 200 230+100 41 '40
82^"" 13-25 6.8 3.9 310 315T50 672 - 815

Br 13.0 6.0 4.0 200 275T40 366 370
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Beside the s-only nuclei mentioned above, also

"^Kr is synthesized completely by the s-process.

In this case, where abundance determinations by chemi-

cal methods are very difficult and uncertain, the

systematics of the N<a>-curve can be used to define

the krypton abundance in the solar system. With

N<o> = 490 (mb) from the calculated curve and

<o> = 105 (mb) from Table I the abundance of ®^Kr

results as Nez,, = 4.67, normalized to the silicon -

abundance n^. = 10^. This result is accurate to

about 20 %, mlinly determined by the "Kr cross sec-

tion. As the isotopic composition is practically

constant in the solar system, the Kr abundance

yields immediately a total solar krypton abundance

of N|. = 40.3. This value is 16 % lower than the

valur given by Cameron^^ which was determined simply

by interpolation between isotopic abundances of

neighboring elements..

CD

^ 10^-^
1

—

'
—

\

—
'
—

i

—
'
—

\

—

—

56 60 70 80 90 100

MASS NUMBER

Fig. 5. The calculated N<a>curve vs. mass number

compared to the empirical values. The arrow indicates

the position of the s-only nucleus ^^Kr.
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COMPLETE EVALUATION OF ^^'Am BETWEEN THERMAL ENERGY ANO 15 MeV-NUCLEAR MODELS USED-

CONSISTENCY WITH INTEGRAL DATA

E. FORT, M. DARROUZET, H. DERRIEN, P. HAMMER, L. MARTIN-DEIDIER
C.E.N. CADARACHE - B.P. N°l

13115 - SAINT PAUL-LEZ-DURANCF - FRANCE

In this evaluation both integral and microscopic data are considered as reference data. Cal-
culations are performed with SLEW formalism in the resolved resonance region and statistical for-
malism elsewhere. Neutron penetrabilities are obtained from coupled channel calculations, consi-
dering 241/\pi as a symmetric rotationnal nucleus. For fission the agreement is excellent between
evaluated and integral data and is confirmed by the most recent microscopic measurements. High
values for capture cross-sections are supported by integral measurements.

[Microscopic data analysis, coupled channels, complete damping, integral data, consistency]

Justification of data needs

has a non negliqible contribution to the
breeding ratio and reactivity balance of fast bree-
ders.! Neutron capture by this nucleus leads to 238pu
formation with all the problems^ correlated to a resi-
dual heat or neutron emission by spontaneous fission
(242cni) or 1^0(a,n) reaction.

Eval uation method

The first step consists of a critical analysis of
microscopic experimental data in order to select the
values on which the evaluation will be based. The cal-
culations are performed by adjusting only the parame-
ters considered as unknown or known with poor accuracy,
within the limits allowed by the systematics. In other
words, the parameters are chosen so as to preserve the
consistency between all the energy ranges. An other
consistency is searched by comparing averaged evalua-
ted data with averaged cross sections measured in cri-
tical facilities or power reactors having various neu-
tron spectra. These integral experiments are critical-
ly analyzed.

An ideal situation occurs when microscopic and
^gl^earal data aaree. In some extent it is the case for

'Am.

Formalism-Evaluation results

Thermal and resolved resonance region

,In this energy range the work was already presen-
ted.-' We will report here only the main conclusions.
After examination of all available data [WESTON 'S^

(Oak-Ridge absorption), KALEBIN'S et al^ (Melekess
transmission), and DERRIEN and LUCAS^ fSaclay transmis-
sion + fission)], the parameters given by DERRIEN and
LUCAS were chosen because they result from better ex-
perimental conditions and are extended to higher ener-

gy. On the other hand, they permit a good representa-
tion of the Saclay's total and Oak-Ridge's absorption
cross sections. In the resolved resonance region, cross
sections have to be calculated using SLBW formalism. In

the thermal region a good representation is obtained by
the use of a negative energy resonance and for capture by
the addition of a 1/v background as recommended by
WEST0N4 with the following results at 0.0253 ev :

%,n= 9-lOb, a^^^ = 579b, a^^,= 3.16b

Unresolved resonance region (E < 40 KeV) - Averaged
parameters

The averaged parameters are of importance for the
calculations (statistical formalism) inthisenergy ran-

ge and for parametrization of the optical model to be

used at higher energy.

Great care was taken for average spacing (0^=^^

determination which was obtained by MONTE-CARLO sam-
pling^ and maximum of likelihood method applied to re-

duced neutron width distribution. These two methods
gave very close results. For "s" wave, averaged parame
ters were extracted from resolved resonance parame-
ters. For "p" waves they have been obtained by fitting
caoture cross section below (Sl=l) and above 40 KeV
(rj=l). For the radiative width we obtain rl=l~2 r|=0
in qualitative agreement with calculations where the
difference according to the parity of low lying level

densities in 242/\pi -jg taken into account.

,1=0

The averaged parameters are as follows ;

(0.55±0.05)ev, So = (0.94±0.09) lO'^,

S^ = (2. 43±0. 4)10-4, <r|=0> = (43.8±0.7)meV,

r|=l = (85±7)meV, <rf> = (0.24±0.05)meV

Statistical and continum region E > 40 KeV

Experimental data . There are data for total , cap-

ture or absorption and fission cross sections.

Total cross section : The only existing data are those

recintTy'puBTTshed'by PHILIPPS and HOWE^ and obtained
in good experimental condition. They are anecessary ba-

sis for evaluation purpose (see figure 1).

Q5Diyr§_2r_§^§2ri2!tiQD_9i;9§i_§§ction : Obtained by dif-

ferent~technfcs~the values given by WISSHAK et al (cap

ture)S.9 and by GAYTHER and THOMAS-LO (absorption) are

in fairly good agreement and were selected as referen-

ce data for the evaluation. WESTON'S and TODD'S data

are lower by 10-20°/^ (see figure 2).

'^i§§i2[]_9!r9§§-§§9il2Q • There are numerous data, espe-
cTaTTy"between"l~KeV~and 5 MeV. They show large spread

below 300 KeV. Above the same energy we have the same
conclusions as B.H. PATRICK^.

Our fitting procedure was based on mean values
which are represented by those of KNITTER and BUDTZ-

J0RGENSEN12 (see figure 3). Above 5 MeV there are es-

sentially the data of BEHRENS and BROWNE^^ and some

data at 14 MeV including the must recent data of

CANCE et all4 at 14.6 MeV.

Eval uated data . A recent version of the statisti-

cal code FISINGA was used23.For a reaction (n,x) indu-

ced by neutrons, the cross section is written as fol-

lows :
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In this expression the quantities T and S stand respec-
tively for penetrabilities and width fluctuation cor-

rection factors. J,L (and similar superscripts) are
compound nucleus spin and orbital momentum.

For neutron channels, the penetrabilities .are ex-

tracted from generalyzed penetrabilities TL^J.j calcu-
lated with the coupled channels code ECIS^^ by the mean
of the simple relationship :

^L,J (Ul) f »J»j^=L+s
^ y f ,J,j-=L-s

2L+1
(2)

was treated as a symmetric rotationnal nu-
cleus and only the three first states of the fundamen-
tal rotationnal band were coupled.

The parametrization was chosen so as to reproduce
PHILIPPS and HOWE data for total cross section and the

values determined for S*^, and scattering radius.

The potential depths are very close to what
LAGRANGE16 proposes for odd Plutonium isotopes. Defor-
mation parameters determination was inspired from
MOLLER'S et all7 recommendations.

The penetrabilities for gamma channels are writ-
ten as follows : r^n+^

.Tir I -r—

where (j) is the Brink-Axel type profile function.

24lAm is generally believed to have a double hum-
ped fission barrier, the outer barrier being well be-

low the inner one.

Since, no experimental data (except those ques-
tionnably obtained by bombshot) do show intermediate
structure it is reasonnably allowed to assume a comple-
te damping for the coupling between class I and class
II states. If the two barriers are labelled A and B,

total fission penetrabilities are, according to
LYNN^S : T

T T

with

C-f;^/y^sl Tf(E.B,-,)6t (5)

The sum representes the contribution from discrete
fission channels and the integral the one from conti-
nuum.

In these expressions, tQ is the tunnel 1 ing probabi-
lity through the fundamental barrier, while p^'''^ is

the fission channel density for given spin J and pari-
ty TT at deformations corresponding to barrier A or B.
pJj'"' has the following expression :

The constants in expression (6) come from LYNN'S v/ork^?

The calculated values reproduce well KNITTER'S
and BUTZ-JORGENSEN'S data from 300 KeV to 5.5 MeV. They
agree well with averaged values in the resolved reso-

nance region. In the intermediate energy range, they
are lower than all experimental data except the recent
one from HAGE et all9 (see figure 4).

Above 6 MeV the formalism of the code SI2n24 used

to calculate (n,2n), (n,3n) and (n,2nf), (n,3nf) cross

sections is similar to the one described in referen-

ce22. Unfortunately there are only data for total fis-

sion cross section.

The calculated values for fission probabilities
of 240Am and 239Ani should be compared to experimental
values if available. The parameters used in calcula-

tions are listed in Table I.

Table I. Parameters values used in calculations

Optical model - Code ECIS

47.0

% = 2.7 + 0.4 E„ ,,

MeV
6.7 MeV

^S.O.
= 7.5 MeV

h - 0.22

h - 0.036

E < 10 MeV

E > 10 MeV

Statistical model - Code FISINGA

Compound nucleus A+1

d''=° = 0.55 ev a = 27.8 MeV'-^ = 42.9

r;^=" = 43.8 meV r^'^.-1=0
85 meV

0.91.10-4 's^ = 2.43.10-4

V^ = 6.22 MeV hto;^ = 0.65 MeV

V^ = 5.61 MeV hojB = 0.45 MeV

Target nucleus A Code SI2N

0.3/

rl=0 = y]^^ = 65 meV

D^~° = 0.372 ev a = 26.8 MeV^ 42.9

Y
0.92.10-4^0

V^ = 6.2 MeV

Vg =5.7 MeV

Nucleus A-1

D
1=0

.1=0

0.366 ev

hoj;. = 0.8 KeV

hcjB = 0.52 MeV

Code SI2N

a = 27.2 MeV 43.56

rl=l = 53 meV

So = 0.92.10-4

V^ = 6.5 MeV hcoft = 0.65 MeV

Vb = 5.4 MeV hoje = 0.45 MeV

Integral data

Both fission and capture cross sections were de-

termined by integral experiments.

24lAm fission was measured relatively to 235u f-jg-

sion by using small fission chambers (<}) = 12.7 mm) ca-

librated by a spectrometry. The experiments were car-

ried out in critical facilities (MASURCA, ERMINE)

fueled either with Uranium (R3, RONA 3) or Plutonium

[ZONA 1, 0P40 (kcc=l) 0P50 (kcx.= l)]20. The enrichments

of these media cover the whole range of the french
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type fast breeders.
24lAm Of

The accuracies on -— values are ± 2,5% (la)

235u af

The experiments performed in OSIRIS, RAPSODIE and
PHENIX to measure capture cross section v/ere of irra-
diation type^l Neutron capture by 24l/\ni leads to
242mAm, 242pu, 242cm and 238p,j formation.

The ratio Cm/Pu, Am/Pu were measured respectively
by a spectrometry and double isotopic dilution.

Isotopic contents of Pu, Am and Cm were determi-
ned by mass spectrometry after chemical separation.

The capture rate of 24lAni samples were normalized
to those of 238u samples irradiated in same conditions.

The accuracies on -yjs ^ values are ± 5% (la)
LI a^

Consistency between evaluated and integral data

It is interestinci to note that the inteqral expe-
riments give internally consistent results (see ta-
ble II). The energy interval of main sensitivity, as

obtained from cell calculations in fundamental mode, is

located between 9 KeV and 1.35 MeV.

TABLE II. Integral data compared to calculated values

For <af>(24lAm)/<af>(235u) For <ac>(24lAm)/<ac>(23Bu)

Integral

experiments
'

c

' Integral
experiments

0P40

0P50

RONA 3

R3

ZONA 3

ZONA 1

- 2 ± 3

- 1 ± 3

- 1 ± 3

- 5 ± 3

- 10 ± 3

- 1 ± 3

RAPSnniE

OSIRIS

PHENIX

+ 12°' ± 8

+ 8 ± 8

+ 9 ± 5

For fission the experiments are numerous enough
so that their informations can be considered as signi-
ficant. In particular, in the energy range between
9 KeV and 40 KeV for which the contribution to total

fission rate is about 20% they support evaluated data,
i.e. low val ues

.

For this energy region they give helpful 1 informa-
tions to solve the discrepancy between microscopic da-

ta, a discrepancy which is very difficult to solve on

the basis of microscopic experimental technic argu-
ments only.

For capture, since there are too few experiments,
the presently available integral results can provide
only a global tendency. In any case they confirm the
data of WISSHAK and GAYTHER with an high degree of va-
lidity since there are about 65% of the total neutron
number in the energy region of interest.

Conclusion

In an evaluation work, we consider that integral
data (averaged cross section) should be treated on the
same footing as microscopic data. With respect with
this opinion the evaluation we present is satisfactory.
For the future the improvements would concern mainly
the energy region above 6 MeV for which there is a

lack of microscopic data.
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THE BRANCHING RATIO IN ^^^Am FOLLOWING NEUTRON CAPTURE IN ^^^Am

K. Wisshak, J. Wickenhauser , and F. Kappeler
Kernforschungszentrum Karlsruhe GmbH
Institut flir Angewandte Kernphysik

Federal Republic of Germany

The branching ratio in Am has been determined in a differential experiment at neutron
energies of 14.75 meV and 30 keV. For that purpose, the total capture cross section has been determined
with an accuracy of '^5 % in the energy range 10-250 keV using kinematical ly collimated neutrons
from the ^Li(p,n) and T(p,n) reaction. The partial capture cross section to the ground state of
^"^^Am was measured by activation. At 14.75 meV monochromatic neutrons were obtained from a triple
axis spectrometer at the FR2 reactor and at 30 keV quasi monoenergetic neutrons were produced by
the ''Li(p,n) reaction at proton energies 25 keV above threshold. The ^"^^^Am nuclei were detected
via the electron spectrum emitted in the beta decay to ^''^Cm. The electrons were separated in

a mini orange spectrometer from the intense alpha-, gamma- and X-ray background of the ^'*^Am

sample. Preliminary results show good agreement with existing integral measurements and theore-
tical calculations.

241 242
[ Aiii(n,Y)> capture cross section, 10 - 250 keV, isomeric ratio in Am at 14.75 meV and 30 keVj

Introduction

241
Neutron capture in Am populates two different

levels in ^'*^Am, the ground state with a half-life
of 16 h and an isomeric state with a half-life of 152 y.
In the neutron flux of a reactor nuclei in the ground
state will decay predominantly into ^'*^Cm whereas
nuclei in the long lived isomeric state are mostly
transmuted by fission or by a second capture
event. The isomeric ratio (IR), defined as the rela-
tive population of the ground state to the total

capture cross section is therefore of interest for

build-up calculations. In particular it influences the

amount of ^'*^Cm produced during burnup. This nucleus

is of special importance for fuel handling and

waste management because of the strong neutron ra-

diation associated with its high spontaneous fission

rate.

Until now only integral measurements have been

performed to determine the isomeric ratio IR. At ther-

mal energies several experiments have been carried out

yielding a mean value of IR = 0.9 ^. For fast neutrons

IR = 0.84 has been obtained by Dovbenko et al.^ at a

mean neutron energy of '^'300 keV. Preliminary data of

Koch et al.^ indicate a similar result. In addition

o
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Fig. 1. The neutron capture cross section of ^'*-'-Am. The values given are obtained by multiplying the experimen-

tal ratios with the evaluated cross section of gold taken from ENDF/B-IV. A comparison is made to the data of

the absorption cross section given in Refs.^"'^'^. The error bars shown only for part of the data indicate the

uncertainty of the measured ratio only.
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there exist theoretical calculations by Mann and
Schenter'*who quote IR = 0.805 at 30 keV.

The aim of the present experiment is to deter-
mine IR in a differential measurement at thermal

and fast energies. This has been achieved by

the following experiments: The total capture cross

section of ^''^Am was measured by the same technique
as applied recently for some plutonium isotopes^'®.
Kinematically collimated neutrons were produced in

the energy range from 10 to 250 keV using a

pulsed Van de Graaff accelerator and the ''Li(p,n)

and T(p,n) reaction. The samples were positioned
at a flight path of '^6 cm and capture events were
registered by a Moxon-Rae detector.

The partial capture cross section to the
ground state of ^'*^Am has been determined by acti-
vating thin ^"^^Am samples in a flux of 14.75 meV
and 30 keV neutrons. The ^'*^^Am nuclei produced
are detected by observing the electrons from the
beta decay to ^'*^Cm with a mini orange spectrome-
ter^'^. The measurements are performed relative to

gold which yields a beta spectrum with compatible
endpoint energy.

Total Capture Cross Section

The experimental method to determine capture
cross sections of highly radioactive actinide iso-

topes has been described already in Refs.^'^.
Details of the measurement on ^''^Am will be

published^. The result for the total capture
cross section of Am is shown in Fig. 1.

Four runs have been performed in the energy range
from 10 to 100 keV using the '^Li(p,n) reaction

for neutron production. Data were recorded with

two different samples at three flight paths.

In the energy range from 50 to 250 keV one measure-
ment has been carried out using the T(p,n) reaction
for neutron production. The overall experimental
uncertainties are 4-6 % for energies between 20

and 160 keV and increase to '\^10-14 % at lower
and higher energies. In Fig. 1 a comparison is

made to the data of the total absorption cross sec-

tions of Refsi"'^^.

Capture Cross Section to the Ground State

Measurements

To determine the capture cross section to the
ground state a thin ^'^^Am sample (10 mm in diameter
and ^\ mg/cm^ thick) and a gold sample were activa-
ted for about 16 h in a neutron flux at thermal
and fast energies.

The thermal flux was provided by the FR2 Reac-
tor at Karlsruhe. As the experimental method is

very sensitive it was possible to perform the activa-
tion with monochromatic neutrons. A neutron inten-
sity of 'vIO^ s was obtained from a triple axis
spectrometer at an energy of 14.75 meV. At that
energy the total capture cross section has a well
defined value and any contribution of epithermal
neutrons captured in the strong resonances at 0.3
and 0.6 eV are avoided.

The fast flux was obtained from a 3 MV Van
de Graaff accelerator using the ^Li(p,n) reaction.
The proton energy was adjusted 25 keV above the
reaction threshold in order to get a kinematically
collimated neutron beam. The opening angle of
the neutron cone is 120° and the energy distribu-
tion has a mean value of 30 keV and a full width
at half maximum of '^20 keV. The samples were located
at a distance of only 1 mm from the neutron target.
A dc proton current of 60 pA produced a neutron
intensity of 'v2 x 10^ s'^at the sample position.
Activation in a kinematically collimated neutron
beam offers the advantage that except the activa-
ted samples the neutrons hit no other materials
within a distance of at least 1 meter. Consequently,
any disturbance of the activation due to scattered
neutrons with lower energies is avoided. The neutron
beam intensity was monitored continuously during the
activation in order to correct for possible fluc-
tuations.

After the activation the decay of the ^'*^9Am

nuclei was observed via the electrons emitted in

beta-decay to ^'*^Cm. An experimental setup of rela-
tively low expense for a selective detection of elec-
trons in a high background of alpha-, gamma- and X-ray

ELECTRON ENERGY (keV)

Fig. 2. Schematic setup of the mini orange spectrometer. The electron transmission of the system is given

in the right part of the figure.
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Fig. 3. Electron spectrum of "the Am sample be-
fore and after the activation with neutrons of
14.75 meV.
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4. Beta-spectrum of the decay ^^^^hm
^^^^

'Cm as mea-
sured with the mini orange spectrometer (activation with
neutrons of 14.75 meV). The decrease of the measured in-
tensity is given in the insert.

radiation is the mini orange spectrometer^'^. It is
kind of an orange type beta-spectrometer the dimen-
sions of which have been minimized by using small
permanent magnets instead of coils for the produc-
tion of a toroidal magnetic field. A schematic view
of the spectrometer is shown in Fig. 2. A set of
6 wedge shaped samarium cobalt permanent magnets
produces a toroidal field in the gaps.

In this field electrons emerging from the
sample are bent around a central absorber towards a

Si (Li) detector. The central absorber suppresses
gamma radiation and absorbs X-rays and alpha-particles.
The total diameter of the system is of the order of 10
cm. The special shape of the permanent magnets allow
to taylor the transmission curve for electrons
within a wide range so that a large part of the beta
spectrum can be observed in a single measurement.
The energy of the electrons is determined by the Si (Li)
detector.

The total efficiency of the spectrometer
which is shown in the right part of Fig. 2 is

measured using conversion lines from a ^°^Bi
source. The efficiency amounts to 2-3 % for energies
between 400 and 800 keV and decreases very sharply
at low energies. In this way the upper part of the
beta-spectrum which was used as an evidence for the
capture events, is detected with high probability.
On the other hand the low energetic conversion
electrons from the decay of ^'''Am are strongly sup-
pressed and cannot lead to an overload of the de-
tector. The endpoint energies in the decay of^'*^^Am
and ^^^Au are also indicated in Fig. 2.

241
Fig. 3 shows electron spectra from an Am

sample measured with the mini orange spectrometer
before and during the first four hours after the
sample was activated with thermal neutrons. The
background is dominated by the K, L and M conversion
lines of the gamma transition of 622 keV in the

Table I. Preliminary results for the capture cross section to the ground state and for the isomeric ratio

Neutron
Energy

Experimental results for the

capture cross section to the

ground state of ^'*^Am rela-

tive to gold

Adopted cross

sections for the

determination of
IR

Capture cross

section to the

ground state of
^^^Am

Isomeric
ratio

30 keV
0 242»„

, - ' ™ - 3.42+0.24
f^^^ \,Au

a „ = 2.48 + 0.12 b
Y,Am

a ,Au = 0.586+ 0.015 b
Y

-
%,2^29Am ^ 2.U0+0.15 b IR=0.81+0.07

14.75 meV
a 242g.

R,. - ^' ™ - 5.88+0.41
%,Au

0^^,^=818+ 26b

%,Au
= 129 1 0.4 b

%,242g,^=758 + 53 b IR=0.93+0.07

C - _fi5i - 0.515 + 0.015

^h

^f^fast
-j^^l^^O.77+0.05

th
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241
Fig. 5. Electron spectrum of the Am sample before
and after the activation with neutrons of 30 keV energy.

241
decay of Am. The difference of both spectra is

given in Fig. 4, showing the upper part of the

beta spectrum of the ^''^"Am decay. The shape of the

spectrum is determined to a large extent by the

transmission of the spectrometer. The decrease in

intensity as observed in 4 h intervals over a period

of two days is plotted in the insert. The observed
half life agrees with the decay constant of ^''^"Am

with an accuracy better than 2 % thus confirming the

reliability of the background subtraction. The res-

pective spectra measured after activation with
fast neutrons are shown in Figs. 5 and 6.

The spectra of Figs. 3 and 5 have been obtained
in a first preliminary experiment. Further measurements

will be made with two significant improvements. In the

first run a 20 \m thick aluminium foil had to be placed

in front of the sample to suppress a residual alpha

background from the outer parts of the sample bak-

king which were not shielded by the central ab-

sorber. This reduced the resolution of the spectro-

meter to about 25 keV, In the meantime a better

collimation allowed to omit the aluminium foil so

that further experiments can be made with an energy

resolution of -^4 keV which is determined by the

sample thickness. This improves the measurement
in a twofold way: Most of the background is then

concentrated in a few channels around the full

energy peak of the conversion lines of the gamma
transition at 662 keV. Also, the transmission of
the spectrometer which is measured via the

numerous conversion lines of a ^"^Bi source can be

determined with improved accuracy. Another change in

the experimental setup concerns the lithium tar-

get used for the production of fast neutrons. With

an improved cooling a proton beam intensity up

to 150 liAmp can be applied in further activations
which certainly increases the signal-to-background
ratio by a factor of two.

Data Evaluation

To calculate the capture cross section to the

ground state of ^'*^Am the total number of ^'*^^Am

and ^^^Au nuclei produced in the activation must be

determined from the measured spectra. This was per-

CHANNELS

242a 242
Fig. 6. Beta spectrum of the decay ^Am ^ Cm
as measured with the mini orange spectrometer (acti-

vation with neutrons of 30 keV). The decrease of

the measured intensity is given in the insert.

formed under the assumption that the respective beta

spectra exhibit the shape of an allowed transition.

Then one can calculate the fraction of the total

spectrum above a distinct threshold energy. In our

case 8 % of the spectra were used for analysis which
leads to a threshold energy of 450 keV in case of

2'*29Am and of 680 keV in case of '^^Au.

The preliminary results obtained until now

are compiled in Table I. The ratio of the capture
cross section to the ground state in ^"^^ Am and

gold could be determined with a total accuracy

of '^1 % at both energy points. The statistical accu-

racy of the measurement is '^1 %. However, the ratio

of the fast and thermal value (the quantity C in

Table I) could be determined with a better accuracy

of 3 % since in this case the transmission of
the spectrometer and the sample mass cancel

out.

For the determination of the isomeric ratio IR

from the experimental data the total capture cross

sections of 2tiAm and gold are required. The respec-

tive values are given in the second part of Table I.

The data at 14.75 meV were calculated from the

2200 m/sec values of 625 b for ^^Am^^ and 98.8 b

for golrf-' assuming a 1/v -dependence of the cross

sections. For the 30 keV point a weighted cross sec-

tion for the experimentally determined energy

distribution was calculated from the data given in

Fig. 1 for "Mm and from the ENDF/B-IV file for

gold.

Preliminary results for the capture cross sec-

tion to the ground state in ^''^Am and the isomeric

ratio are given in the third part of Table I. As men-

tioned already the accuracy of the data will be im-

proved in further experiments.

Conclusions

A new experimental method has been applied to

determine the capture cross section to the ground

state in ^"^^Am and the isomeric ratio in neutron
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capture of Am at thermal and fast energies. The
measurements yield differential data which are there-

fore completely independent from the existing integral

experiments. Due to the high sensitivity a sufficient

signal-to-background ratio can be achieved even with a

relatively low neutron flux. At present only prelimi-

nary results can be given. Final data wilT-be obtained
in new experiments performed with an improved setup

and after a detailed analysis of systematic uncertain-

ties. In principle, measurements at higher neutron

energies than 30 keV are possible, since the decreasing

absolute value of the cross section is compensated by

an increasing neutron yield of the ''Li(p,n) reaction.

References

1. J.E. Lynn, B.H. Patrick, M.G. Sowerby, and
E.M. Bowery, "Evaluation of Differential Nuclear
Data for Americium Isotopes. Part I.^'*-'-Am",

AERE-R8528, United Kingdom Atomic Energy Autho-
rity, Harwell (1979).

2. A. 6. Dovbenko, V.I. Ivanov, V.E. Kolesov,
and V.A. Tolstikov. "Radiative Capture of

Neutrons by ^'*-^Am" LASL Translation Report
LA-TR-71-74, Los Alamos Scientific Laboratory
(1971).

Acknowledgements

The .authors appreciate the assistance of Dr.

Reichardt and Mr. Hardle during the activation at

the FR2 reactor. We thank Drs. van Audenhove and

Pauwels from the CBNM Geel for the prepa-

ration of the ^'''Am samples and Dr. Hanser and
Mr. Feurer for the preparation of a mass separated
^°^Bi source. The continuous and strong support of

the Van de Graaff crew in providing the neutron beam

is gratefully acknowledged.

3. L. Koch, R. Ernstberger, Kl . Kammerichs,
"Proceedings of the First Technical Meeting
on the Nuclear Transmutation of Actinides"
Ispra (1977), EUR 5897 e.f,p. 247, OECD
Nuclear Energy Agency (1977).

4. F.M. Mann and R.E. Schenter, Nucl . Sci. Eng.

63, 242 (1977).

5. K. Wisshak and F. Kappeler, Nucl. Sci. Eng. 66

363 (1978).

6. K, Wisshak and F. Kappeler, Nucl. Sci. Eng. 69,
39 (1979).

7. J. van Klinken and K. Wisshak, Nucl. Instr.

Meth. 98, 1 (1972).

8. J. van Klinken, S.J. Feenstra, and 6. Dumont,
Nucl. Instr. Meth. ]5]_, 433 (1978).

9. K. Wisshak and F. Kappeler, submitted for
publication to Nucl. Sci. Eng.

10. L.W. Weston and J.H. Todd, Nucl. Sci. Eng.

6J_,
356 (1976).

11. D.B. Gayther and B.W. Thomas, Proc. of IV Na-
tional Sov. Conf. on Neutron Physics,
Kiev (1977) Vol. 3, p. 3.

12. B. Goel , Proceedings of a Specialists' Meeting
on Nuclear Data of Plutonium and Americium
Isotopes for Reactor Application , Brookhaven,
BNL 50991, NEANDC L-116 p. 177, Brookhaven
National Laboratory (1978).

13. S.F. Mughabghab and D.J. Garber, "Neutron Cross
Sections", Vol. 1, "Resonance Parameters",
BNL-325, 3rd ed., Brookhaven National Labora-
tory (1973).

871
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237
The Np neutron cross-sections have been evaluated in the energy range from thermal to 5 MeV.

A set of resonance parameters including a negative level, is recommended after examination of the
available experimental data. This set is used 1) to calculate the cross-sections from the thermal
region to 150 ev, and 2) to provide the statistical parameters suitable to the calculations in the
unresolved region. At higher energies the transmission coefficients Tg are calculated by the cou-
pled channel optical model code ECIS.^ They are then used as input in the statistical model code
FISINGA.2 The optical model parameters, including the deformation parameters, are those used by
Lagrange^ for the Pu isotopes, slightly modified to reproduce at 40 KeV the total cross-sections
obtained from the pure statistical parameters. The recommendations of Lynn^ concerning the level
density parameters have been used. In this paper we describe the various steps of the evaluation.

[Evaluation, neutron cross-sections, resonances, optical model, statistical model]

The thermal region

Total^'^, capture7,8 and fission^ experimental
data are available in the thermal region. Some of these
data are quite old and the large discrepancies in the
results (30°/ on the total or the capture cross-sections)
do not permit an accurate evaluation of the thermal
cross-sections. Fortunately, the capture cross-section
has been recently measured by Weston et al 10 in the

energy range from thermal to 30 KeV. Preliminary re-

sults normalized to 173 barns at 0.C253 ev are availa-
ble. We have renormalized the Weston data by compari-
son to the absorption cross-sections obtained from the
Saclay total cross-sectionl^ in the energy range 1 ev

to 40 ev ; this renormal ization leads to a value of
181 barns for the capture cross-section at 0.0253 ev.

This new value and the shape of the Weston data are
well reproduced by the resonance parameters given -in

table I. They are of course associated to other reso-
nances parameters up to 150 ev. The Tf values have been
choosen to reproduce the fission data of Leonard^ be-

low 1 ev.

TABLE I. Resonance parameters for the thermal region

Energy (ev) 2g Tn (mev) Ty ( mev

)

Ff (mev)

- 1.000
0.490

1.8960
0.0384

40.0
40.0

4.40 X 10-3

0.89 X 10-3

Table II shows the experimental data compared to

ENDF/B- V and the present evaluation (see also figure
1 for the calculated data between 0.01 ev and 1 ev).

TABLE II. Cross-sections at 0.0253 ev

Experimental data

(Barns)

ENDF/B-V
Present

evaluation

Total
180 ± 22 (ref 5)

240 ± 20 (ref 6)
186.6 195.14

Capture
184 ± 6 (ref 7)

169 ± 3 (ref 8)

173 (ref 10)

169.1 181.0

Fission 0.017 0.018

Scattering 17.5 14.12

Figure 1 - Fission and capture cross-section of 237i^p

in the thermal region. The curve represents our eva-
luation.

Ef^£R6Y EV

The resonance parameters

Experimental data

The resonance parameters obtained from the old

measurements5»6,12,13 have not been considered. We have

only examined 6 important sets of data obtained by

Gravilov et al^l (fission), Paya et al 14 (total and

fission), Plattard et all5 (fission), Mewissen et all6

(total, capture and scattering), Kolar et al 17 (fission)

Keyworth et all8 (polarization). In the following, we

compare the parameters obtained by these experimenta-

tors

.

The neutron widths

In the 0 to 50 ev neutron energy interval, there

is a remarkable agreement between the results obtained

by Paya et al at Saclay and by Mewissen et al at Geel

.

The agreement is within I7c on the average and does not

exceed ± 2% on the important individual values. At hi-

gher energy the agreement is not so good : the Geel va-

lues are smaller than those from Saclay {5% on average

in some energy ranges). A greater part of these discre-

pancies can be explained by the deterioration of the

resolution in the Geel experiments compared to Saclay -

missed resonances and apparition of more non resolved

doublets in the Geel measurements.
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The capture widths

In the energy range 0-50 ev two sets of T-y values

are available : those from Saclay (Paya et all4) and

those from Geel (Mewissen et alls). The data are in

good agreement ; the Saclay average value is (40.00
± 1.20) mev compared to (41.2 ± 1.9) mev at Geel. Abo-

ve 50 ev, there are only values from Saclay. The value
of 40 mev should be attributed to the resonances for

which there is no experimental value.

The fission widths

A complete set of Vf values is found in the Saclay
data in the energy range 0-155 ev with the fluctuations

typical of the classe I states in the fission interme-
diate structure. Between the structures, only the or-

ders of magnitude of Tf are given. This is sufficient
to give a good representation of the very weak fission
cross-section in the corresponding energy range. We
do not consider the fission area of the class II sta-

tes. In the energy range where they are given, the fis-

sion cross-section should be obtained directly from

the Plattard et al 15 experimental data.

As a matter of fact, two series of fission measu-
rements have been performed at Saclay : the first by

Paya et all4 and the second by Plattard et al^^. Ac-

cording to the authors, we should adopt those of Plat-

tard et al made with improved experimental conditions.
In any case, the Vf widths obtained from both measure-
ments are in agreement, after a renormal ization of

Paya et al data by a factor of 0.625 (reeval uation of

the LI235 amount in the sample). The fission widths
were also measured at Geel (Kolar et all7) in the ener-

gy range 20-50 ev with the purpose of studying the

properties of the 40 ev class II state. There is a

complete inconsistency in these results when compared
to the Saclay data. The discrepancies are of 1 or 2

orders of magnitude. Due to the lack of information
concerning the normalization, we have therefore disre-
garded the data of Kolar et al

.

At low energy, it is possible to compare a few
value obtained by Gravilov et alH, Leonard et al9

and Paya et al 14 as it is shown in table III. The re-

sults are consistent and.

TABLE III

Resonance
energy ev

Ff X 106 ev

PAYA X 1 GRAVILOV LEONARD

0.490 0.78 1.3 1.0

1.320 3.37 4.1 4.3

1.480 0.98 1.1 1.0

in particular, show that the fission cross-sections of
Saclay match reasonably well the Leonard data just
above the thermal region.

The spin of resonances

The spin assignments have been made by Keyworth
et al 1^ for 94 resonances in the energy range 1.4-101.1
ev from transmission and fission measurements using
polarized neutron beam and polarized target. Data for
10 resonances are also reported by Mewissen et all5
from transmission and scattering measurements, in com-
plete agreement with Keyworth et al

.

The recommended resonance parameters

The best experimental conditions of resolution

were achieved on a large energy range by Paya et al 1^

and by Plattard et alls in their transmission and fis-

sion measurements. Then the most complete set of reso-

nance parameters is therefore the one obtained by the

Saclay group. We have choosen this set as the basis of

our evaluation, preferring a consistent set obtained
by one group of experimentators to the one which could

be obtained by averaging all the available data.

Finally, the recommended set of resonance parame-

ters can be summarized in the following way :

1) The parameters of the negative level and of the

resonance at 0.49 ev have been choosen to reproduce
the thermal data of Weston et allO and Leonard et al^.

2) For the other resonances, the energies, 2grn and

Ty values are from Paya et all^, and the Tf values

from Plattard et all5.

3) The spin assignments are those from Keyworth
et alls.

The average resonance parameters

The following values
above set of recommended

s-wave strength function
s-wave level spacing
s-wave capture width

Effective potential

scattering radius

have been deduced from the

resonance parameters.

So = (0.994 ± 0.120)10-4

D = (0.56 ± 0.05) ev

<rY> = (40.00 ± 1.20) mev

R' = (9.54 ± 0.50) fm

The values of So and <rY> are those evaluated by

Paya et all4. As for the level sapcing and the effec-

tive potential scattering radius, the evaluation has

been done as follows.

Level spacing

An accurate determination of the level spacing

from the resonance data cannot be done without a good

estimation of the number of the missed levels in the

experimental cross-sections. The methods used for this

estimation are based on the deviation existing between

the statistical properties of the observed parameters
and those corresponding to the Porter-Thomas (P-T) and

Vligner distributions. As a matter of fact, the results

obtained by several authors working on the same sample

of data are often contradictory. The 237 Np evaluation

of the level spacing has been done by Mewissen et al 16

and by Paya et all4. The first author obtained D =

(0.742 ± 0.032) ev from the P-T distribution of the

neutron widths in the energy range 0-200 ev ; the se-

cond obtained D = 0.50 ev from a Monte-Carlo simula-

tion of the total cross-section between 0 ev and 50 ev

and from the P-T distribution up to 100 ev. It should

be however noted that the value proposed by Mewissen

et all6 is larger than the experimental value of 0.68

ev which is observed in the energy range 0-50 ev.

We think that the determination of the 237 Np le-

vel soacing must be done on the sample of 73 resonan-

ces observed in the 0-50 ev energy interval where the

variation of the number of resonances detected between

0 and E remains a linear function of the energy E. Ne-

vertheless, even in this sample one can hardly descri-

be the 2grnO experimental distribution by a P-T law

only by taking into account the missed weak values of

2grn'^ (figure 2) ; one observes on the experimental

distribution a lack of values around 2grn^ = 0.14 fol-

lowed by an excess of values around 2grnO = 0.23. This

effect can be attributed to the presence of several

doublets of unresolved resonances. Figure 2 shows an

example of a distribution which can be obtained after

correction of the effect of 5 doublets ; the resulting
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distribution is well described by a P-T law with
n = 0.56 ev (73 observed resonances + 10 non obser-
ved weak resonances + effect of 5 doublets). This va-

lue is identical to that obtained for 241 Aml9 which
presents the same experimental features in the reso-
nance region.

Effective potential scattering radius

The effective potential scattering radius R' can
be obtained from a least square shape analysis of the
experimental transmission in the resonance region in-
cluding a large number of resonances. The accuracy
achieved on the potential scattering cross-section
4frR'2 is limited by the thickness of the sample used
in the transmission measurement (dT/T =-nda). For
237 Np the best conditions were obtained at Saclay witha
sample of n = 0.0064 at/barn. But, with such a thin
sample, 1% error on the transmission leads to 1.6 barns
error on the potential scattering crosS-section, i.e.
6.7% error on R'. The value R' = (9.54 ± 0.50)fms that
we recommend has been obtained from the analysis of
the Saclay transmission in the energy range 22-30 ev
where the accuracy on the transmission is expected to

be better than 1%.

Figure 2 - Integral distribution of 237Mp neutron
widths, 1) corrected of the effect of 5 doublets,
2) non corrected. The P-T laws (the curves) take into
account the missed weak levels.

The cross-section in the unresolved reg ion

(
0.15 Kev to 40 Kev

)

Experimental data

The experimental data are shown on figure 3. Some
important sets of data have been obtained at Los Alamos
from bomb-shot experiments : elastic scattering, captu-
re and fission from Hoffmann et al20, fission from
Brown et al21 and from Giacoletti et al22. These data,

at least in the low energy a part, are not consistent
with the data obtained from classical experiments or

with what we should expect from rough systematics.

They have not been considered in our evaluation. The
other data are the total cross-sections from Pays et
all4 (up to ^ Kev) and from Adamchuk et al6 (up to
12 Kev), the oreliminary capture cross-section from
Weston et allO and the fission from Plattard et all5.

Calculated data

We have performed a Hauser-Feshbach statistical
model calculation of the total, elastic and capture
cross-section between 0.15 Kev and 40 Kev, by using
the neutron strength function So and SI as input in

the FISINRA code. The contribution of higher angular
momentum (less than 0.6°/ of the total cross-section at
40 Kev) has been neglected. The s-wave neutron parame-
ters (So, D, <rY>) are those obtained above. The SI
value is choosen to reproduce the Weston capture
data 10 renormalized at low energy as it has been ex-
plained above. The accuracy on SI is obviously affec-
ted by the preliminary nature of the Weston data. We
obtained :

Si = (1.82 ± 0.20) x 10-4

The p-wave average capture width was taken equal to that
for s-wave. The calculated total cross-sections is

between Paya et all4 and Adamchuk et al6 values.

Due to the intermediate structure in the fission
channels, a statistical model calculation of the fis-
sion cross-section in this energy range is not possi-
ble. We therefore chose the experimental data of Plat-
tard 15 averaged in 100 ev energy interval up to 4 Kev.

At higher energy, Plattard 's values seem to be too
low (according to the author, there was a problem of
background evaluation). Between 4 Kev and 40 Kev, the

cross-sections are very low and should be obtained by

interpolation between the PlattardlS data (0.0085 barn
around 4 Kev) and the value of 0.010 barns obtained
from the calculation at 40 Kev (see the next section).

The cross-sections at higher energy (40 Kev to 5 Mev)

Experimental data

The capture data to be considered here are those
from Stupegia et al23, from Nagle et al24 and from
Weston et allO. Between 0.15 Mev and 0.4 Mev the data

of Weston et al and Nagle et al are in good agreement.
But there is a systematic deviation between Stupegia
et al and Nagle et al up to 1 Mev where the cross-
sections differ by a factor of 2. As for the fission
cross-sections the available data are very numerous.
More than 15 measurements have been made in the high

energy range ; we cannot, in this paper, examine all

these results. Most of them are shown in the figure 3

(see the references on the figure). In the plateau of
the first chance fission the dispersion in the diffe-
rent results is about ?0%. The most recent data are

from Plattard et al 15 and from Berhens et al25 . ^|^gy

show a discrepancy of about 10%.

Calculated data

To obtain a complete set of cross-sections in this

energy range a coupled channel optical model calcula-

tion (ECIS code) has been performed with the parame-

ters presented in table IV. These parameters are those

used by Lagrange^ for the Pu isotopes and sligthly mo-

dified to match between 1 Kev and 40 Kev the total

cross-sections calculated from a pure statistical mo-

del (So, SI and R').
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Figure 3 - Neutron cross-sections of 237Mp. Only a few experimental points are presented for each authors.

The curves are the calculated cross-sections

TABLE IV

Potential Depth (Mev)
Radius
(fm)

Diffuseness
(fm)

Real 47. 569-0. 3F 7.643 0.620

Surface
imaginary

2.7 +0.4E 7.643 0.620

Real spin
orbit

7.5 7.674 P. 620

Deformation parameters 62 = 0.218 ; 34 = 0.055

Va = 0.59 Mev and Vb = 0.50 Mev above the neutron bin-
ding energy ;

hwA =0.50 Mev and hwB =0.40 Mev ;

The density of the fission channels were those recom-
mended by Lynn^.

2) Level density parameters of 237 Np target. The

discrete low lying levels were taken from Nuclear Data
Sheets26 ; a Fermi gaz type of level density relation
was assumed for excitation energies larger than 1 Mev

with a = 27.90.

3) Level density parameters of 238 Np coumpound
nucleus. They were choosen according to <D>'i=o = 0.56ev
at neutron binding energy, which corresponds to

a = 28.10.

The transmission coefficients Te obtained from
ECIS were then used as input in FISINGA in order to

calculate the capture, elastic, inelastic and fission
cross-sections. Other important parameters are needed
which are mainly the following :

1) Fission barrier parameters of 238 Np (compound
nucleus). We have assumed a double humped fission bar-
rier and used the method proposed by Lynn^ for two se-
parated peaks to calculate the total fission transmis-
sion ceofficients . The parameters for the barrier of
the fondamental were :

The calculated capture cross-sections are in agree-

ment with Weston et al^O data in the 40 Kev-400 Kev

energy range, and slightly larger than Nagle et al24
data at 1 Mev. The calculated fission cross-sections
agree fairly well with Behrens et al^S data in the first

chance fission plateau. At 40 Kev we obtain 0.010 barn

in agreement with the few available experimental data

(White et al27, Perkin et al28).
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TABLE V

En

(MeV)

TOTAL ELASTIC CAPTURE FISSION TOTAL INELASTIC TOTAL

This
work

KEDAK
ENDF/
B-V

This

work
KEDAK

ENDF/
B-V

This

work
KEDAK

ENDF/
B-V

This
work

KEDAK
ENDF/
B-V

This
work

KEDAK
ENDF/
B-V

0.001
0.010
0.020
0.030
0.040
0.100
0.200
0.500
0.800
1.500
2.500
3.500
5.000

13.73
12.52
12.04
11.75

11.28

10.13

8.74
6.02
4.60
3.49

3.86

4.21
4.06

14.39
12.64
12.06

11.72
11.43

10.32
8.96
6.47
4.90
4.16
4.33
4.56
4.44

10.67

9.60
8.20
6.10
4.90
3.80
3.86
4.06
3.89

10.65

3.15
2.41
2.12
1.87

1.21

0.816
0.414
0.216
0.091
0.043
0.027
0.018

11.36

3.19

2.40
2.08
1.82

1.10

0.79
0.350
0.186
0.079
0.038
0.024
0.015

1.59

1.10

0.79
0.350
0.186
0.079
0.038
0.024
0.015

0.011
0.015
0.034
0.498
1.329

1.550

1.624

1.531
1.486

0.010
0.019
0.039
0.424
1.152

1.533
1.617

1.540

1.464

0.011
0.026
0.039
0.465
1.240

1.610

1.697

1.614
1.505

,098

.497

.939

.359

.110

,668

.864

.735

.594

0.121
0.620
1.144
1.569

1.565

1.467

1.446
1.469

1.519

0.390
0.715
1.031
1.371

1.433
1.571
1.975

2.252
2.220

24.42
15.68
14.47

13.88
13.26

11.86

10.53
8.29
7.25

6.80
7.39

7.50

7.16

25.77
15.84
14.47

13.81
13.38

12.06

10.94
8.82
7.80

7.24
7.44

7.60
7.44

12.66

11.44

10.06

8.29
7.76

7.06

7.57

7.95
7.63

Conclusions

Table V shows some calculated values of the to-

tal, elastic, inelastic, capture and fission cross-
sections compared to ENDF/B-V and KEDAK. Below 200 keV,

these three sets of values are in good agreement. In

this energy region the accuracy is better than 10% on

total, total elastic and capture cross-sections. Fur-

thermore, all evaluations agree on very weak values of
the fission cross-section below 100 keV. Above 100 keV

the evaluation depends on the values adopted 1) for

the total cross-sections which has not been measured
at high energy and 2) for the fission cross-section
for which there is a large number of measurements but

a spread of more than 20% in the experimental results.

It is obvious that the calculated total inelastic
cross-section depends strongly on the choice of the

total and the fission cross-sections, whatever the

hypotheses made on the density of the inelastic chan-

nels. For instance, our calculated total inelastic
cross-section shows a well marked minimum around 1 MeV
which does not exist in the ENDF/B-V data. At this

energy the difference between our evaluation and
ENDF/B-V is more than 20%. This is mainly due to a

difference of more than 5% on the calculated total
cross-sections.
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MBA-SURHm? OF THE TOTAL Nd-145 NEUTRON CROSS SECTION

V.A.Anufrlev, A.G.Eolesov,S*I.Babicli, V.A.Safonov

Research Institute of Atomic Reactors,

Dimitrovgrad, USSR

total cross sectlon,Nd-14^,fast chopper,resonance parameter8,0.02-^^ eV

The total cross section of Nd-145 in the

energy range from 0.02 to 350 e? has been

measxzred by the time-of-flight method at the

SU->2 reactor neutron spectrometer* The measu-

rements were carried out using a sample of

Nd2"6j enriched in Nd-145 (84.8 %). In the

studied energy raoge 21 levels of Nd-145 have

been found and for 19 of them the resonance

parameters hare been calculated by the area

and shape methods. To describe the total ex-

perimental cross section in the energy range

from 0.02 to 1 eV a "negative" level with

a 2.5 eV and 2g n = 0.95 meV has been

introduced. This neutron level contributes

85 % to the total cross section for this

neutron energy range. The total cross secti-

on with Eq = 0.025 eV has been determined to

be 64^4 b. Based on the parameters obtained

the resonance capture integral I has been

calculated (I s 245±30 b).
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AUTOMATED SYSTEM FOR NUCLEAR DATA MEASUREMENTS
AND BPTIMIZATION

N.G.Volkov, A.N.Gudkov, V.V.Kovalenko

,

V.M.Kolobaahkin, V.A.Kubjak,
N.I .Morozova, E.V.Pol jushkina,

K.G.Pinogenov
Moscow Engineering Physical Institute

Moscow, USSR

A computized system for simulation and optimization the experiments
for fission products yields measxirements is described. In the course of
simulating the shape of the apparatus gamma-ray spectrum is calculated,
thus providing the experimenter with means for experiment planning and
optimization.

[fission products, gamma-ray spectrum, apparatus spectrum, simulation, optimi-
zation, data library, full energy peak, peak/Compton ratio, multipletsj

introduction

While designing an automated control
system for nuclear data measurements one
has to take into consideration features pe-
culiar to the experiment as an object of
control

:

- a multiple of various factors which
have an influence upon planning and perfor-
ming the experiment

;

- an intricate time dependence of the
processes in the sample of fissionable ma-
terial

;

- the impossibility of measurement
control without access to the computized
nuclear data library;

the ambiguity of optimization of the
measurement process and necessity of using
various criteria depending on the data ob-
tained in the test runs.

Because of these particular features
it is next to impossible to formulate the
strict algorithm of measuring system func-
tioning which causes the necessity of de-
velopment of optimal control teat for each
series of measurements. This can be done
with great efficiency by means of simula-
tion of the processes in the experimental
device using a computer in the interective
mode.

Simulated experiment

The essence of the simulated experi-
ment is as follows. The sample of fission-
able material is exposed to neutron irradi-
ation for the time T^, During the exposure

fission products are accumulated in the
sample. Accumulation of each nuclid is de-
termined by its yield Y (which depends on
the energy spectrum of neutrons), its half
-life period, characteristics of the isoba-
ric chain to which this nuclid belongs, ir-
radiation time T., the intensity of the ne-
utron flux and some other conditions.

On the next stage of the experiment
gamma-rays of fission products are recor-
ding with a Ge(Li) detector. As the elemen-
tal composition of the sample and its gamma
-ray spectrum is continuously changing due
to transitions in the isobaric chains the
result of measurements (apparatus spectrum)
tepends on the irradiation time T^ and de-

lay time Tj elapsed after the end of T.

.

In the process of simulating the ap-
paratus spectrum it is necessapy to take
into account not only the form of the cal-
culated gamLa-spectrum, but also such cha-
racteristics of spectrometer as energy re-
solution, efficiency of registration and
others, as well as energy dependence of
these characteristics. The tipical appara-
tus srectrum of the fission products com-
pound comprises hundreds of peaks super-
posed upon the approximately exponential
distribution.

The task of simulating the experiment
is calculation of the apparatus spectrum
shape in some restricted energy range,
while the task of optimization is finding
such experimental conditions which lead to
the most sxiitable shape of the apparatus
spectrum when interesting peaks are sing-
lets and have suffisient hights.

Data base

The calculation of the apparatus spec-
trum requires to take into account the mul-
titude of the experimental conditions such
as energy resolution, efficiency, characte-
ristic times T- and T, and so on as well as

1 d
nuclear characteristics of fission products
(yields, half-lives, energies of ganma-rays
and their emission probabilities etc.).

The experimental conditions are set
from the display keyboard in the course of
a dialogue with a computer, while charac-
teristics of fission products are stored on
permanent storage units (magnetic disks).

It is characteristic of the data base
for nuclear fission experiments that it
must comprise a great amount of miscellane-
ous data, such as:

list of fission products;
information about each nuclid, inclu-

ding half-life, independent yield and a
list of energies with gamma-ray emission
probabilities

;

a description of all isobaric chains,
consisting of names of nucllds belonging
to each chain, ways of transitions, branch-
ing coefficients;

ordered list of energies which enables
to find neighbours of the line in question.

Some of these data (e.g. half-lives or
energies of gamma-quanta) are constants;
others depend on experimental conditions
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such as fissile material and energy dis-
tribution of neutrons and consequently
must be stored as multidimensional mat-
rixes .

The values of data mentioned above
are to be corrected from time to time if
new more reliable infomation has been ma-
de available. This makes it necessary to
revise the stored data regularly, which
procedure can be done either by deleting
old data sets and creating new ones, or by
selected comparing and substitution obso-
lete values. The last, much more effective
operation may also be performed in the
interactive mode.

Data library

Nuclear characteristics of fission
products constitute a specialized data
library where information about approxima-
tely 500 products of fission is stored in
three indexed data sets. Records in these
data sets represent the following struc-
tures :

structure ENERGY, comprising the va-
lue of gamma-ray energy concatenated with
the chemical symbol of the element (a key
of the record), absolute quantum yield of
the line asa well as the referances to the
keys of records where appropriate data
about neighbouring lines from both sides
is written. Thus the informatioxi about
multiplets is easily obtained;

structure CHAIN, which comprises ato-
mic mass (a key of the record), list of
elements belonging to this chain, decay
constants of these elements as well as
matrixes of auxiliary coefficients, permit-
ting fast calculation of fission products
activities. Each of the fission products
has its own structure CHAIN;

structure SIZE with chemical symbol
of the nuclid (a key of the record),
length of the relevant isobaric chain and
number of gamma-lines of the specific ele-
ment .

The designed data structure presents
much advantage in modification and comple-
menting the library contents, occupies
small area in the main memory of the com-
puter and leads to the time econony cal-
culations. Together with characteristics
of specific spectrometer and programms for
activiti calculation it presents means for
investigating the supposed coiirse of the
planning experiment and the influense and
significance of all the environmental fac-
tors, such as features of sample and con-
ditions of its irradiation, characteris-
tics of gamma spectrometer, the timing of
the experiment etc. The optimization of
the experiment can be performed in the
automatic mode if the criteria of optimi-
zation are developed, or by means of suc-
cessive survey of variants of the planning
experiment in order to find optimal condi-
tions. This work also should be done in-
teractively.

Results

Table I shows an example of simulated
apparatus spectra in the vicinity of

150.99 keV line of ^^™Kr.

Table I. Results of calculation
of the spectra

Nuclid Energy, Pull energy Peak/Compt,
keV peak, p/s ratio

KR 92 142.40 O.OOE+00
CEI4I 145.45 I.44E+0I
TEI3IM 149.70 I.23E+0I
TEI3I 149.80 8.07E+02

«*«KR85M -trnt 150.99 4.04E+02
SBI32M 151. 10 3.30E+OI
XEI38 153.96 I.34E+02
NDI49 155.88 6.94E+00
BAI43 156.55 3.I8E-IO

a) Tj_=IOOO min, T^= 10 min

O.OOE+OO
2.66E-02
2.28E-02
I.49E+00
7.45E-0I
6.I0E-02
2.48E-0I
I.28E-02
5.88E-I3

KR 92 142.40
CEI4I 145.45
TEI3IM 149.70
TEI3I 149.80

««*KR 855^*x 150.99
SBI32M 151. 10
XEI38
NDI49
BAI43

153.96
155.88
156.55

O.OOE+00
I.43E+00
2.08E+00
5.52B4-OI
9.78E+0I
2.55E-09
I.44E-OI
I.72E+00
O.ooE+OO

O.OOB+00
2.74E-02
3.98E-02
I.07E+00
I.87E+00
4.89E-II
2.77E-03
3.30E-02
O.OOE+OO

b) Tj^= 150 min, T^= 150 min

SBI34 297.00
BAI45 297.82
TCI08 302.77
SBI30M 303.30

*««KR 85M*** 304.47
BAI40 304.84
RHI05 306.31
TCIOI 306.86
SBI33 308.90

O.OOE+OO
OoOOE+00
O.OOE+00
7.38E-0I
7.4IE+00
3.I0E-0I
I.46E-0I
5.27E+00
3 . 57E-I6

O.OOE+00
O.OOE+00
O.OOE+OO
5.67E-02
5.69E-0I
2,38E-02
I.I2E-02
4.05E-OI
2.74E-I7

c) T^= 150 min, 150 min

In the simulation run, whose results
are shown in part a of the Table I times
are chosen so that full energy peak of
this line has maximum value . As it can be
seen from the Table la apparatus peak in
these conditions will present a multiplet
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consisting of lines of '^•^Te, ^^"^r,

'-^^^Sb and •'-'^Xe. Peak/Compton ratio is
about 0.7 which is rather small.

Part b of the Table I presents the
results of simulating with more optimal
characteristic times and T^. Though the

absolute value of reak hight is somewhat
diminished, the peak/Compton ratio is much
larger now. ',Vhat is more important still,
the apparatus peak is not a quadruple now
but a doublet in which the side peak of
131

Te is not very high. 8Sm„Examination of another line of -'nfr
with energy 304.47 keV (part c of the
Table I) shows that its full energy peak
is small enough (because of small value of
quantum yield of this line), but it can be
considered as a singlet and will be safely
identified.

On Pig. I the simulated spectrum is
shown in the wider energy range . The mul-
tiplets which are supposed to be in a real
spectrum are easily seen and values of ab-
solute peak hights and peak/Compton ratios
can be predicted.

The designed system of simulation and
optimization can be used while preparing
and planning the investigations of fuel
elements of reactors of different types,
in fission products characteristics measu-
renments and in other nuclear data experi-
ments. Besides that it can be used for the
investigation of the optimization criteria,
for evaluation of the influence of the
experimental technique on its results and
in some other fields.

300

200

o

^ WO
c

o

m 200 2W

Pig. I Simulated apparatus spectrum

J
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NEUTRON RESONANCES OP ODD-ODD RADIOACTIVE ISOTOPES

Vertebnyi V.p., Vorona P.N., Kaltchenko A.I., Krlvenko V.G.
Institute for Nuclear Research, Ukr.SSR Academy of Sciences. Kiev, USSR

Kiev nuclear reactor WWR-M was used to study low energy neutron resonan-
ces for the set of radioactive isotopes: odd-odd isotopes ^^^Ir, ^^^u, ^^^Eu and
odd-even one ^^Eu.It was found an argument that odd-odd isotope radiative
widths are much larger than those for neighbouring odd-even isotopes. Neutron
resonance energies for '^^hr are those (in eV):0.252;0.55;2.07;3.14;4.38;9.47;
12.87, for 542n - 0. 19650.898;1.42;5.2;5.7;6.9;9.4. for '^^^Eu - 0.603;4.2;10.8.
The observed average level spacing^ D^^^^ after including corrections for missing
of the weak levels are those :^^^Ir - (0.63+0.14) e7,"'5^Eu - (0.92+0. 17), ""^^Eu -
(0,25+0.04) eV. The resonance parameters and their properties are discussed
just as the neutron cross sections of nuclei - fission products - ^^-^Eu, ^^'''Eu

and ^^^Eu.

(Neutron resonance; ^^^u; ^^^Eu; ^^%r; D; Ty )

The low-energy neutron resonances of se-

veral radioactive isotopes have been studied

with time-of-flight method at Kiev atomic

WWR-M reactor. Radioactive fission products

europium 154 and 155 o^st as the radioactive

odd-odd isotopes europium 152 and iridium

192 were investigated. The results for Eu152

were reported in .Eu152 resonances if were

fitted with one-level Breight-Wigner formula :

the average radiative width T-^ was found to

be much larger than those for the stable

europium isotopes. We suggested that Tj in-

creased with the growth of nucler excitation

energy U more rapidly than it followed from

semiempirical fx systematics^. Theoretical

background for this suggestion has reeently

appeared-^. Generally speaking, the depends

upon U in a complex way. However, in a rough

approximation ~ .Theoretical and empiri-

cal evaluations of index n are contradictory:

n varies from 0.8 to 3. 5. The study of neut-

ron interactions with odd-odd isotopes may

get additional data to establish the validi-

ty of that or those theoretical evaluation,

as the odd-odd isotopes often have the exci-

tation energy much larger than the neighbou-

ring isotopes of the other class.

Neutron resonances of the Eu154 and

Eu155 isotopes

Some preliminary data were presented

by authors in^. Since that two subsequent

irradiations in the reactor of a new Eu153

sample have been fulfilled. Transmission mea-

surements for this sample were carried out in

the energy range 0 - 20000 eV, however the

notable changes in transmission were observ-

ed for neutron energy less than 20 eV. The

transmission measurements of the first irra-

diated sample were repeated after 576 days.

These data were used for evaluation of half-

life for Eu155 isotope. It was shown from

our new measurements that rather large ener-

gy-independent component in the total neut-

ron cross section observed in our earlier

work^ was a water traces effect. The radioac-

tive isotopes were obtained by the neutron

irradiation of the high enriched Eu153 iso-

tope samples in the atomic reactor: Eu 15 3+n->-

Eu154(~ 8.5 y)+n^Eu155(~5y) , There were

also such^ -decays ;Eu155^Gd155 ; Eu156^
Gd156. We have not found any influence of

Eu156 decay on the measured transmissions,

however we have found several strong reso-

nances due to Gdl56 traces. Experimental

details are given in our previous works^.

The thermal neutron fluences were determin-

ed using Boron 10 bumup. They were as fol-
20 2

lows: 3.5.10 n/cm - first sample;

0.9 10 n/cm - second sample, first irradi-
20 2

ation;2.2.10 n/cm - second sample, second

irradiation.Pig. 1 shows the total cross sec-

tion of Eu153 - II (second sample) for ex-

ample in energy range (0.02-4.0) eV; curve 1
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Energy (ev)

0.05 0.035

^600

350

Channel number

Pig 1. Low energy Eu154 and Eu155 resonances

refers to the sample before irradiation, cur-

ves 2 and 3 refer to the same sample after

the first and the second irradiations corres-

pondingly. These values were calculated us-

ing the initial Eu153 concentration. Eu153

bumup after the first irradiation was about

4%, after the second - about 7%. On curve 1

it is well seen the resonances of Eu151 at

energies 0.46 gmd 0,32 eV. On curve 2 these

resonances reduced due to the Eu151 burning,

but the new ones appeared at energies 0.603

and 0.195 eV. After the second irradiation

the total cross section at the energy 0.603

eV increased in 3.4 times, while the increa-

se at the energy 0,195 eV was only in 1.8

times. At small fluences't'the amount of the

Eu154 isotope follows 4* , but the amount

of the Eu155 isotope follows . Thus

it is clear that the resonance at 0. 195 eV

energy is due to the Eu154, and at 0.603 eV

energy - to the Eu155. This way was used

to identify the other resonances. This iden-

tification was confirmed by the results ob-

tained after compeirison the cross sections

of the same sample just after the irradiat-
ion and after 576 days, when some amount of

Eu154 and Eu155 isotopes had decayed. Pig.

2

shows the d±ffevenceA6 = in6)^ -{nQ)^_^^^/r\°^^

for irradiated sample Eu153~1 (first sample)

We can see the noticeable decrease of the

observed total cross section at 0.603 eV

due to the decay of Eu155 and also we can

see the noticeable increase in the vicinity
of thermal energy point due to the appearen-

ce of the Gd155 isotope with very large

cross section near the thermal energy point.

200

150

0.6 0,2

Energy (eV)

100

J 50

V 0

-50

-100

-150

h

<

(

<

50 f50 250 950 ^50

Channel number

Pig. 2. Eu155 decay effect

The decay of Eu154 is less prominent. The

isotopes* concentrations were determined

using the kinetic equations for isotope con-

centration and observed resonance cross sec-

tions. Resonance parameters were calculated

with the shape method.

For Eul55 resonance at 0.603 eV we ob-

tained 6o =(117000+12000) bam, Eu154 reso-

nance at 0.195 ey 6o is equal (2690+l60)bam
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The resonance parameters of Eu154 and Eu155

Isotopes are given In Table I.

Table I, Europium resonance parameters

Energy, eV fx » meV : g r n , meV

0.1955 + 0.0005

0.860 + 0.004

1.366 + 0.001

140

Eu 154
+ 10
-5 0.077 + 0.001

0.026 + 0.002

135+3 0.169 + 0.007

List of other Eu154 resonances (energy in eV

3.51 (Eu155?);4.15(Eu155?);5.19;5.6l;6.81;

9.42;10.1;10.9;13.7

Eu 155

0.603 + 0.001 96 + 1 3.44 + 0.01

List of other Eu155 resonances (energy in

eV) 3.51 (£u154?);4.15(Eu154?);10.7;16.6

Neutron resonances of odd-odd

isotope Ir192

This experiment in general is similar

to those dealing with the radioactive euro-

pivun isotopes. The transmission of the Ir191

(88.8%) sample was measured before and after

the irradiation in atomic reactor; energy

range - 0.02 - 100 eV, fast chopper has re-

solution about 55°°®°/m, In addition, the

transmission of natural iridiiun just as the

samples enriched by iridium 191 and 193 we-

re measured with resolution 1.8 jueec/m. The

parametersof the samples will be presented

in other place. Ir total cross sections

in the energy range (0.02-4) eV have been

also measured. Inhomogeneity of enriched

samples was the reason for some scattering

of the cross section values. However, avera-

ge weighted values agreed with the value for

natural sample. Total cross sections at

2200 m/sec are equal: 950+25 bam for Ir191,

125+5 bam for Ir193, 475+20 bam for natu-

ral iridium. Resonance identification and re-

sonance parameters agreed with the results

of evaluation /5/. For example, the cross

sections change after irradiation in one of

the low energy range is shown in Pig. 3. Plu-

ence was calculated using burnup of Boron-10.

This value was 1.0*10 n/cmSlO%.

The Westcott parameter is r=0. 15+0.03

for vertical irradiation channel. 6 =

(5q (g+rs) =1200+200 bam is for Ir191 samp-

le with rough account of neutron selfshield-

ing* Using these data we have calculated the

burnup for Ir191 - 12% and Ir192 input -11%.

The burnup was also calculated using the

wing of 0.655 eV resonance; the value 9%
was found. Hence, the value of total neutron

cross section for Ir192 was obtained for

V^=2200 m/sec - (1100+200) bam. This result

is in a striking agreement with Boehm value
6

Energy (eV)

650

Channel number

Pig. 3. Low energy Ir192 resonances

- (1100+400)bam'

We consider this

coincidence as an

accidental event.

We hope to obtain

more precise va-

lue sifter account-

ing of the isotope

burnup kinetics.

These data have

been used for nor-

malizing of Ir192

resonsmce pareime-

ters. These para-

meters calculated
7

with shape method

are collected on

Table II. Neutron

widths may have

the systematic

error about 20%;
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they are not provided.

Table II. Iridium resonance parameters

Table III. Average resonance parameters of

odd-odd and neighbotiring isotopes

Energy, eV fj ,meV tgfn ,meV
Isotope. 3 ; U ;Dobs

*

Hs
' a

IMeV : eV imeV :MeV

155

i!iU 1 0 1 0/2.
"51D. J 1

A 7A 92 21 . 25 D5 53
7A 1 J. A 7
1 't» 1 V. J U. J 1 *J+U. UU 1 £>U. 1 J c.

•x"J 7 /I >(
f .44 A OK 1 ^A 21 .82 04 56

Z) t J 1 + U.UI Oil + t 1 y! A 11.4 i U.

1

i!iU \j J D. 44 1 1

A

yp 21 .4J 6 K 0

7fi a. 7 All 1 A A1 iiU. 1 p't J 7 OQ A QQ 145 OA 77 /It;
f ( 4!?

xr ly^ JCiU 1 D. J£. / AA yo OA£U. o4 c;7 >i cD ( 4d

rm 1 oy 1 lo"^ 7 ^A Q7 OA >l Q c; 1 oo

XIU 1 1 V a"
1 0.54 7A OA 1 £ 6a 10DO id.

I . 9 / *f + U. vJU 1
Q7 j_ o A OQO 1 A AA'3 T.n 17R

1 / <i D. yei 1 1

A

1 . 1 U 7A OA QP AC^/A^ OA40/ 4 1 £.U

? 071 4- 0 001 n 17R J. A 00"^u . 1 1 5 + \J» \J\Jj T.n176JJiA 1 1 V 7~ 6 4 ? 10 60 90 67 1L/'\1 01
\ 'rl J I t 1

3.129 + 0.002 96 + 5 0.25 + 0.01 Ta180 8+ 6.06 1.10 51 21.25 97/35 23

4.391 + 0.002 107 + 7 0.38 + 0.01 Ta181 7/2-^ 6.06 4.40 58 21.14 45/40 25

9.47 Ta182 3" 6.28 4.20 67 21.02 49/45 25

12.87 Ir191 3/2+ 6.20 3.00 75 20.75 56/51 25

Ir 193 Ir192 4" 6.62 0.63 100 19.57 76/64 21

1.305 + 0.002 87 + 4 0.38 + 0.01 Ir193 3/2+ 6.10 7.00 87 18.42 60/59 19

Discussion

The mean resonance parameters are re-

presented in Table III. They were calculated

using our data for radioactive isotopes euro-

pium 152, 154, 155 and iridium 192. After

completion of our experiments the paper of
gAnufriev et al. was published in which neu-

tron resonances for Eu154 and 155 were inves-

tigated. Our results are in agreement within
Q

the limits of errors with the results . The

only exception is resonance at 1.372 eV: we

obtained for this resonance equal to

(135 + 3) meY, Anufriev has = (108+5)meV.

The low lying resonance Pj^ -widths for Ir191

agree well with the results^ but disagree

with the results^^. The mean radiation widths

Tj % and the mean observed level spacings

D Qi3g
are represented on Table III for

odd-odd heavy isotopes and the neighbouring

odd-even ones. Our results just as the re-

sults of references 8-13 have been used the-

re. Take note of the mean level spacings to

be much less for all odd-odd target nuclei

than for the neighbouring ones (as a rule).

Quantitatively within factor 2 the me-

an level spacings are in agreement with the

calculated ones, obtained with the semiem-

pirical systematics by Gilbert-Cameron^^;

8

the excitation energy is U = Bjj-Pj^; Bjj - bo-

und energy, - neutron pairing energy. The

laean radiative widths of odd-odd nuclei are

much larger than those for neighbouring nuc-

lei. It takes place for Eu152 and 154, Tm170,
1

Ir192, and Pm148 The mean radiative

widths of Tantalum isotopes are comparable

one with other. One of the best empirical
2

systematics of Malecky et al. predicts the

following dependence

:

= 10.5 UA""" a"''/2 (1-0.01 I^)

Here is proportional to the excitation

energy U. Recently Zaretsky and Sirotkin

in the frame of finite Permy-system theory _

have given the approxixaate expression for ly:

= 3.10"^o(. (U/a a''/^)'^/^. It is very im-

portant that this theory doesn't contain any

free parameters contrary to many other works.

It is necessary to note that thermodynamic
1

6

method developed by Kuklin led to the si-

milar expression for if suppose that tem-

perature is T = U/a. In order to compare

the theory and experiment the last two co-

lumns of Table III contain the_values ,

Hi A a''/^/U(1-0.001 1}) and /[u/a A^^^J

For the cases where it is important to take

into account the spin factor we give two fi-

gures for each value - with account the spin

factor (upper) and without it (lower). Syste-

matics^ satisfactory describes the general



trend in dependence upon A but it does

not give the correct values of fy for odd-

odd nuclei. The account of spin factor in

Malecky systematica fails to predict the

values with large spin.

Zaretsky-Sirotkin approximate formulae

gives the consistent results for the neigh-

bouring isotopes of different classes. How-

ever, general trends are predicted with ac-

curacy of factor 2,

Thus, the investigation of neutron re-

sonances of new odd-odd nuclei gives as an

additional evidence of validity of Zaretsky-

Sirotkin formulae. Surely, for more convinc-

ing conclusions it is necessary to determine

values both for larger amount of resona-

nces and for the larger number of nuclei.

The total neutron cross section for Europium

154 and 155 for thermal point don't contra-
17 13

diet with the earlier works ' • and with

the recent work . It follows due to our data

that the capture cross sections at Y^e

2200 m/sec for Eu154 is equal to (1250+160)

barn, Eu155 to (3950+400) barn, Ir192 to

(1100+200) bam. The large value of radiati-

ve strength function ^jf/D attracts attenti-

on to this fact for odd-odd nuclei. This is

the reason to expect the larger capture cross

sections for odd-odd isotopes than for isoto-

pes of other classes.
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PERTURBATION THEORY AUD SENSITIVITY ANALYSIS IN FISSION PRODUCTS KINETICS

L.N.Usachev, Yu.G.Bobkov, A.S.Krivtsov
Institute of Physics and Power Engineering, Obninsk, Kaluga Region, USSR

Earlier the authors have published the procedure of determining the nuclear
data accuracies which provide target accuracies of the fast reactor core charac-
teristics and different important actinide nuclides build-up. This procedure is
based on the sensetivity analysis and the optimal planning of the experiments.
The development of this procedure for the fisfeion products kinetics problem is
reported in the given paper. The perturbation theory for the evolution equation
was realized for the system of basic and adjoint equations describing the fis-
sion products kinetics in the fast reactor. Neutron capture and radioactive de-
cay were taken into account for 190 nuclides with the lifetime over 24 hours. For
700 short-lived nuclides there were taken into account only for radioactive decays.
The target accuracies of the fission products average capture cross section, the
residual heat generation, the build-up of fuel burn-up indicators, were chosen
for sensitivity analysis and experiment planning approach realization.

Fission products kinetics, sensitivity analysis, residual decay heat, capture"]
cross section of pseudo fission product, ratio 1 34Cs/'' 37cs. J

Introduction

The authors have decided to take up the
problem of fission products kinetics in order
to draw on their methodic experience gained
in working other problems of reactor physics.
Formerly the generalized perturbation theory
was developed aimed at calculating sensitivi-
ties of different important reactor values -

ratios of linear functionals by neutron flux"!

,

bilinear by the neutron flux and neutron im-
portance^. For an US reader let us point out
that these are the same sensitivities, which
have been derived by Stacey from the varia-
tional principle-^ (see discussion 4,5,6). La-
ter the sensitivities have been used in the
procedure of the experiments set optimal
planning under the condition of minimizing
their total cost for determining fast reactor
nuclear data requirements. ' »S The summary of
the mentioned works has been made by Row-
lands. ^ The work on the requirements for ac-
tinide characteristics accuracies done by the
authors together with V.E.Kolesov a year
ago'^ methodically is already quite close.
The sensitivities calculation is performed
with the use of the perturbation theory for
evolution type equations, first developed by
Gandini.l'' A modification of this will be
presented below as applied to fission pro-
ducts kinetics.

As applied to the fission products re-
sidual heat generation the sensitivity ana-
lysis is described in the summarizing report
by Devillers.i^ Devillers pointed out the
necessity of supplementing his investigation
with calculating the sensitivities to the fi-
ssion products capture cross-sections. It has
been done in the given work along with re-
calculating the sensitivities to the varia-
tions of yields and decay data. The generali-
ty of approach to calculating the sensiti-
vities enables one to perform calculation for
different values in a standart way. As an
illustration of the procedure the calcula-
tions have been also performed for the pseudo
fission product capture cross-section sensi-
tivities. The required accuracies have been
determined by experiment planning approach
for the 10% target accuracy of the FP capture
cross-section. The accuracy of calculating

the ratio 134cs to ^37Qg j^as been also ana-
lyzed.

Mathematical Description of FP Kinetics

A set of equations describing fission
products (FP) kinetics in a reactor takes
the vector form:

= An(t) + f(t), n = So (l)

Here n*(t) = [n^ (t ) , , . . ,n^ (t ) , , . . ,n^(t)} is a
FP concentrations vector at a time moment t.
The matrix describes nuclide transformation
and its diagonal elements take the form -

where >v is the probability of
radioactive decay, Gc - a neutron capture
cross-section, - a neutron flux. The vec-
tor components - n^Ct) are numbered in such
a way that as a result of jh'- and jb"*"- decay
and neutron capture the component number al-
ways increases. Respectively all^the ele-
ments above the diagonal in the A matrix are
equal to zero. The components of vector
f^(t)={fi(t),...,fi(t),...,fni(t)} are the
rates of the i-nuclide formation at the fis-
sion of all fissionable nuclei of every kind
- "k" in the neutron field with the corre-
sponding cross-sections of , the concen-
trations - nj. and the Y^j^ - i-nuclide yields;

Y-^v<^nj.(t) <S
f-jj.*

The Y-j^jj values
should be considered as cumulative yields
until all short-lived FP are taken into ac-
count in equation (l). The f(t) vector in
equaj^ion (I) is a given source. According to
the A matrix structure the solving of the
equations set (I) is reduced to the succes-
sive solving of the equations for one func-
tion nj^(t) in order of increasing the compo-
nent number of the vector n(t).

The solution of n(t) obtained, one can
calculate a niimber of values of interest.
For example, the scalar product of the solu-
tions vector by a certain vector P at t=t-p ,

that is:

Q = ( n(t) P)
\

S n. ( tp )Pi (2)
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Among the values of this class are, for
example, FP radioactive decay heat genera-
tion that is of interest:

Q = <E> = 5^n.>..(<E^>.-KE^>^,^ ,

and also the single FP buildup:

Q = n, 5 .ik

(3)

(4)

We may also be interested in the ratio of
two scalar products:

Q = V- 1 t
(5)

Into this category of values falls, for
example, the pseudo PP neutron capture cross
section: m

^°i^t
Q = <G > = -TT . (6)

or the ratio of concentration of tv/o PP

n

.

(7)

The entire theory becomes more substan-
tial if the adjoint equation is considered
as well:

- dn+ = A^n^ 5 ^ = P
dt

,for Q =(np)

(8)

(poH)
V^Pl^^ (P2S ),

( Pin)
Q =

(P2n )

, for

(9)

Here the sign at the time derivative is
changed for the invei^se one, the matrix A -
for the transposed A"^, the boundary condi-
tions are set at the end of the time inter-
val, the solution is performed in the oppo-
site direction of time and begins from the
last component of the vector n''"(t)»

In order to obtain the perturbation
theory fonnula for the sensitivities, along
with equations (I) the perturbed equation
should be v/ritten

dn'

TT" = A'n« + f • fi = n'o 1 t (10)
o

multiply equation (10) by n"*", and equation
(8) by n"*" , subtract the second expression
from the first one, integrate v/ith respect
to the time from to to tp. Then we derive
the expression

5An"^dt +
(11)

(n.n-)|,^- (5.5-)|,^= fn.

+ / ( 5+?0 dt.

Carrying on the same operations v/ith unper-
turbed equation (1 ) v/e similary have

(HH+)1 , - (HH •')
I

, = /(Vf)dt
I
tp I to

For boundary condition (8) we have

(12)

(Hp) = Q = J ( n^f )dt + (nii^)

The latter formula for the (np) scalar pro-
duct provides a possibility of independent
functional calculation through solving the
adjoint equation. It enables one to check
numerical solution algorithms. Subtracting
expression (12) from expression (ll) we de-
rive: *f -cp

i^Q = /n'^^An'dt + _/(n'^&f)dt
(13)

Here: S'f = f ' - f ; for boundary condition(8)

:

d'Q = Q»- Q; for boundary condition (9):

((5' - n )n+)j^

? = f • - f ; for be

- Q; for boundary

b'Q _ (Pi5) / (Pl^S ) (Pp&5)K^ (p^5)

(P2^)\(Pin) (P2S) / (P2n)

In the first integral of the rigt part of
(13) we may change n' , for n at small per-
turbation. Here we do not consider the boun-
dary conditions perturbations on n, i.e.
n' = n|^

Suppose °S'A = 51 44- and S'f =2^&bi
(1 d a-j_ ^ QDj^

and finally the sensitivity coefficients are
put in square brackets in the following ex-
pression:

ai

(14)

In the case when the values being pertur-
bed enter into not only A and P, but di-
rectly into the expressions, of the values of
interest Q = (pn) and Q =/ Pi" ) , that is

^Ppn /

in P, P-] , P2, or only into rhese values, one
should also calculate the"airect" sensiti-
vity coefficients components from the formu-
la:

^ai
an

(15)

where only P, P-] , values are differen-
tiated.

In concluding to present the algorithm
we should point o^t that the adjoint vector
components have a sense of the importance of
the proper nuclides respectively to contribu-
tion to the chosen functional. This sense is
obvio s when considering the perturbation
theory formula. But one can derive the a
adjoint itself on the basis of the principle
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of importance conservation.

Practical Realization of Algorithm

The algorithm described was realized by
the authors in the YIELD code. At present the
kinetics of 190 fission products with the
half-life ^24 hours is being calculated ta-
king into account PP burn-up and build-up at
neutron capture, fi'*' and p' transitions and
isomeric transfers. The remaining 700 short-
lived nuclides are taken into account as the
precursors of 190 nuclides mentioned above.
For the time being the calculations were
performed on the basis of evaluated dsta
files from Cook's Australian library^'+,from
which 26-group constants of the ABBN type
were obtained and then were reduced to one-
group ones for the typical fast reactor
spectrum. At one-group cross-sections set
certain additions and corrections were int-
roduced. For the code the library of PP
yields, decay and PP resi' al decay heat ba-
sed on Rose and B rrows work^5 vms organi-
zed.

Illustrations of Calculations. Decay
Heat Generation

Coefficients of sensitivities of decay
heat generation to 190 FP neutron capture cross-.,,.:;.

section, yields and decay variations were

calculated from formulae (14) and (15) ta-
king into account (3). The results were com-
pared to those by Deviliers'' 2 for the times
^5 days. As Deviliers' work''^ lists cont-
ributions to the dispersion from individual
components on the plots, and the tables give
an idea of the errors of PP yields and decay
data accepted^ we were able to see that the
sesitivity fits these values within the
factor 1.5 without performing a detailed ana-
lysis of the errors. As to contribution to
heat generation dispersion from the capture
cross-section errors, Deviliers 's work was
devoid of it and we supplemented his plot
with another curve assuming that the errors
in PP capture cross-sections are 30^ and
that there is an independence of these
errors. —I—i—i

—

\

—
\—1—"—(—I—I

—

\
—

r

. ERROR PROM YIELDS

ERROR PROM HALE-LIVES
- ERROR PROM DECAY ENERGIES

TOTAL ERROR

oio
« 2

T

X X ERROR PROM CAPTURE

10'
t T'-r.-irr I I 1 r~ri

104 10^

COOLING TIME (sec)
108

Estimation of the error of the residual heat
generation after 235u irradiation bv fast
neutrons.During 90o days.'t' =4.3«10^^n/cm2sec.i
A figure from Deviliers' work ''2 supplemented
with the error due to capture cross-section

uncertainty.

Prom the fact that heat generation accura-
cies appeared to be better that target accu-
racies: 10% or even 5%, then the application
of the experiment planning approach to the
given problem turned out aimless.

Average PP Capture Cross-section

The capture cross-sections used in our
code are characterized by the following va-
lues of average cross-sections per couple of
pseudo PP for a typical reactor with uranium
oxide fuei and a flux 10^° n/cm2sec depen-
ding on the time interval from the start of
operation.

days 30 60 ^0 120 150 180 240

cross-
section. 322
10724
cm2

.334 .338 .342 .344 .345 .347

The analogous increase of cross-sections
with the time of reactor operation had been
pointed out in the suramerizing report by
Rowlands^

Por an average capture cross-section
per pseudo PP couple were calculated the
sensitivities to the variations of yields
and certain nuclides captureccross-sections.
Planning with the target accuracy of 10%
demonstrated the sufficiency of the achie-
ved accuracy of decay data and PP yields.
On the assumption of the independence of
different nuclides capture cross-section
errors the accuracy of 30% is also suffi-
cient. However an assumption of the error
correlated over all nuclei is more realis-
tic . The required value of this component
is equal to 1%» This requirement is yet to
be satisfied. To met this request carrying
out measurements by different methods both
in microscopic and integral experiments is
needed.

Sensitivities of ^^^Ce/^^^Oa ratio

As an example of sensitivity analysis
for a r^Jitio of two PP nucliedes we performed
the sensitivities calculation for the ratio
mentioned. The concentrations of ''33cs and
^-^'Cs, caused by the nuclei fission either
directly or after the decay are proportional
to the flux . The concentration of 'J'*es,

building up through the -^„^Cs neutron cap-
ture is proportional to 4* therefore this
ratio increases with the fluence growth and
is used for measuring it. That is why sen-
sitivity coefficients for this value may be
of interest.

The calculation was performed for irra-
diating uranium of a 20% enrichment with
the typical fast reactor spectrum and flux
10lon/cra2sec for 240 days.



a?able of Sensitivities of '-^^Cs/'^'Cs Ratio
to Nuclear Data Variations Multiplied by
100

A
nu Oc Y ^8 9

133 54(m) -0.02 1.5 51 .5 6.1 3.7
133 54(g) -0.06 5.9 32.5 3.9 2.4
133 55 97.3 stab. 6»iO-7
134 55 - 2.8 -6.95 0.005
136 55 -0.005 0.005 -0.0006
136 54 -0.04 stab. -0.04
137 55 0.18 0.79 -80,6 -10.2 -9.2

Using the sensitivities from the table
one can by means of the experiment planning
algorithm described in work7 determine the
required accuracies of all the values rela-
ted to the point in order to attain a cer-
tain target accuracy in calculating the
ratio of two cesium isotopes.

Conclusion

The mathematical approach formulated
in this paper is expected to be used for the
analysis of errors and the determination of
the nuclear data accuracies required in dif-
ferent aspects of the fission products ki-
netics problem.
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TOTAL UEUTROW CROSS SECTIOU OP ^"'Sc AT THE 2 KEY

INTBRPERENCE MIUIMUM

V.P.Razbudey,A.V,Muravit3ky, V.P.Vertebnyi, A.L.Kiriluk

Institute for Nuclear Research, Kiev, Ukrainian SSR, USSR

The scanditun neutron cross section at 2 keV interference minimum 6 •

. mxn
is equal to 0.27— 0.07 bam from measurements at the WWR-M reactor. This fi-

gure is much lower than the value of 0,71 + 0.03 bam recently reported by

other authors,-^

Transmissions T of a high purity metalic scandium 22,5-cm-thickness

sample were measxired with scandium filters of variable thickness (from 63 to

173 cm).

The simple formula suited for experiments like the present one was dedu-

ced for 6 min*
^ In (1 + S )min- tot - 2n ^ ' U

where 6 ^^^h - 1 InT is an observed total cross section of the sample, n emd

N are thicknesses (atom/barn) of the sample and the filter respectively.

[Total cross sections; resonance neutrons; ^^ScJ

Introduction

Existence of a deep interference mini-

mum at 2 keV in the Sc total cross section

energy dependence has resulted in broad use

of Sc filters to produce intensive quasimono-
1 2

chromatic neutron beams at atomic reactors *

.

However, the total cross section at this mi-

nimum, 6 ^^t is not considered wellknown.

In accordance with the irecent work this va-

lue is equal to 710+30 mb while the previous

works^*^ adduce 50 *"!!^^ and 85 mb respective-
-50

ly (the latter result is obtained by evaluat-

ion of the available experimental data). Be-
2

sides that the Sc filter used in has much
3

higher transmission than it follows from-^.

The present work is aimed to resolve these

discrepanotes.

Idea of the experiment

It is well-known that a Sc filter, in-

stalled in reactor channel, transforms white

neutron beam into a monochromatic one with

the energy approximately equal to the inter-

ference minimum energy E^. ^cx 2 keV.

Transmission T of a scandium sample placed

after the Sc filter is equal to

T = Jj(E)e-^^+^^^(^>dE/7j(E)e-^^<^>dE.(l)

Here 1(E) is a reactor neutron beam spect-

rum, modified by energy dependence of detec

tor efficiency, n and N are thicknesses

(atom/barn) of the sample and the filter

respectively.

When the filter thickness is large enough

the integration region is practically limi-

ted by small energy interval near the inter

ference minimum energy; - oo may be substitu

ted for the low limits of the integrals in

(1). In this ease the following approximat-

ions may be used:

,26 (E)~ 6 . + B(E-E . )'
^ ' min ^ min'

J(E) ~ J(E„

(2)

(3)
. - ) + C(E-B . )min ^ ^min

where B and C are some constants. Substitut

ing (2) and (3) into (1), we obtain

-n6
T = e

min->/ K
Yh + n

(4)

and

where

tion:

obs
*tot = ^min-^kl^(^ ir^ (5)

fi^ obs is an obseirved total cross sec
^tot

The formula (5) describes the observed

total cross section dependence on filter

and sample thicknesses when N is large. On

the other hand it allows to determine 6,'min

!9n



using experimental data of 6 obtained

at large N.

If n « N the expression (5) may be trans

sfozmed into more simple one:
(iObs _ 1 (5a)
^tot ^min + 21

The minimum thickness of the filter at

^riiich the expression (5) is correct must be

detenained in experiment. The constancy of
(^obs 1

is a detector counting rate with the

the quantity ^^q-jj

used as a criterion.
25 ln(1 + ^) may be

Experiment

The neutron beam from the horizontal

channel of the WWR-M reactor crossed the bo-

ron and scandium filters, scandium sample

and reached the detector, disposed 4 m from

the sample (Pig. 1), The Sc filter with the

thickness

Heutron
beam Al

Sc

filter
Sc

sample

4
filter

D
detector
oo
ooo
oo

Mn
filter

Fig. 1. Arrangement of experiment

varied from 2.5 to 7 atom/bam and the

0,9025-atom/bam-thickness sample were made

of the same 99.8% pure metallic scanditim

(trade mark Sk MP-2). The boron filter con-
sisted of B^C powder (0.222 g/cm^) in alu-

minium container with total thickness of the

walls in beam 1.84 g/cm . A proportional RP^

counter battery was used as a neutron detec-

tor. The detector efficiency was 0.125% at

E a 2 keV. The sensible window of the detec-

tor was 4.8x5.8 cm.

Transmission T is determined as

T = (I -$)/(Io-4'o)

where I, !<, are detector counting rates

when the sample is in and out of the beam.

$0 (and 4) respectively) is background

which may be written as (P^ = Ko( •t""-

) where is room background (< 0.03%

of lo) and Ko (
^j"" - ) is" higher energy

neutron contribution.

extra filter of manganese (12, 15 g/cm ) in

the beam and Kq is a backgroujad distortion

factor for this filter. The value of has

been evaluated by means of fitting the water

sample transmission calculated from the
6 7

known hydrogen and oxygen total cross sec-

tions to the measured one. More details abo-
Q

ut this one can find in •

Results

o"bs
The observed total cross section <o

versus filter thickness is plotted in Pig. 2.

500

o a
\9

400

300
N, atom/bam

45<Pig. 2. Observed '*''Sc total cross section

vs. filter thickness (open dots). Value
obs
'tot6i^f - In (1 + |) (black dots).

Corrections for air and incomplete removal

of 2 keV neutrons by lito filter are 10 mb and

^ 3 mb respectively,
(^°ot

equal to 444

mb at the maximum thickness (6.955 atom/bam)

of the Sc filter and may be considered as the

upper limit of 6^^^^ because more detailed

analysis (see below) results in its decrease

only.

The black dots in Pig. 2 show the quan-

tity <o ~ 25
becomes constant at IT 6 atom/barn. Therefo-

re the expression (5) is true at N ^ 6 atom/

barn. Since the value 1^(1 +
ij)

is 68 mb

at N = 6.955 atom/bara 6 ^.j^, is equal to

376 mb. After substruction of impurity con-

tribution 113 + 60 mb (71 mb is due to hyd-
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rogen and 42 mb is due to the rest of ele-
ments in the sample) the value of 6 . ismm
263 + 70 mb. The components contributing to

the error are the following: statistical er-
ror is 2.3 mb, systematic error of the measu
rement is 3.3 mb, uncertainty of the impuri-
ty correction is 60 mb.

Our value of the Sc total cross sec-

tion at 2 keV minimum is 2.7 times lower

than the value*' and 5 times higher than the

value^(see the table). Disagreement with-* is

far beyond the error bars. Disagreement with

the value obtained in^ we consider not very

sharp taking into account the relatively lar-

ge errors. Besides our value can be diminish-

ed if some unknown impurities would be found

in our scandium material.

Table I. Total neutron cross section of

^^Sc at 2 keV minimum

Reference? 4 3 Present work

6„.„,mbmm' -50 710 + 30 263 + 70

It should be noted that the ration

^ /I when changing TI reaches its minimum

at N = 6 atom/bam (Pig.3). Existence of

such minimum on dependence curve $ /I testi-

fies that the Sc total cross section at

2 keV essentially exceeds the cross section

at some higher energy interference minima.

The authors are grateful to Drs.

M.P.Vlasov, N.L.Gnidak, A.V.Murzin, E.A.Pav-

lenko, N.A.Trofimova for useful discussions.
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SCATTERING CROSS SECTIONS OP NEUTRONS UP TO 3.0 MEV

BY CHROMIUM, IRON AND NICKEL ISOTOPES

M. V.Pasechnik, I.A.Korzh and E.N.Mozhzhukhin
Institute for Nuclear Research of the Ukrainian

Academy of Sciences, Kiev, USSR

Experimental differential cross sections for the elastic and inelastic
neutron scattering on 50,52,54Cr, 54pe and 58,60,62,64Ni and excitation fiinc-

tions for three lowest levels of the above isotopes in 1, 5-3.0 MeV energy ran-
ge are presented. The experimental data are compared with the calculations us-
ing the optical model and statistical theory without and with account of level
width fluctuations.

r50,52,54c^ 54

[G(E,Ense5, o
Pe, ^®'^°'^^'^^i(n,n), (n,n'), 1.5-3.0 MeV, TOP, S'CE.e),
ptical, statistical and coupled-channel analysis.

Introduction

One of the basic trends of atomic scien-
ce in our country is the development of fast
neutron reactors ^ . The present research was
carried out according to the development pro-
gram of fast neutron reactor, in which heat
removal is realized by means of dissociable
gas N2O42, In such reactors the irradiation
and corrosion stability of the structural ma-
terials of core must satisfy high require-
ments3. Special chromium-nickel steels and al-
loys on the base of chromium satisfy this re-
quirements. The choice of such investigation
objects as chromium, iron and nickel was cau-
sed primarily by these requirements.

On the other hand, investigation of the
fast neutron interaction with nuclei of sepa-
rated isotopes is connected with the problem
of applicability of different models to neu-
tron cross section calculations. The measure-
ments on separated isotopes already allowed
to find the shell and isotopic effects in
fast neutron scattering^-, nuclei deformabili-
ty influence on the scattering processes^.
They allowed also to distinguish the basic
components of the real and imaginary parts of
the optical potential".

At last, there are no experimental data
in the available literature on neutron scatte-
ring processes by the separated isotopes of
the above nuclei in this energy range. All
this justifies the systematic research of el-
astic and inelastic neutron scattering on the-
se isotopes.

Experimental Method

Measurements of differential cross secti-
ons of elastic and inelastic scattering were
carried out on time-of-flight neutron spectro-
meter based on the electrostatic generator
EG-5 Monoenergetic neutrons were obtained
from T(p,n)3He reaction. The proton pulse du-
ration was ~ 1 ns and the repetition frequen-
cy was 4 MHz, The energy spread of neutron
flux was ±50 keV. The neutrons outgoing at 0**

with respect to the proton beam were scatte-
red by cylindrical scatterers, placed at 10cm
distance from the target perpendicular to the
plane, in which the detector was placed. The
isotope scatterers with enrichment 90-99% and
masses 43-177 g were metal oxide pov/ders (on-
ly 52cr was the metal powder) filled into
thin-walled containers. The container materi-
al influences were accovmted for at the back-
ground measurements.

The scattered neutrons were detected by
scintillation detector (stilbene crystal

5.0 X 5.0 cm coupled with EM. PEU-30) , placed
at 2.1 m distance from the scatterer at 9 an-
gles in the 20-150** range. Neutron flux was
monitored by the oriented long counter.

Typical spectrum of neutrons^with 3.0
MeV initial energy scattered by
is shown in Pig.1.

50NiO at 150*

UJ
z
z
<
X
o
K
111

a.

v>
i-
z
3
Ou

1000

T 1 1 1 1

a-"'NiO

En=3.0MeV
9=150°

L=210cm
1 Chan =1.05 ns

T 1 r

500

m
00

CM'

O)

50 100 150 200

Channel number

Pig.1. Time spectrum of 3.0 MeV neutrons
scattered at 150° by oOuio,

The dependence of detector effectivity
on neutron energy and absolute values of in-
elastic scattering cross sections was deter-
mined by means of (n,p) scattering measure-
ments. The hollow polyethylene scatterer
5.01 cm high, 0.88 cm eoct. dia, 0.57 cm int.
dia and 1.6 g mass was used in these measure-
ments. Elastic scattering cross sections on
the oxide molecules were obtained from measu-
ring direct and scattered neutron fluxes. Tho-
se for nickel isotopes were obtained by sub-
tracting the oxygen elastic cross sections
from the molecular cross sections. The expe-
rimental data are corrected by analytical me-
thod for attenuation of neutron flux in the
sample, multiple scattering and finite geome-
try and also for anisotropy of neutron output
from the target.

Results and Discussion

Pigs. 2 and 3 show the angular distribu-
tions of elastically and inelastically scat-
tered neutrons°»9. Errors shown in the Pigs,
include statistical errors of measurements,
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errors m scattering cross sections on oxygen ring by the oxide samples, 3-6% for elasticor hydrogen and also errors connected with scattering by the metal 52cr sample and 5-10%
cross section calculation procedure. Total for inelastic scattering.
errors are equal to 5-20% for elastic scatte-

;ring,
Data of the other authors available for
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Pig. 2. Experimental differential cross sections of the elastic and inelastic scat-
tering by ?0,:?2,i?4Cr and >^Fe isotopes (points) and calculated ones using

optical and statistical models (curves). The compound cross sections are calculated
without (solid curves) and with(dashed curves) accotmt of level width fluctuations.
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some angles and energies within the experi-
mental errors coincide with our data except ^0

and are not cited here.
Pigs. 4 and 5 show our results and those

of other authors on energy dependence of par-
tial cross sections of inelastic neutron scat-
tering with the excitation of first three le-

vels of the investigated chromium and nickel
isotopes. The partial experimental cross sec-
tions of inelastic scattering with excitati-
on of separate levels of the isotopes are ob-
tained by means of integration of differenti-
al cross sections of inelastic scattering me-
asured at investigated neutron energies. Da-
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ta^ ^ presented for nucleus of natural nickel
are recalculated for all nickel isotopes con-
sidering their abundances.All the data are in
satisfactory agreement except which we-
re obtained from measurement of inelastic neu-
tron scattering cross section on natural ni-
ckel, and 12,13 for 52cr and 54cr, obtained
by ^-ray measurements from (n,n'^) reaction,

Isotropy or sjTmnetry of the experimental
angular distributions of inelastically scatte-
red neutrons permits to carry out an optical
and statistical analysis of the data on neu-
tron scattering in the investigated energy
range on chromium, iron and nickel isotopes.

Theoretical Analysis

Experimental data on angular distributi-
ons of elastically and inelastically scatte-
red neutrons as well as energy dependence of
inelastic scattering cross sections are ana-
lysed with the optical and statistical nucle-
ar models.

Calculations of total cross sections and
angular distributions of elastically scatte-
red neutrons are carried out using the six-
parametric potential in such forais

V(r)=-Vef (r)-iWcg(r)+Vao(^)^ 'SX
where (1)

Q,=-0.783MeV2*

Q2=-l888MeV4*

I l_

„Q,=-1.435MeV2*

Q=-2.370MeV4*

Q=-a835MeV2*

_Q2=-182lMeV4*

4 5 6

En.MeV

Pig, 4. Excitation functions of 50,52, 54Cr le-
vels at neutron inelastic scattering:

• - this work, ©-12, A- 13, C- 19,
O - 20, © - 26. The solid and dashed curves
are results of the calculations by means of
statistical theory without and with account
of level width fluctuations respectively.
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Pig. 5. The same, as in Pig. 4, for
58,60,62,64Ni isotopes:

- 10, O - 11, A - 13, A
3-23, I - 24, O - 25.

- this work,
-21, V - 22,

f(r)=|^1+expi^j"\ g(r)=exp -(^)^]

'c> 'c» VoQ , a, b and Tq are parameters
;ntial. Nuclear radius is taken

of
inthe pot

R=roAl/-^ form. Cross section calculation me-
thod using optical model with potential in
form (1) is described in 14, Optical model
cross section calculations are carried out
with averaged parameters, which were obtained
from analysis of data on neutron scattering
in 1.5-6.1 MeV energy range15:

Vc=(48.7-0.33E) MeV, Wc=(7.2+0.66E) MeV,

Vso='''»5 MeV, a=0.65 Pm, b=0.98 Pm, (2)

ro=1.25 Pm.

Nuclear optical model allows to calcula-
te only shape elastic scattering. But in the
investigated neutron energy range significant
part of scattering proceeds through formation
of compound nuclei. That is why before making
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comparison of the calculated angular distri-
butions with the calculated ones it is ne-
cessary to add to the cross sections calcula-
ted with optical model the compound elastic
cross sections. The latter are calculated by
means of Hauser-Peshbach formalism without''^
and with17 consideration of the Moldauer cor-
rections for level width fluctuations. The
calculation pi*ogram for elastic and inelastic
scattering cross sections by means of stati-
stical model both without and with considera-
tion of the corrections for level width fluc-
tuations is described in '8. The neutron trans-
mission coefficients necessary for calculati-
ons of compound scattering cross sections are
determined by means of optical nuclear model
with potential in form (1; and the averaged
parameters (2). The experimental data and the
differential scattering cross sections calcu-
lated by means of optical and statistical mo-
dels without and with consideration of the
Moldauer corrections for level width fluctua-
tions (solid and dashed curves respectively)
are plotted in Pigs. 2 and 3 for comparison.
The similar comparison for integrated cross
sections of inelastic scattering is given in
Pigs. 4 and 5.

Pigs. 2 and 3 show a satisfactory agree-
ment between the experimental data on elastic
scattering cross sections and theoretical cal-
culations. The comparison of experimental and
theoretical data on differential and integra-
ted cross sections of the inelastic scatter-
ing given in Pigs. 2-5 enables one to conclu-
de that the cross sections, calculated by
means of statistical theory accounting the le-
vel width fluctuations agree v/ell with expe-
rimental ones. This circumstance as well as
the isotropy of inelastic scattering angular
distributions leads to the conclusion, that
the main mechanism of neutron inelastic scat-
tering by even chromium, iron and nickel iso-
topes in energy range 1.5-3.0 MeV is the com-
pound nuclei formation.

A good agreement of the calculated cross
sections for investigated isotopes with expe-
rimental ones allows to hope for succesfull
use of the optical potential parameters veri-
fied in this paper for prediction of scatte-
ring cross sections in wider neutron energy
range for nuclei of middle atomic weight.
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NEUTRON SCATTERING BY NICKEL ISOTOPES IE ENERGY RANGE 5-7 MEY

I.A.Korzh, V.A.Mishchenko , E.N.Mozhzhukhin , M. V.Pasechnik . and N.M.Pravdivy
Institute for Nuclear Research of the Ukrainian Academy of Sciences, Kiev, USSR

Differential cross sections for elastic and inelastic scattering of 5.0,
6.0, and 7.0 MeV neutrons by nickel and its even isotopes are measured. The ex-
perimental data are compared with the theoretical values calculated lising the op-
tical model, statistical theory of nuclear reactions, and coupled- channel method.

58,60,62,64jji(j^^j^)^(n,n'), Ni(n,n), 0(n,n), 5.0 MeV,
optical, statistical, and coupled-channel analysis.

TOP, S(E,e),0(E,En.,e),

Introduction

The experimental data on fast neutron
interactions with even nickel isotopes are
important for some reasons. Firstly, nickel
is a component of structural materials of nuc-
lear reactors. Therefore, the cross section
data on fast neutron interactions with nickel
nuclei, obtained with a sufficient accuracy,
are important for reactor physics and techno-
logy. Secondly, theoretical analysis of the
reliable experimental data by means of the
disposable neutron interaction models enables
one to determine the applicability limits of
the models for predictions of neutron reacti-
on cross sections as well as to investigate
the role of various reaction mechanisms.

The even nickel isotopes neutron scatte-
ring cross sections have been investigated up
to 3 MeV in our laboratory previously ' . The-
re are enough accurate data in this energy
range, while the experimental information at
higher energies is very scarce, although its
importance for the practice and theory is ob-
vious. To reduce this data lack we have mea-
sured the differential cross sections of elas-
tic and inelastic neutron scattering by even
nickel isotopes at the energies 5.0, 6.0, and
7.0 MeV.

The results of the measurements and the-
oretical calculations of the differential
cross sections for 5.0 MeV neutrons elastical-
ly and inelastically scattered by the isoto-
pes 58,60,62»64Ni and elastically scattered
by natural nickel are given in this paper.
The differential cross sections of 5.0 MeV
neutron elastic scattering by oxygen are also
obtained.

Experimental Procedure

The spectra of neutrons scattered by the
investigated samples were measured with the
fast neutron time-of-flight spectrometer at
the electrostatic generator EG-5 ^ in its mo-
dified version3. The arrangement of the expe-
riment and the spectrometer parameters are gi-
ven in Table 1

.

In the measurements of the neutron scat-
tering spectra NiO oxide powder samples high-
enriched by the corresponding isotope were
used. As hydrogenous scatterer for normali-
zing the inelastic neutron cross sections a
polythene sample was used. The powder samples
were placed in thin-walled brass containers,
which contributions into the scattering were
taken into account under background measure-
ments.

Experimental Results

The measured spectra of scattered neu-
trons were used for obtaining the differenti-

Table 1

1 . Beam
parameters s

2. Neutron
source

:

3. Distances:

4. Neutron
detector:

5. Monitor:

6. Spectrometer
parameters

:

7 . Measurement
angles

:

Eci=1.94 MeV, f=4 MHz, Iinean=
'rpulse=''«0-1»5 ns.

D(d,n)3He reaction, Ti-D
target (thickness 340 keV)
on thin Mo-backing.

target-scatterer - 10 cm,
scatterer-detector - 2.6 m.

stylbene crystal 5x5 cm and
P.M. PEU-30, n-y'-discrimin.

stylbene crystal 3x4 cm and
P.M. PEU-30, current integr.

integral nonlinearity - 0,3%,
differential nonlinearity -

4.0%, intrinsic time resolu-
tion - 2 ns.

20, 30, 40, 55, 65, 75, 90,
105, 125, 135, 150°.

al cross sections for neutrons elastically
scattered by the nickel isotope oxides and by
natural nickel as well as for obtaining the
differential cross sections for neutrons in-
elastically scattered by the nickel isotopes
with excitation of the first 2+-levels.

The differential cross sections for neu-
trons elastically scattered by the nickel iso-
topes were determined by subtracting the
cross sections of neutron elastic scattering
by oxygen from the measured cross sections of
neutron elastic scattering by the nickel iso-
tope oxides. Since the available data on
cross sections of 5 MeV neutron elastic scat-
tering by oxygen considerably differ4,5, the-
se cross sections were determined from our
measurements. This was performed by subtract-
ing the measured natural nickel cross secti-
ons from the NiO oxide molecular cross secti-
ons composed from the measured nickel isotope
oxide molecular cross sections considering
the nickel isotope abundances.

The absolute differential inelastic
cross sections were obtained by normalizing
the measured relative angular distributions
of inelastic scattered neutrons to the well-
known cross sections of neutron scattering by
hydrogen.

The measured scattering cross sections
were corrected for anisotropy of the neutron
yield from the source, for neutron flxjx atte-
nuation in the scatterer, and the elastic
scattering cross sections also for multiple
scattering of neutrons in the scatterer and
angular resolution of the experiment (for the
inelastic scattering the two latter correcti-
ons are negligibly small because the anisotro-
py of the angular distributions is relatively
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small). The corrections for the fliix attenua-
tion, applied according to the recipes of pa-
pers °, are equal to 10-11% for the powder
samples and 7-8% for the polythene sample.
The corrections for the multiple scattering
and angular resolution, which depend on the

1 0.5 0 ^ -0.5 -1

Cos Bern.

scattering angle, reach up to 6% and 15% res-
pectively, for the powder samples.

The experimental cross sections of 5.0
MeV neutron elastic and inelastic scattering
by the nickel isotopes are given in Pigs. 1

and 2. Most of the data are obtained for the

10'

. 1 -T' 1

E„ = 5MeV z

P- CO
Niin.n)

>—

<

\

- V

\

1

u7 ^ f

.

\
-\
- \
I \

y Ha
/ -

/ -

/y— .

—

10°

^\%. 30

^ 20

Q,=-1,33MeV 1^
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0.5 0 -0,5 -1

C 0 s 9c.^.

Pig.l. Experimental ( # - this work, O - 7) and calculated (curves) differential cross sec-
tions for 5 MeV neutrons elastically and inelastically scattered by 58jji and SOHi.

In the elastic scattering cross sections the shape components are calculated using the opti-
cal model with our ( ), Rosen ( ), and Wilmore-Hodgson ( ) parameters
and the compound ones using statistical theory ( ). The calculated inelastic scatter-
ing cross sections are the sums ( ) of the compound and direct (• ) components.

first time. At the comparable neutron energy
only the data of paper 7 for 58iji and.
are available, and they are plotted in Pig.l
for comparison. Both results are in agreement.
The errors of our data plotted in Pigs. 1 and
2 are the total ones and include the experi-
mental, normalizing, and correction errors as
well as the errors of cross sections of neu-
tron scattering by oxygen, for the elastic
scattering.

The differential cross sections of the
5.0 MeV neutron elastic scattering by natural
nickel with their total errors as well as the
data of paper5 obtained at the comparable en-
ergy are given in Pig. 3. There are general ag-
reement in form of the angular distributions,

but the cross section values are in consider-
able disagreement. The differential cross sec-
tions of 5.0 MeV neutron elastic scattering
by oxygen with their total errors as well as
those available in literature at the comparab-
le energies4>5 are also given in Pig. 3. The

noticeable disagreements between the three
data sets are caused, perhaps, by different
experimental conditions, in particular, by
different neutron energy spreads.

Theoretical Analysis

The complexity of process of neutron
scattering by nuclei, when the energy is se-
veral MeV, necessitates using for analysis of
the experimental data a set of nuclear mo-
dels, as the different stages and types of
scattering require different theoretical mo-
del approaches.

The shape elastic cross sections as well
as the transmission coefficients, which are
necessary for the calculations with statisti-
cal theory, were calculated using the optical
model v/ith spherical potentialS;

V(r)=-Vef(r)-iWcg(rKV3o(^)' ^-l.^
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Pig. 2. The same, as in Pig.1, for ^%i and 6%i isotopes

Cos 0.

0,5 0 0.5

Pig. 3. Experimental (# - this work, O - 4»
A - 5) and calculated (curves) diffe-

rential cross sections for 5 MeV neutrons el-
astically scattered by natural nickel and oxy-
gen. The optical model calculations are car-
ried out with our i- ) and Holmqvist
( ——) parameters. The compound elastic
cross sections are calculated with statisti-
cal theory (————),

900



where

f(r)=[l-exp?:^]-\ g(r)=exp[-(^)2],

and the unified potential parameter set^:

Vc=(48.7-0.33E) MeV, Wc=(7.2+0.66E) MeV,

Vso=7.5 MeV, a=0.65 Fm, b=0.98 Pm, (2)

ro=1 .25 Pm.

For the analysis of the neutron elastic cross
sections some other sets of the potential pa-
rameters were also used: those of Rosen^O _

for 58ui and 60lTi, of Wilmore-Hodgson'' 1- for
oOni, eind of Holmqvist12 - for natural nickel.

The compound neutron scattering cross
sections were calculated with the statistical
theory taking into consideration the level
width fluctuations 13 by means of the calcula-
tion method presented in papers^^. As the le-
vel schemes of the nuclei are known only for
low excitation energies, the concurrence of
continuum spectra level excitations at high
excitation energies were taken into account
by means of statistical description of highly
excited nuclear states.

For the calculations of residual nuclei
level density with a definite spin and both
parities at the effective excitation energy
U the relation of Fermi-gas model with pheno-
menological accounting the residual nucleon
interaction was usedl?:

)(U,i) =
2i+1

2^i^ ai/4u5/463
exp

2S2
, (3)

where CL is the main level density parameter,
related to the density of one-particle states
near the Fermi-surface G'. 0."= 31^(^/6 . The
spin cutoff parameter 0 is determined by the
expression:

(4)

where < m > is the mean square of total mo-
mentum projections for individual particles,
which approximately relates to the mass num-
ber a1°: <m2> =0.24A2/3. For the parameter
S the following approximate dependenc e on
a, U, and A was used^^; 52=0. 1 46^^aUA2/3.
The parameter d =6.2 MeV"! and the excitation
energy U accoiinting the pairing energy equal
to 1 MeVl7 were used in the calculations.

In the statistical calculations only neu-
tron output channels were considered. Therefo-
re, for 58iii the competiting proton and 06 -

particle output channels were taken into ac-
count by the factor ( S'a- Snp- ^no6 )/ (Sa*

It is natural to expect significant con-
tributions of direct inelastic scattering in
this energy range. Therefore, the calculations
based on statistical theory only do not re-
sult in adequate interpretation of experimen-
tal inelastic cross sections both in shape
and in value. The calculations of the direct
inelastic cross sections v/ere carried out
using the formalism of coupled- channel me-
thod developed by Tamura18. The method^^, ba-
sed on the assumption of vibrational nature
of first excited levels and approximation of
strong coupling of only this level with the
ground state, was used in the calculations.
The averaged parsimeters of optical potential

(2) (except Wq diminished for 20% in order to
obtain the same values of Q+ as in the sphe-
rical optical model) with potential (1) were
used.

The values of the quadrupole dynamic nuc-
lear deformation parameters "the ni-
ckel , isotopes were taken 0.20 for 58^1, Q.22
for °%i, 0.22 for d2ni, and 0.20 for o4Ni.

The inelastic scattering cross section
components calculated with statistical theory
and coupled-channel method were summed accor-
ding to the formula:

^nn '
~ ^nn

'

6rm

'

(5)

where Sjjj^? is compound inelastic scattering
cross section, Gfin' direct inelastic scat-
tering cross section calculated by means of
coupled- channel method, (S'a is absorption
cross section.

The comparison of the calculated diffe-
rential elastic cross sections with the expe-
rimental ones Justifies the conclusion, that
the applied optical-statistical approach is
adequate for interpretation of the data for
nickel and its isotopes. Even the differenti-
al cross sections for neutron elastic scatte-
ring by oxygen on the whole are interpretable
by means of the applied approach. The calcula-
tion results obtained with the other sets of
optical potential parameters are also in ag-
reement with the experimental data.

The differential cross sections of inel-
astic neutron scattering with excitation of
the first 2^-levels of the isotopes
58,60,62,64^1 calculated by means of statisti-
cal theory and coupled-channel method are in
satisfactory agreement with the obtained expe-
rimental data at 5.0 MeV neutron energy. The
relative contributions of the compound and
direct inelastic scattering into the summary
cross sections for the nickel isotopes essen-
tially depend on the incident neutron energy.
So, at the energy 3.0 MeV the direct inelas-
tic scattering cross sections dorit exceed 20^
of the summary ones, while at the neutron en-
ergy 5.0 MeV their contributions achieve
40-50%.
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NEUTEON-SPECTROMETEIC ANALYSIS OP THE SAMPLES

7.M. Ivauo7, L.V« Sarin, V«I« Nazarenko,
N.I. Zroshkln, V.A.. Safonov

7. 1.Lenin Researcli Institute of Atomic Reactors

Dlmltrovgrad, USSR

Potentialities of sample non-destructive analysis based on resonance neut-
ron transmission through samples have been studied in energy range from 0.1 to
50 eV. Measurements of unirradiated and irradiated samples were performed with a
mechanical chopper. Quantitative contents of both initial U-238 nuclei and built
up Pu-240 and Pu-242 as well as some built up fission products have been determin-
ed. High activity of the samples doesn't affect the measurement results.

I^spectrometric analysis,0.1->50e7, transmission, samples,number of nuclei,measurements^

Introduction

Neutron spectrometry is one of the fea -

sible non-destructive methods for sample ana-

lysis based on the transmission of the colli-

mated neutron beam through the sample of in-

terest.'' *%ince each isotope has its own ty-

pical absorption line the analysis of the

transmitted neutron beam makes it possible to

estimate in the sample the presence of the

nuclei of one or another isotope and to ;}udge

of the amount of the nuclei in the sample

according to the decrease in the number of re-

sonance neutroixs. The value for dips in the

neutron transmission spectra is determined by

the dependence of the total cross-section of

the material on the neutron energy and by the

sample thickness. The neutron energy range

from 0*1 to 50 e7 is the most convenient one

for the analysis. It is within this energy

range that the sufficient for the analysis

number of strong resonance nuclei of actinid-

es is located.^

This paper presents the results from the

measurements of five samples to ascertain the

potentialities of the method. The real fuel

elements from BOR-60 reactor in Dlmltrovgrad

and from IWR-365 reactor in Novovoronezh were

used in the experiments. These investigations

aimed to study the effect of fission frag -

ments on the potentialities of the above sam-

ple analysis and to ascertain the possibiliti-

es for measuring the absolute contents of U-

235 f U-238, Pu-240, Pu-242 and fission frag-

ments observed.

Terpftyj mental Setup

To perform the neutron spectrometric ana-

lysis of samples the neutron tiae-of-flight
spectrometer was used. The spectrometer con-

sisted of a neutron selector with four mag -

netically suspended rotors positioned within

the neutron beam of the SM-2 reactor horison-

tal channel. The measurements were carried

out at the rates of 830 and 1660 r/m that

corresponds relatively to the resolutions of

450 and 230 ns/m with the rotor slit width of

1.6 mm. The collimator slit width was 1 mm*

Targets

The measurements were carried out at one

point (defined by the collimator dimension of

1x6 mm ) for each of five samples. Samples 1

and 2 were prepared from BOR-60 fuel element

end-blankets and samples 3t 5 - from PWR-

365 fuel elements. Samples 1 and 3 were test-

ed before reactor irradiation. Cylindrical

samples 2. 4, 3of18mm length were investi-

gated after irradiation. The initial isotopic

content of the samples was taken from the da^

ta on standard fuel elements. The samples

characteristics are presented in Table I.

Table I. Sample characteristics

s ample
Initial isotopic

content Bum - up,
kK/TUU - u - 238

1 - BOR-60 0.45 99.55

2 - BOR-60 0.45 99.55 4

3 - B?E-365 3 97

4 - P3?R-365 3 97 15

5 - PffR-365 3 97 30

The samples were placed vertically. The col-

limator axis was nornial to the axis of the

samples. The geometry of measxirements is gi-

ven in Fig.1. The measurements with samples

1,2 were carried out at the rotor rotation
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speed of 850 r/m and with samples 3» ^» 5 at

that of 1660 r/m.

a

Fig, 1 The measurement geometry: 1 - neutron
beam, 2 - sample f5-collimator, a -
front view.

ed acco]?ding to the neutron resonance of

0.296 eV and Pu-240 - according to that of

1.056 eV.

The comparison of transmission curves for

MR-365 fuel elements with different buxnups

ars of considerable interest. U-238 and U-235

(EQi7S.79 eV), btiilt-up Pu-240, Pu-242 (Bq =

2.67eV) as well as fovir nuclei of the fission

fragments with a relatively large neutron

width, Nd-145 (BQ=4.35eV), Cs-133 (BQa5.90eV)

Sift-152 (BQ=8.05eV), Xe-131 (Bqs14.4 eV) were

reliably identified for samples 3>4 and 5

(?ig.3).

Measurement Results and Discussion

The transmission ctirves for the samples

studied are shown in Figs. 2 and 3*

08

06

04

Hi

02 03 04 05 10 20 6 0 204O E.eV

04

U-232 U-235 U-2J8

4 6 8 10 20 40 100 E,eV

Fig. 2 Transmission through BOB-60 samples:
a)before irradiation in the reactor,
b) 4 kg/TU bum-up.

For end-blankets 1 and 2 (Fig. 2) U-238 was

reliably identified according to its neutron

resonances (EQa6.675 20.90; 36.80eV) and for
3 Transmission through IWR-365 samples:

the irradiated sample 2 Pu-239 was determin- a)before irradiation,b)15 kg/TU bum-
up, c) 30 kg/TU bumup
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Using the resonance parameters quoted in

paper ^ some identified singled out resonen->

ces were quantitatiyely analyzed by the area

method (Table II)* nuclei are not quan-

titatively estimated as far as the uranium

resonance levels fall within those of another

nuclei and the area method doesn't allow to

separate reliably those resonances. The amo-

unts of U-235 and V-23Q Initial products cal-

culated from the data on isotopic and chemi-

cal contents, density and sample dimentions

are given in the first columns of Table II*

The following colvumis deal with the results

of the measurements*

ing to the data ^ amounts about 3 % for U-235,

about 5 % for U-238, about 4 % for Pu-239 and

about 6*5 % for Pu-240. The error introduced

to the value of the area for resonance ranges

from 8 to 10 %. These values make a major con-

tribution to the total error which was taken

into consideration in estimating the number of

nuclei in the above investigations and ranges

from 10 to 15 %* It is possible to increase

the aocixracy in estimating the number of nu-

clei in the presence of the sample-witnesses

for which the number of nuclei was determined,

acoTirate to about 1 %. The error can be mini-

mised to about 2 % by using the shape method

Table II* Thickness of irradiated samples, nucl./cm

Sample

Isotopes
Design values for

initial product Measurement results

U - 235 U - 238
U - 2^8
BQa6*67eV

Pu-240
BQa:1*056eV

Pa-242
EQ=2.67e7

Xe-131
EQ=14.4eV

Hd-145
Eo=4.35eV

1* BOK-60

2. BOH-60

3. IWR-365

4. IWR-365

5. IWR-365

4*5»10''^

4*5'10''^

4*01*10^°

4*01 '10^°

4.01 '10^°

1022

1022

1.29*1o22

1*29*1o22

1*29*10^2

1022

7.45*102''

1.29»1o22

1*23*1o22

1*22«1022

6*47*10'"'

1*09*10''^

3*49»10''^ 5.78»10''® 2.88»10''® 2.3*10''^

It should be noted that a high value for

gamma-background from irradiated samples is

a matter of some difficulties for the perso-

nnel but at the same time it doesn't essen-

tially affect the background characteristics

of the device and thereby doesn't complicate

the identification of the resonance levels

and, therefore, has no effect on the measure-

ment results.

In conclusion one should dwell on such

important characteristics for the neutron

spectrometric analysis as the accuracy and

sensitivity* In estimating the number of nu-

clei in the samples the major errors result

from the inaccviracy in the data on the reso-

nance parameters and in the estimation of

the area for neutron resonance on the trans-

mission cuinre, in particular for "black" samr-

ples* The accxiracy of the resonance parame-

ters so far known is essentially different

for various nuclei and resonances and accord-

during the treatment of the measurement re-

sults that would therefore lead to the reduc-

tion of the total error in the sample content

assessment to about 3--5 %•

The method is essentially sensitive to

Pu-240 and Pu-242 which have an intensive re-

sonance neutron absorption* Table III presents

the sensitivity values obtained for Pu-240 and

Pu-242 (nucl/cm , mg/cm ). These values were

achieved according to the statistical accuracy

of about 1 % (the measurement time was about

6 hs) and correspond to resonance "dip" value

of about 5 %•

Table III. Sensitivity of the method for
Plutonium isotopes

Isotope Resonance
energies,

eV

Thickness

nucl./cm mg/cm^

Pu-240

Pu-242

1.056

2.67

4 •
10'^''

2.5* 10''®

0.16

1.0
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Gonoluslon

The neutron spectrometrie analysis wltUn
the neutron resonance energy range from 0.01

to 50 eV can be considered as one of the pre-

ferable non-destructive methods. With improv-

ing the measurement and calculation techni-

ques this method allows to determine the numr-

ber of nuclei and to observe the U-235

depletion particularly in the highly enrich-

ed initial fuel. The method is adequate for

both irradiated and unirradiated samples.

The high activity of the samples doesn't

affect the measurement results*
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RBSONAUCE PAEAMETEBS OP (T^/g- 11 ds) ISOTOPE

NEUTRON LEVELS

V.A. Anufriev, S.I. Babicli, V.N. Nefedov,

V.A. PorucliilEOV, V.S. Artomonov

Eesearcli Institute of Atomic Reactors,

Dimitrovgrad, USSR

R.N. Ivanov, S.M. Kalebin,

Institute of Theoretical and Experimental Phjrsics,

Obninsk, USSR

time~of-flight method, Nd-147, resonance paorameters, 0.01 to 170 eV

The results have been presented on the

measurements of Nd-147 ° '''' radio-

active nucleus neutron resonances. The measu-

rements have bean performed by the time-of-

flight method at the SU-2 reactor neutron

spectrometer. Nd-147 was accumulated during

neutron irradiation (1.5*10^'^iV'cm^) of Nd

oxide (97.5 % of Nd) in SM-2 reactor. The

content of Nf-147 (2.3*10''^at./b) in the

irradiated sample was determined from

decay produced Em-147 which was analyzed on

three resonance levels with the energies of

5.36, 6,57 and 6.92 eV. In the range from

0.01 to 170 eY eleven levels of Nd-147 have

been foxmd and for seven of them the resonan-

ceparameters have been calculated by the area

method (see Table below). From the obtained

parameters the resonance capture integral I

has been calculated (I = 210 ± 90 b).

B, eV 2g Tn, meV E, eV 2g Pn, meV

A. 79 0.36 i 0.20 22.5 26,4 t 10.4

6.26 0.76 t 0,27 33.3 ^ 1 28

10.32 2.6 ±1,3 68,4

12.77 ^.3 t 2.1 109.8

17.26 5.6 t 3.3 116.7

167.9

907



KBUTROK PAEAMBTBES OP CDHIUM 242, 244-248 ISOTOPES IS T3B

BESININCE BSGION

S , I .Bablcli ,N .G.Eocherygin ,A. G.Eoleaov.7 .A•Foruchlkov,

Y .A .Safonov ,V .N.HefedoT,V .S •Azrkomonov

Research Institute of Atomic Reactors

Dimitrovgrad, USSR

T.S.Belanova, R.N.IvazioT, S.M.Kalebin

Institute of Theoretical and Experimental Ebysics

Obninsk, USSR

transmission measurements, fast chopper,neutron parameters. Cm isotopes

The transmission measxirements have been

made on curium oxide samples using the fast

chopper at the SH-2 reactor. The resonance

parameters were obtained for curium 242,244--

248 isotopes levels.

The values of the mean level spacings -

D
t,
the average radiation widths - , the

neutron strength function - S^, the resonaEtee

absorbtion Integrals - Iq^^ and the energy

regions of measurements are gli(ei;i in Table

below.

Curium Nuclear data

Isotopes _ " '
"2 T Energy

10 lQ^^,bam region, eV

242 17.6-3.3 55tl5 0.64+0.32 115t53 270

244 13 ±2 3715 0.8 ±0.3 640+50 280

245 1.5l0.1 - 0.9 +0.2 - 50

246 31 t6 27l3 1.3 to, 7 10519 160

247 - 123135 - - 20

248 16 +4 25±3 1.410.8 266+25 100
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THE OKLO PHENOMENON AND THE ROLt OH NUCLEAR DATA IN IT'S STUDY

E. ROTH
Ct) - R. HAGEMANl RUFFENACH

Ctt)

The study of the OKLO phenomenon requires,but also provides, in some cases better nuclear data than were

available at the time of it's discovery. Examples of this situation are given particularly for rare earth's

fission yields and neutron capture cross sections.

(Natural fission reactor, Gabon, age of deposit, fluenee, fission products, duration, temparature)

Introduction

The story of the discovery of the OKLO phenome-

non has been told at other occasions (1) • In this

paper I wish to emphasize how important, for the

understanding of the processes that led to the

occurence of natural fission chain reactions, are

precise nuclear data, such as fission yields and

neutron cross sections.

Snail uncertainties on nuclear quantities make

it impossible to choose qualitatively between

various geophysical hypothesis.

But, more important perhaps to this audience,

is the fact that the study of those fossil reac-

tors contributes to improve the knowledge of such

quantities.

General pictures of the OKLO quarry and of the
" "nuclear reactors"

It is situated in the south-eastern part of
Gabon. The Gabonese Republic lies at the equator

in Western Africa. (fig I)

The geologic formation where the uranium depo-
sit is found is known as Francevillien. It has
been thoroughly studied . 2

It is a sedimentary, precambrian series, that
rests upon a cristalline [granitic) base.

In one of the sandstone layers, close to an
upsurge of the cristalline bed, and covered by
pelitic layers, uraniferous material is found.

Within an area several hundred meters long and
at depths varying by 50 meters , nine reaction zone s
have been discovered. A tenth has been reported
about 1.5 km south from the quarry. ^ (fig. 2)

The characteristics that enabled chain reac-
tions to take place were :

a) the age of the deposit. It is roughly two
billions years old, and at that time natural
uranium was about 3 % rich in 235jj .

b) The chemical concentration of uranium. It is
high, often more than 201 now.

c) The thickness of the layers. It exceeds often
several decimeters.

d) Enough water, and little nuclear poison present
at the time of deposition.
Those necessary conditions for divergence were
met at OKLO.

(+) DCh - CEN. Saclay - BP n° 2 - 91 1 90 Gif-sur-
Yvette (France)
To whom correspondence should be addressed.

(++) DCAEA - CEN. Saclay - BP n° 2 - 91190 Gif-
sur-Yvette.

In the regions explored up to now about 800

tons of uranium were involved in nuclear reactions,

and a total quantity of about 6 tons of uranium
235 underwent fission.

However, due to a conversion factor of .4 to

.5 and to decay, the present deficit in 235^ at

OKLO is only about 600 kilograms.

A total energy of 500 billions megajoules was
evolved, corresponding to the continuous operation

of a 1000 MlVth reactor for about 15 years, or
rather of a 15 kilowatt source for one million
years, as we will see.

As soon as the proof of chain reactions was
offered, by both the chemical and the isotopic
compositions of rare earths present in the uranium
ore, the following questions were raised.

How did the "reactors" starts how were the

reactions sustained and finally brought to an end ?

To establish these, in turn we wanted to know
,

quantitavely, the "bum up" of the ore, i.e the
integrated fluenee it underwent. Together with
the fluenee the instantaneous flux, or power level,
provides the duration of the reaction.

Finally an evaluation of temperatures reached
is important to understand moderation and cooling
mechanisms. A knowledge of the proportions of
fissions that occured in 238u (o<.) and 239pu (S)
also contributes to the total picture. Isotopic
analysis of fission products and uranium provide
many of the answers, when the necessary nuclear
data are at hand,* as can be seen from the following^
section, and 9.

Use of nuclear data to evaluate physical parameters
characterising the chain reactions

Measurement of total fluenee t
From observed variations in isotopic composi-

tion of uranium one can calculate the fluenee 'Z .

As first approximation (without considering the
formation of Pu and it's decay to 23 5y)

.

1
/i-h W (1)

(2)

r =
t« o~5 - (TcS

where W = (^5/ N8)n

(Ns/ Ng)

N5 are the number of atoms of 235u and 238y present
now. in the sample.

Ng

s the "normal" ratio usually observed.

0~r is the total neutron cross section of 235rj

(fission plus capture)

^8 is the capture cross section of 238^.

909



tVhen the, "restitution factor " C is taken into
account the formula becomes :

I

(1 - c) <n -
C3)

c8

WHERE C ^c8 / ^5

From an isotope of a fission product

if ^ is the fission yield of this isotope

6^ it's capture cross section

No the total number of atoms of this isotope
that were formed

N the remaining number of atoms, after neutron
capture

.

then :

No - N _ 1 . Uvi *<srsT ewp(-^gr;-^^^pK'^^
No ^ ^^ ^ <5:^^-«f^ (-^csV

from this formula is derived.

Spectral index and resonance integral

From the well known formula , . >

one also derives r "spectral index" from 0^ measured

.

or iZZQO m/s cross secti^^ and J (Tesonanee brte^
gral) .tabulated.

Proportion of 258^ j^VL5Il!LJ^Pu C ^ ) Missions .

One uses two isotopes showing fission yields diffe-
rent for the three nuclides 235,,,

(tal)le I ).
^

238y, 239
Pu

From every measured isotope yield one derives
a linear relation between and (3 that can be
represented by a straight line. The use of two iso-

topes supplies two linear relations, or graphically
two straight lines, whose intersection in the cK^ ^
plane has the desired values of and (3> as coor-
dinates, (fip- 3 from 5). »

Duration of the reaction j^tr
)

It is calculated from nuclides decaying both
by neutron capture and natural decay. This method is

analogous to that used in geophysics to evaluate
exposure times of meteorites.

from Plutonium 239

(239p^ formation obeys the following equation :

Equilibrium is reached when A^k— = 0

then K ,

As 235^ is formed from 2 3 5^.

finally - i!?^
and as

Ct

It is seen that one must calculate C , and /9 in
order to obtain ^(r.

'

A fr from 99^,
^Tc

Fig ( 6 ) shows the desintegrat n scheme of
99„^ to 99„

Tc Ru
(T 1/2 r 2.10^ y)

.

99 T^ is produced with a high fission yield,
produces also ^^^Ru by neutron capture.

and

When such competition arises between two differ-

ent modes of decay of a nucleus, leading to two
discemable end-product, and when one of them has
a constant relaxation time the duration of the
other can be calculated.^

Age of the reaction

The age of the uranium deposit can be calcula-
ted from conventionnal isotope geochemistry, applied
to elements unperturbated by the fissions. Thus,
from isotopic lead analysis and/or uranium-lead
ratios, in normal zones of the quarry, or from
Rubidium-Strontium studies on the pelite cover ^ages

can be calculated.

However, in addition, an important method of
cross -checking ages has been developped .

6

From the above wntionned nuclear data, namely
total fluence and conversion factor, the number of
fissions that took place in a given volume of ore
can be calculated, and expressed as a proportion,
of the number of atoms of Uranium undergoing fission.
Under the assumption that the system has behaved as
a closed box the present ratio of a given stable
fission nuclide to the remaining Uranium isotope
provides a "chronometer".

The comparison of ages caloalated by such time-
keepers (they are as many, in principle, as stable
fission nuclides) with those resulting from well
established methods leads to two different kinds of

'

results.

- a check of the validity of the closed box model.
This is of primary geochemical importance, and in the
present case leads also, element by element to an
evaluation of the stability of fission products and
transuranium elements buried in the same environment
as Uranium. ^

'^^'^

- a check of the values of fission yields and capture
cross sections for some nuclides.

IVhen the abundance of an isotope of an element
can be interpreted ,according to the closed box model

,

one should be able to calculate the abundances of
the other isotopes of the same element in the same
way, in cases where they are also formed directly
in fission. Discrepancies must lead to check nuclear
data, Several examples of this situation- have been
quoted in the litterature ( see?) and are illustrated
by the attached tables (tables 2 to 4) of sentivity
of and A^- to ^57^ )

and of isotopic composition to ^
Temperature measurements

A situation similar to that arising from the
comparison of different methods of measuring ages de-
velops in the case of evaluation of temperatures at
which the chain reactions took place.
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Non-nuclear methods are founded on thermal conduc-
tion estimates, observation of fluid inclusions, mi-
neralogical observations (nature of cristalline
species, reflecting power of graphitized deposits,
etc.).

Nuclear determinations are based on the measu-
rement of isotopic ratios in Lutetium. Lutetium is

not a fission product and is present during the reac^

tion and has two isotopes : 175, and 176, .

The neutron cross section of
"

the latter is particularly sensitive to temperature.
In our laboratories a model has been developed to
calculate this temperature from Lutetium isotopic
ratios (see ^ ). Gadolinium 155 can be used also
for neutron temperature measurement in a similar
way, though(fig. 4) shows that it's variation with
temperature is in the opposite direction of that
of 176^^. (fig. 5) shows the parametric variations

of 0^ 176lu-
with-^.

The validity of the results is again sharply
dependent on the relative stability in the deposit
of Uranium and rare earths and the coherence of
evaluations from differents methods provide both
geochemical evidence of this stability, and again
needs to rest on well established nuclear data.^^
They may therefore lead to reconsider the exis-
ting litterature, specially when data arising from
two different sets of isotopes are compared.

Conclusions

The study of the OKLO phenOTienon has already
led to the reinvestigation of many fission yields
and neutron cross sections. ^

The necessity that geochemical deductions be
coherent when obtained by using different indepen-
dant nuclear groups of data is a particularly sen-
sitive test on some of these.

Preservation of part of a "reactor" in zone
two of the OKLO quarry has been undertaken in
order, to keep the road open to further sampling
for further investigations.
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TABLE 1

FROIl REF. 10

SAMARIUM FISSION YIELDS (F.Y.) AND ISOTOPIC PERCENTAGES (l.P,) FROM ^^^U, '^'h AND ''''PU FISSIONS

u
238^ 23'J

— r

PU

flASS KUflBE R : F.Y. l.P. F,Y, l.P. F.Y. l.P,

m - - - - - -

147 2.229 61,14 2.514 51,87 2,050 49,29

148

149 1,075 29,49 1.601 33,03 1,244 29.91

150 0,00012 0,03

152 ,268 7.35 .519 10,71 0.591 14,21

154 .0736 2,02 .213 4.39 0.273 5,56

TOTAL 3.646 4.847 4.159

TABLE 2

SENSITIVITY OF 1^. AND AND CTOO^' in rarns OF NEODYIHUM

(T IN BARNS ^143 = 325 "^143 = 256 ^^143 = 335 - 100 'L

147 = 64 = 338 - 100^ t= 400°C)

i = 714 ^147 = 52 + 600

1,33 10^1 1,53 10^1 1,35 10^1

0,13 0,13 0,17

C 0,47 ^,57 0,49

t IN lO^ YEARS
1,98 1,78 1,96

REFERENCES : FROrl BNL 325 FROM WEK IN 2 FROM NAUDET 12
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TABLE 3

SENSITIVITY OF CALCULATED DURATION lo'^^r^m '^

SAMPLE KN 50-323 '^=1,12 lO^l H/Cfl^

•^99 = 19 + 340 ^^997^ = 20 + 186 'I.

^= ,16 1. 10^

^= .17 nt = 5,10^ 1.7 10^

^= .18 3.6 10^

REFERENCES :
FROn BNL 325 FROM NAUDET

TABLE IV

COMPARISON OF OBSERVED AND CALCULATED ISOTOPIC COMPOSITIONS FOR NEODYHIUfl

ISOTOPES

143 + m
m + i'i5

m
150

MEASURED

SAMPLE KN 50-3548

55,08

33.45

8.17

3,30

CALCULATED ASSUMING = 2 S

FISSION YIELDS FROM FROM

55,82

33.59

8,28

3,31

54,81

33,59

8,29

3,31

/5 = 5 %

FR0M^2

55.01

33,45

8.22

3,32

THE SET OF FISSION YIELDS USED FOR THE LAST COLUMN PROVIDES THE BEST AGREEMENT
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THREE MILE ISLAND

A. R. Buhl

Technology for Energy Corporation
10770 Dutchtown Road, Knoxville, Tennessee 37922

(T.M.I, sequence of events, hydrogen bubble myth, China syndrome myth, reactor safety system, reactor cooling)

The Three Mile Island accident was the worst

accident ever experienced by the nuclear power
industry. Although the radiation exposures were
extremely low, the potential for greater public expo-

sure did exist. Fortunately, the health and safety
of the public were not affected by radiation, nor was

anyone killed or injured; however, thousands of lives

were disrupted by fear and anxiety and by a limited
evacuation.

I had the opportunity and responsibility to work
on the recovery from this accident from both sides.

For the first week and a half, I worked for the

Nuclear Regulatory Commission as director of the

organization responsible for risk assessment and was

directly involved in the recovery effort. Upon
leaving the government (incidently, I had resigned
long before the Three Mile Island accident), I imme-

diately began working for the industry in its

recovery efforts.

Events like that at Three Mile Island are

unacceptable to our society - not so much in terms of

the economic costs as in the fear that they arouse in

the public. I think that much of the fear caused by

the Three Mile Island accident was the result of

three or four myths concerning the incident, which

are still very much alive. What I'd like to do is to

expose these myths and then describe the accident
sequence.

I will describe what I saw and what I think
really happened at Three Mile Island. If I had to

choose one word to describe the Three Mile Island

(TMI) accident, I would select the word "confusion."
Clearly, the TMI operators were confused very early
on by what the alarms and instruments were telling
them. I define the "accident" as starting at A : 00 AM
and lasting until about 8:00 that evening (about 16

hours). In the first 10 seconds of this accident
there were some 48 alarms on the control panel.

During the entire 16-hour period, there were some

1800 alarms. Confusion existed among those who were
trying to make decisions, both inside and outside the

control room. Misinformation ran rampant in both

directions — that is, from the site and to the site.

There was very poor telephone communication with the

plant personnel. The public was equally confused by

what the NRC and the utility spokesmen were telling
them. Perhaps the most serious factor, as far as

public confidence and the effect of TMI over the long

term, was the very poor public information system.

The least productive thing I've ever done is to

attack the press, and when I talk about poor public
communication at TMI, I'm not blaming the press. I

think the public confusion was caused primarily by

the NRC and by the utility spokesmen. This area
needs substantial improvement.

Now, to the major myths surrounding the TMI

accident. I think the biggest error in the

assessment of the incident at the time was what I

call the explosive hydrogen bubble myth. The explo-
sive hydrogen bubble that put fear into so many

people never existed — such an explosion was
impossible! This single item aroused the greatest
fear in the public. In fact, on the Sunday morning
following the creation of the explosive hydrogen
bubble myth, a priest gave general absolution to the

congregation at a nearby church. I am told that this
occurred in many other churches in the Harrisburg
area.

The second myth is that the TMI operators are to

blame for the accident. In my view, the operators
did what they were trained to do. These were
experienced operators. Unfortunately, the training
and operating environment proved to be inadequate in

some areas. These deficiencies are now being
corrected.

The third myth is that the "China syndrome" was
imminent. When I was with the NRC, we were
constantly concerned with the probability of core
melt and were evaluating what the consequences of

such an eventuality might be. I can assure you (and

I've never understood why this was not affirmed
publicly) that, using all the evaluations that were
available to them, the senior staff at the NRC
concluded that, under core melt conditions, the

safety systems and containment would prevent a major
radioactive release.

The fourth myth is that the emergency feed-water
valves, which were closed before the accident
occurred, caused the accident. Not true! This human
error did contribute to the confusion during the

accident, however. In retrospect the accident could

have been terminated instantly if either of two cour-
ses of action had been followed. One was for the

operators to walk away for the first couple of hours
and let the safety systems operate by themselves.
The second was for someone to push the one button on

the control panel that would have closed the block
valve

.

Now, I will describe the accident at TMI.

Actually, what happened was not so much a nuclear
accident as it was a series of errors and failures

caused by a lack of understanding of some very fun-

damental engineering. The accident occurred in the

reactor containment building. I shall describe what

happened during the course of the accident (Table 1).

I put a star at the release valve (Fig. 1) to indi-

cate that it was the star culprit in the accident.

There are two significant fundamental priciples that

dictate safety, whether a plant is under an accident
condition or whether it is operating in normal cir-

cumstances. First, the water (as liquid) in the pri-

mary system must always cover the core. So, the

first safety principle is "please keep water cooling

the core of any reactor at all times." Second, in

the secondary system water flows into the steam
generator and through the turbine and is subsequently
cooled by water from the cooling tower and pumped

back into the steam generator. This is the so-called

heat sink in engineering lingo. The second fundamen-

tal safety principle is "maintain a system to remove

heat from the water in the primary loop." Again, the
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two principles — keep the water flowing in the pri-
mary loop and to keep it from becoming steam continue

to cool the primary water using the secondary loop.

What happened before the accident? There were
two conditions of concern. First, the relief valve
(A in Fig. 2), which functions very much like a

pressure relief valve on a pressure cooker, had been
leaking for about three days before the accident.
Second, the emergency feed-water valves (B in Fig.

2), which provide emergency water to the secondary
loop, had been closed for some reason. This was a

clear violation of technical specifications.
Nevertheless, these two negative conditions existed
before the accident began. The accident began at

4:00 AM. The feed pumps and the condensate pumps,
located within the secondary loop, tripped; the tur-
bine tripped; and the emergency feed-water pumps
began operating. All these are normal occurrences;
they happen often. The plant is designed precisely
for these occurrences. The safety systems came on,

as they were designed to do. When high pressure was
indicated, the relief valve opened, as it was

designed to do. The reactor shut down some 8 seconds
into the accident. The first indication of diffi-
culty came at 4:01 AM when the relief valve failed to

close. The plant has a backup valve that, had it

been closed, would have terminated the accident.
Unfortunately, the operators did not realize that the

relief valve was stuck in the open position.

At 4:01 the safety valve temperature alarm came
on, which was an indication that something was amiss
in the safety valve or in the relief valve region.
At 4:02 the drain tank, which collects the steam
flowing out of the pressurizer through the relief
valve, showed malfunction — another indication of

difficulty. At 4:02 the steam generator boiled dry.

Very quickly the plant was getting to the stage at

which the two safety principles I mentioned were in

jeopardy. At 4:03 the operators turned off the

safety system that was providing emergency cooling
water to the core. When this system came on, as

designed, the operators saw it, but because they were
primarily concerned with something called pressurized
level (the level of the water in the pressurizer),
they turned off the safety system to eliminate what

they believed would be too much water! The drain
tank again showed malfunction and opened a valve;
again indicating some problem with the flow into the

drain tank. At 4:04 the drain tank alarmed and

opened

.

At 4:06 the primary water was boiling. At 4:08

the operator discovered that the emergency feed-water
valves were closed, and he opened them. At this

point, water, as liquid, was not cooling the core,

and water in the secondary system was not of suffi-
cient volume 'to remove heat from the primary loop.

Eight minutes into the accident the operator discov-
ered this and turned on the water from the condensate
storage tank to provide a "heat sink." The accident
continued

.

At 4:08 the sump pump came on automatically.
The drain tank (shown on the top of containment to

the left) had opened a rupture disk and water had
spilled into the bottom of the reactor building. The

sump pump came on to pump this water to the adjacent
building, into a tank designed for this purpose.
Unfortunately, the pump continued to operate, unno-
ticed for several hours, much as a sump pump in one's
basement, and proceeded to fill and, in fact,

overflow the storage tank.

The operator had asked the computer repeatedly
about the relief valve condition, but it was not

until some time later, after asking again, that the
reactor operator recognized that this valve was open.
All this time, from 4:00 to 6:22, the relief valve
had been open, dumping primary water into the reactor
building, and the operators had not known it was hap-
pening.

At 5:41 the last reactor coolant pumps were
turned off by the operator. At 6:22 the operator
discovered the open relief valve and closed it. For
the operators, from 6:22 AM on until later that
evening, the whole situation became a wrestling match
to keep water in the primary and secondary systems
because these systems had been substantially
overheated. At 7:24 AM a general emergency was
declared, based on the activation of radiation alarms
inside the containment. The accident progressed on

through the day, spilling more water into contain-
ment. At 7:50 PM the main coolant pumps were turned
back on. This terminated the accident phase and led

to some of the more exciting parts of the accident,
such as the hydrogen bubble myth, and many others, in

the following days. Fortunately, radiation releases
from the accident were very small, as shown in Table
II.

This has been a very quick summary of the acci-
dent. My conclusion, based on my own involvement in

supporting the recovery phase of this accident, is

that reactors and nuclear power will be much safer in

the future because of TMI. I think it's extremely
unfortunate that the people of Harrisburg, and the

people around the world, were so misinformed — we

were responsible for frightening a lot of people!

The TMI accident was the worst in our commercial
nuclear power experience. Although the effects on

public health were small — no one was killed or

injured — the potential for greater exposure existed.

The threat was great, but potential consequences were
limited. If I learned anything from my experiences
at TMI, it is that commercial nuclear plants are

safer than I had ever believed them to be, and, that

by applying the lessons learned at TMI, they will
become even safer in the future.

Our generation faces major energy decisions pri-
marily because of inadequate domestic supplies of oil

and natural gas, and because of predicted future
world shortages of energy products. Decisions will
be based on environmental and economical factors as

well as safety considerations. Weighing these fac-

tors, nuclear power remains a very attractive energy
option. Our experiences with TMI have redoubled my

conviction that the United States must maintain a

solid commitment to nuclear power.

The nuclear industry may suffer further slow-
downs and delays, but the technology to provide

nuclear energy safely is within reach. There are no

alternatives to nuclear power if America is to regain
its economic viability. Imported oil is the heart of

inflation. What is at stake is the national economy
— jobs and a way of life based on freedom of choice.
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TABLE I TABLE II

SEQUENCE OF EVENTS IN THE

THREE MILE ISLAND UNIT TWO ACCIDENT

Approximate
Time

Before Accident

4:00 AM

4:01 AM

4:02 AM

4:03 AM

4:04 AM

4:06 AM

4:08 AM

4:15 AM

4:25 AM

5:25 AM

5:41 AM

6:22 AM

7:24 AM

7:56 AM

1:50 PM

7:50 PM

Event

A Relief valve leaking (Fig, 2)

B Emergency feed-water valves
closed (Fig. 2)

C Condensate pump & feed pump
tripped (Fig. 2)

D Turbine tripped (Fig. 2)

E Emergency feed-water pumps
tripped (Fig. 2)

A Relief valve opened (Fig. 2)

F Reactor shutdown (Fig. 2)

A Relief valve failed to close
(Fig. 2)

G Safety valve temperature
alarm came on (Fig. 2)

H Drain (relief) tank alarmed
(Fig. 1)

I Steam generator boiled dry

(Fig. 2)

J Cooling water safety system
turned off (Fig. 2)

H Drain tank alarms again and

opens (Fig. 1)

K Primary water boiling (Fig. 2)

B Emergency feed-water valve
opened (Fig. 2)

L Sump pump started (Fig. 1)

H Drain tank bursts (Fig. 1)

B Operator asked computer about
condition of relief valve
(Fig. 2)

L Sump pump radiation alarm
(Fig. 1)

B Operator again asked computer
about condition of relief
valve (Fig. 2)

M Last two reactor coolant pumps
stopped by operator (Fig. 2)

B Operator discovers open relief

valve and closes it (Fig. 2)

General emergency declared

Containment automatically
isolated

N Hydrogen detonation in

containment (28 psig) (Fig. 1)

P Containment sprays turned on

(Fig. 1)

Q Reactor coolant pump started
by operator (Fig. 1)

HEW, EPA, & NRC JOINT REPORT CONCLUDES OFFSITE DOSE
FROM TMI ACCIDENT WAS VERY SMALL

— Collective person dose out to 50 mile radius
(Person-rem)

High estimate

Best estimate

Low estimate

Natural background

— Average individual dose (annual)

— Maximum possible individual

— Natural background individual

5,300

3,300

1,600

270,000

1.5 mrem

86 mrem

116 mrem
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Fig. 1 Three Mile Island Unit Two Plant Layout

Fig. 2 Schematic of the Accident in
Three Mile Island Unit Two
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oiATUS AND COMPARISON OF NEW, PLANNED, AND UPGRADED PULSED 'WHITE'

NEUTRON SOURCE FACILITIES SINCE 1970

G, F. Auchampaugh

University of California, Los Alamos Scientific Laboratory, Los Alamos, New Mexico 87545

The status of pulsed 'white' neutron sources has changed in the last several years. The Weapon

Neutron Research (WNR) facility at the Los Alamos Meson Physics Facility has become operational*

Work has continued on the conceptual design for the proton storage ring at WNR, which will in-

crease the proton intensity on target by 50 to 1000 times and modify the frequency of the pro-

ton beam from 1 to 720 Hz. A prebuncher has been installed at the Oak Ridge Electron Linear

Accelerator to compress l5-ns-wide pulses into about 3-ns-wide pulses without loss in neutron

intensity. Also, the electron linear accelerator at Geel has been upgraded with new wave-

guides, increasing the electron energy to 150 MeV, and with modifications to the buncher and

gun, which improve the performance of the machine at narrow pulses. The Atomic Energy Research

Establishment at Harwell has just finished construction of a new 136-MeV electron linear accel-

erator which will be commissioned this fall. The characteristics of these new facilities are

discussed and compared in this paper.

("White" neutron sources, HELIOS, GELINA, WNR, PSR, ORELA, KFK, comparison neutron yields)

Introduction

It has been at least nine years since the status
of pulsed^ '^hite' neutron source facilities was last
reviewed. ' During this time several new facilities
have either become operational or will become opera-
tional shortly, and others have been upgraded or mod-
ified to increase neutron intensity and improve
neutron-energy resolution. The justification for
these new facilities and the modifications to existing
facilities has been to address the increasing requests

from the fast breeder and magnetic fusion energy
programs for nuclear data in the kiloelectron-volt
and million-electron-volt regions. This talk is a

review of the status of the new electron linear
accelerator (linac) at Harwell, the upgrading of the
linac at Geel, the installation of the buncher at the
Oak Ridge linac, the proton linac at the Los Alamos
Meson Physics Facility, the addition of the proton
storage ring to this facility, and the improvements in

pulse width at the sector-focussed cyclotron at
Karlsruhe.

HELIOS

A new zero-load 136-MeV, 8-section, L-band elec-
tron linac has been built at Harwell (HELIOS) to
replace the 55-MeV linac. This machine can accommo-
date a wide range of experiments with different beam
conditions, both simultaneously and individually, from
photonuclear studies to nuclear and condensed matter
studies with neutrons. The pulse width can be
varied from 5 to 5000 ns and the peak beam current
from 1 to 6 A. The frequency of the electron beam
pulse can be varied up to 2 kHz. A maximum of 90 kW
of beam power can be delivered, but it will be limited
to 50 kW on target in normal operation.

One of the unique features of this facility is
that it can multiplex the beam into several target
cells on a pulse-to-pulse basis with different beam
conditions for each target cell. A layout of the
facility, showing the four target cells, is given in
Fig. 1. The fast neutron cell (FNC), booster cell
(BC) , and condensed matter cell (CMC) will be used to
study the interaction of neutrons with matter. The
low energy cell (LEG) will be used for photonuclear
studies. The pulse width and peak current will be
varied from pulse to pulse, thereby optimizing the

beam conditions for each target cell and effectively
increasing the available machine time by about a
factor of 2. Anticipated neutron yields for the
different target cells under optimum conditions are
given in Table I.

0 5 10 15
1 1 i 1

Fig. 1. The 135-MeV linac at Harwell (HELIOS).

Concurrent with the high degree of flexibility

built into this facility are a large number of flight

tubes and experimental stations. The BC, which con-

tains the Harwell neutron multiplying uranium as-

sembly, has 11 flight tubes between 10 and 300 m long.

The BC will be used primarily in the energy region

below approximately 100 keV. The target cell, flight

tubes, and experimental station are part of the

original Harwell linac. The FNC, which contains a

normally unmoderated, water-cooled natural uranium
target, will be used to study neutron interactions in

the energy region from a few tens of kiloelectron

volts to a few tens of million electron volts.
Eventually, the FNC will have five flight tubes
between 20 and 400 m long. Currently, a 150- and a

70-m-long flight tube are being built.

The CMC, which contains a uranium target with

moderator, will be used to study the properties of

matter with neutrons of less than a few electron

volts. Provisions are made for 18 flight tubes

several meters in length.
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• Table I. Design Characteristics for HELIOS

Cell Max. Electron Typical Max.

Power in Neutron Pulse Neutron
Target Pulse Width Frequency Output
(kW) (ns) (Hz) (n/s) x 10

FNC 8 5 2000 2.2
30 40 1000 11

BC 5 100 390 30

CMC 50 2000 300 17

5000 150 18

The uranium target (Fig. 2) that will be used In

the FNC and the CMC consists of uranium plates cladded
In varying thicknesses In either Zlrcalloy for the CMC

target or tantalum for the FNC target to compensate

for electron energy loss heating. The uranium target

will have a total thickness of about 7 cm. The

cooling system for the target Is designed to handle 50

kW of beam, although the machine will deliver only 30

kW In the short-pulse mode. Tantalum was chosen as

the cladding material for the FNC target because It

has a higher level density than zirconium (the main

component of zlrcalloy) and will, therefore, perturb

the beam less in the klloelectron-volt region.

Initially, the accelerator will be funded to run

24 hours per day, 5 days per week, with about 5500

hours of machine time available to the user each year.

At least one-quarter of the funding is expected from

the condensed matter program and, by multiplexing the

beam, about 50? of an equivalent single target time

will be devoted to nuclear studies with neutrons above

a few electron volts, about 25% of the time to the

condensed matter studies with neutrons below a few

electron volts, and the remaining time to photonuclear
studies and miscellaneous electron and gamma irradia-

tions .

The data acquisition system that supports the

neutron physics program at HELIOS Includes two PDF

11/34 computers which act as a front end to a PDF

11/45 computer. The 11/45 has 128K (K = 1024) words

of core. One of Its several functions is to control

up to seven experimental stations, each equipped with

a CAMAC crate and a time scaler. The scaler is

connected to the 11/45 through a direct memory access

channel. The scaler, which can accept up to four

Inputs, has a word length of 16 bits, a minimum dead

time of 200 ns, and a minimum channel width of 128 ns.

The experimenter uses the manual switches in the
scaler to select up to four blocks of channels and
widths (common to all four Inputs). The CAMAC crate
is connected to the 11/45 through a branch highway
Interface unit. The crate is equipped with scalers
and control units for a sample changer. The 11/45

also acts as a peripheral driver for two DEC magnetic
tape units, two DEC RK05 disk units, two Tektronix
4012 graphic terminals, line printer, and a CDC 80,
40-megabyte disk unit. The maximum shared data rate
with the time scalers connected to the 11/45 Is 10 000

events per second. The data are stored on the RK05

disks and transferred to tape for processing at the

Harwell IBM 370 computer.

One of the 11/34 computers, configured for
single-parameter, high data rate experiments, takes
advantage of the memory increment feature to handle
rates higher than 10 000 events per second. The other
11/34, configured for dual-parameter experiments, has
a 512K mass storage memory unit. Multiparameter data
also are stored on the CDC 80 disk. Currently, six
users, including those on the satellite computers can
be accommodated with this system.

GELINA

In early 1977 the Central Bureau for Nuclear
Measurements at Geel, Belgium upgraded the 66-MeV
llnac to a 150-MeV linac (GELINA). The objective was
to deliver high peak current electron pulses of short
duration for high-resolution measurements in the
klloelectron-volt and million-electron-volt regions.
The machine is of the S-band type and consists of one
standing wave buncher section and two traveling wave
sections, as shown in Fig. 3. The design character-
istics of the machine, with estimates of the maximum
neutron output per second calculated from the Harwell
numbers for a uranium target, are given in Table II.

Figure 4 shows the two mercury-cooled natural
uranium targets designed for the facility. One is
stationary and can handle about 6 kW, whereas the
other rotates and is designed to handle higher powers.

The rotating target has been tested to 10 kW, but
calculations Indicate that it may be able to handle as
much as 30 kW.

For those measurements that require a moderated
neutron spectrum, two semicircular disks of either
polyethylene or water in beryllium containers 7 cm in

radius and 4 cm in thickness can be placed on the top

and bottom of the uranium target, as shown in Fig. 5.

Under these conditions, the target is shielded by a

Clod Noturol U Plates

Water Cooling Channels

Fig. 2. High-power natural uranium target for

HELIOS. Fig. 3. The 150-MeV linac at Geel (GELINA),
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Table II. Design Characteristics for GELINA

Max. Electron Typical Max.

Power in Neutron Pulse Neutron

Target Pulse Width Frequency Output

(kW) (ns) (Hz) (n/s) x 10

3.9

8.5

11

4 900 1.1

10 900 2.3

2000 250 3.0

series of concentric lead rings to restrict the field

of view of the detectors to only the moderator
surfaces

.

Figure 5 shows the 12 flight tubes, between 8 and
400 m long, and 22 detector stations provided for the
user. The large number of detector stations means
that on an annual average, five to six flight tubes
are being used simultaneously.

The machine is scheduled to operate 24 hours per
day, 5 days per week. During 1978 about 3200 hours of
machine time were available to the users. Following
is a breakdown (in percent) by pulse width: 55% (4-5

ns) , 38? (10-20 ns) , 1.3? (2000 ns) , and the remaining
time under miscellaneous beam conditions.

GELINA - Target (mtioMiy typ<)

(icih 1:21

ySiliir rnnim I \Salttv niideiii 11

— — KaliuB — Hiliutn - I]Z33— - .^^^^a*^*^

MtTCyry (low guid«

At present, data can be collected at eight data

acquisition stations. Six are equipped with
multichannel analyzers (five with 4K and one with 16k

of core) and two with minicomputers (32K). The

accumulated data are transferred via special interface

units and a transmission control computer to the disk
storage of an IBM 370/138 central computer that is

used for data analysis. Four new multiparameter,
distributed processing data acquisition and reduction
systems will be installed as stand-alone units before
the end of 1979.

RotanrTngn for GELINA

iKaK 1:4

Fig. 4. Stationary target (upper figure) and high-
power rotary target (lower figure) for
GELINA.

CH2—^ ^ Uranium target )i38mm

Fig. 5. Natural uranium target/moderator configura-

tion showing lead shadow shields (GELINA)

.

Fig. 6. GELINA flight path and detector stations.

WNR

The Weapons Neutron Research (WNR) facility is
part of the Clinton P. Anderson Meson Physics Facility
(LAMPF) at the Los Alamos Scientific Laboratory
(LASL). The approximately 1-km-long, 800-MeV proton
linac consists of a 750-keV Cockroft Walton injector,
a 100-MeV Alvarez linac operating at 201 MHz, and an
805-MHz side-coupled linac. The linac accelerates
simultaneously pulsed beams of H and H that have a

frequency of 120 Hz, a width of 500 ys, and a time
average current of 1 mA for the H beam and about 100

pA for the H~ beam. The H"*" beam characteristics are
given in Table III. The important parameter for
neutron production at the WNR facility is the peak
current of the micropulse, not the time average
current. To achieve higher average currents, LAMPF
has increased the pulse width, rather than
significantly increasing the peak current. The
quantities in parentheses in Table III are the present
values for a pulse width of 500 ys.

The proton pulse for the WNR facility is obtained

by suitably structuring either all or part of the

macropulse with a fast helical chopper preceding the

Alvarez linac, and then deflecting this structured
pulse into the WNR beam line using a pulsed magnet
located at the end of the accelerator. The character-

istics of the two basic WNR pulse structures, using
the values in parentheses in Table III, are given in

Table IV. The neutron intensities have been calcul-

atedjjfor a tungsten target using the Monte Carlo code
MCN.

In the micropulse mode, individual micropulses
are selected out of the macropulse in one of two ways:

one micropulse per macropulse at a frequency of 120

Hz, or a minimum of one micropulse per microsecond for

a total of 500 micropulses for a 500-ys-wide macro-

pulse. In the latter mode, the entire macropulse is

deflected into the WNR beam by a ' slow' -pulsed

magnet that operates at a maximum frequency of 12 Hz.

This mode is useful if beam overlap is not important
because it can increase the number of micropulses per

second to 6000.

In either micropulse mode the combined intensity

of the two satellite peaks, which are separated from
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the center peak by 5 ns, can be adjusted to be less

than 0.5? of the center peak intensity. Because of
limitations in state-of-the-art fast-pulse technology,

the center peak intensity is currently about one-third
to one-half that of the maximum micropulse peak
intensity. Therefore, in the micropulse mode, the

true number of protons per second and, consequently,
the number of neutrons per second per steradian in
Table IV should be reduced accordingly.

In the macropulse mode, the WNR pulse occurs at

the end of the LAMPF pulse. It is deflected into the
WNR beam line by a ' fast ' -pulsed magnet that operates
at a maximum frequency of 120 Hz. At present, the
magnet will deflect only an approximately 3- Ps-wide
pulse.

The WNR facility (Fig. 7) consists of three
target areas. The high-power target (Target 1) i3
located below the main proton beam line after the
protons are bent 90° into the ground. In this
geometry the high-energy component (>. 300 MeV) is
drastically suppressed and all flight tubes look at
the same orientation of the target without moderator.
The target shielding can handle about 2 x 10 n/s or
about 2? of LAMPF at maximum design average current.
The low-power target (Target 2) is located on the same
level as the main proton beam line opposite from
Target 1 . The room surrounding the target is shielded

Table III. LAMPF pulse structure. Quantities in
parentheses are the present values for a

500 us macropulse.

- MACROPULSE

MICROPULSE

Macropulse Width
Macropulses/sec
Macropulse Average Current
Peak Current during Macropulse

Micropulse Width
Protons/ M icropulse

~ 500 ixsec

120
1 mamp (360 /uamp)
17 mannp (6 mannp)

~ 40 psec
5 X 10« (1.8 X 108)

Table IV. Typical WNR operating conditions. The

actual neutron and proton rates in the

micropulse mode are somewhat less than

those given. See text for further
explanation.

MICROPULSE MODE (PULSE WIDTH ~ 200 psec)

A. One Micropulse per Macropulse

Macropulses/sec = 120

Prolons/sec = 216 X 10'°

Neulrons/sr/sec = 2.09 X 10'" (W. E > 0 1 MeV)

B Separation Between Micropulses > 1 /xsec

Micropulses/Macropulse = Macropulse Width/M icropulse Sep.

Macropulses/sec = 12

Protons/sec = 108 X 10"^

Neulrons/sr/sec = 1.1 X 10'= (W, E > 01 MeV)

MACROPULSE MODE (25 nsec < PULSE WIDTH < 3 Msec)

Macropulses/sec = 120

Prolons/sec = Oil - 129 X iO"

Neulrons/sr/sec = 0.12 - 13.9 X 10'= (W. E > 01 MeV

to handle about 0.1% of LAMPF. A third potential
target area exists in the beam line after the bending
magnet for Target 1. It also is shielded only for
about 0.1? of LAMPF.

A schematic drawing of Target 1 is shown in Fig.
8. The target is located in the center of an evac-
uated 1.8-m-diam double-walled iron vessel. The
10-cm spacing between the two walls of the vessel can
be filled with berated water to reduce the scattered
neutron background from the inner walls of the vessel.
The shielding around the target consists of iron and
magnetite and borated concrete with a total thickness
of 3-8 m. The flight tubes are arranged so that each
flight tube serves as a 'get-lost' hole for the diam-
etrically opposite flight tube. The 21-m-square
building surrounding the target serves as a short
flight path (5 to 15 m) experimental area (Experi-
mental Area 1 )

.

Flight tubes 1, 2, 9, 10, 11, and 12 can be
extended beyond the experimental building to distances

up to 300 m. Flight tubes 3, 5, 5, 7, and 8 terminate
in get-lost holes in the outer walls of the experi-
mental building and flight tube 4 connects Target 1 to

Target 2. Most flight tube center lines point at the

center of the target; flight tubes 3, 5, 5, and 8 are

horizontally displaced 7.5 cm from the target center.
Currently, flight tube 11 has an experimental station
at 30 m, with plans for one at 70 m. Flight tube 1

has experimental stations at 30 and 80 m and will be

extended to 200 m in FY 1980. Flight tubes 2 and 12

can be extended to several hundred meters, whereas 9

and 10 can be extended conveniently only to 30 and

50 m, respectively.

A schematic drawing of Target 2 is given in Fig.

9. The room is designed to reduce wall and floor
neutron scattering by having the walls 6 m from the
center of the room and by supporting any experimental
equipment with a low-mass floor. Four penetrations
through the wall that join the beam channel with the
room are provided at angles of 30 , 45 , 60 , and 90 .

Hardware is be^ng installed to brin^ the proton beam
through the 30 penetration. The 90 penetration can
be used for a flight tube that can be extended to 100
m for either a target placed in the beam channel or
for a target or sample placed at the center of the
room. In addition, there are nine penetrations in the
outer wall that allow flight tubes of 30 m to several
hundred meters in length. The apex of the penetra-
tions through the wall that joins Target 2 with the
beam channel permits the placement of a detector at
this point to measure the neutron spectrum at various

Fig. 7. WNR facility.
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Fig. 8. High-current target (Target 1) and Experi-
mental Room 1 showing orientation of flight
tubes. Flight tubes 1, 2, 9, 10, 11, and 12

can be extended from 30 to 270 m. Flight
tubes 3, 5, 5, 7, and 8 terminate in outer
wall of room 1 . Flight tube 4 connects
Target 1 with Target 2.

angles to the proton beam direction for thin targets
placed in the beam channel. This high degree of
flexibility allows the room to be used either as a

low-power target area, a large scattering chamber, or
an experimental area.

The service area (Fig. 9) is a shielded room

directly above Target 1 that is used to work on the

target/moderator assembly without exposing personnel

to high radiation levels. This room has leaded-glass

viewing ports, a crane for hoisting the assembly unit

from the crypt, and remotely controlled mechanical

manipulators. The target and/or moderators can be

replaced in less than one day with this equipment.

An isomeric view of the high-current target/

moderator assembly is shown in Fig. 10. Only two of

the four moderator, and one of the two target mech-

anism, support arms are shown. All arms work inde-

pendently of each other and can be controlled remotely
from outside the target crypt. Not only can the tar-

get be cooled with water, but provisions were made to

circulate water in the water moderators and to cool

the polyethylene moderators, as well. The moderators

and target can be moved vertically 25 cm and 12 cm,

respectively. This permits investigating the scat-

tered neutron background from the walls of the target

crypt by positioning the target/moderator out of the

line of sight of the flight tubes.

The present targets are made from either a

tantalum or tungsten rod 2.5 cm diam by 15 cm long.

About 50? of the energy of the 800-MeV proton beam is

deposited in the target and removed by the two 0.7-mm-

thick cylindrical water channels shown in the insert

of Fig. 10. The cooling system for the target is

designed to handle about 20 kW of beam.

Fig. 9. Low-power area (Target 2), beam channel, and
Target 1 service cell area. Proton beam
will be brought into Target 2 through 30°
penetration.

The moderator material is either polyethylene or

water or a combination of both. The polyethylene
moderator is 6.5 cm thick and the water moderator is
7.0 cm thick. Both moderators are 200 by 300 mm in

area, with the 200-mm edge parallel to the axis of the
target

.

5
Monte Carlo calculations were made to study the

neutron yields from the bare targets and target/moder-
ator configurations and the neutron pulse width emerg-
ing from the surfaces of the moderator and target for
a delta function input pulse of 800-MeV protons. The
results from the pulse width calculations for the

polyethyene and water moderators and for the bare
tantalum target are shown in Fig. 11. Figure 11 shows
the standard deviation ( a) of the neutron pulse from
the large surface area of the moderator and from the
cylindrical surface of the bare target. The shape of
the neutron pulse is asymmetrical with an exponential
tail and a full width at half maximum of about 2 a.

The timing characteristics of our water moderator
agree v^ll with the results of a similar study by

Camarda for the National Bureau of Standards target/
moderator. The pulse width for the polyethylene
moderator is about 30? narrower than that for the

water moderator. This difference is mainly due to the

higher hydrogen atom density in the polyethylene,

rather than to the 8? thicker water moderator. The
polyethylene moderator also has the advantage that it

does not have to be canned like water and, therefore,

the neutron spectrum does not have 'windows' because

of resonances in the canning material. However, this
advantage must be weighed against the fact that
polyethylene quickly becomes radiation-damaged and may

have to be replaced often for structural reasons.

The results from the calculation of neutron
yields for the target/moderator and bare tantalum

target configurations are shown in Fig. 12. The

polyethylene and water moderators give about the same
neutron yield, so only the polyethylene yield is

plotted. The bare tantalum target yield is calculated

924



Fig. 10. WNR target/moderator assembly.

NEUTRON ENERGY (eV)

Fig. 11. Pulse width characteristics of the WNR CHp

and HpO target/moderator configurations ana

bare Ta target. The CH^ moderator is 6.5 cm

thick and the H^C) moderator is 7.0 cm thick.

Both are 200 by 300 mm in area. The full

width at half maximum of the neutron pulse

is approximately twice the standard devia-
tion of the pulse width.

without any moderator surrounding the target, but with
water in the cooling channels. The effect of the
cooling water on the shape of the spectrum for the
bare target is negligible; there is no 1/E component
to the spectrum below approximately 100 keV.

Measurements have been made of the neutron yield
and spectrum shape for the bare target configuration.
In general, these data reproduce the calculated
results up to 10 MeV. However, above this energy the

measured yield exceeds the calculated yield by as much
as a factor of three at 100 MeV. No detail comparison
has been made for the target/moderator configuration.

1 I I 1 I I I I

To TARGET

NEUTRON ENERGY (eV)

Fig. 12. Neutron yields per proton per steradian for
the CH. and bare targets. Both the CH and
H^O moaerators give the same yield. The
yields are for a 12.7-cm-diam circular area
centered on the surface of the rectangular
moderator.

The WNR operation is closely linked to the LAMPF

schedule, although WNR can be down for additional
reasons, such as for kicker, and chopper failures.

The LAMPF schedule is broken down into four or five

cycles per year with each cycle lasting from five to

seven weeks. From August 1978 through August 1979,

LAMPF was scheduled for 504, 8-hour shifts. About 7S%

of this time was used for the WNR programs. The time

was divided between the material science and neutron
physics programs. We do not foresee more time

becoming available from LAMPF, nor do we expect the

50% division of time between the two main WNR programs

to change significantly in future cycles.

The computer facility associated with the WNR
facility consists of two MODCOMP-IV/25 computers, each
with 128k, l6-bit memory. The system acquisition
computer (SAC) controls up to four experimental
stations, each consisting of an input terminal,
refresh scope, and a display panel. Also connected to

the SAC are two 9-track, tape units, a 12-in. Calcomp
plotter, four 1.2-megaword diskpack units, and a CAMAC
serial highway system. In addition, the SAC controls
and monitors the magnets and quadrupole lenses that
transport the .proton beam from the kicker magnet to

the WNR target as well as the target temperature and

radiation monitoring equipment. The data acquisition
computer (DAC) essentially acts as a disk driver for a

1-megaword fast disk. The disk can sustain a total
input rate of about 9000 words/second. Both single
and multiparameter data can be taken with the system.
In the multiparameter mode, data can be transferred
event by event to tape or single parameter slices of

the data can be stored on the DAC disk at about 1000,

l6-bit words/sec. Most data taken at the WNR facility
are transferred to tape and read in at the central
computer facility (CCF) at LASL. The physics division

at LASL plans to lease a 1-megaword (32-bit) VAX

computer that will be used for data reduction and
preliminary data analysis. This computer will be
connected to the CCF.

Future plans for reconfiguring each computer to
perform both the SAC and DAC functions will improve

reliability by providing a back-up system. The beam

line functions now controlled by the SAC will be

transferred to a new dedicated computer. Also, LASL
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is developing a 1-megaword (2?~bit) semiconductor
memory unit that will be connected either to the
MODCOMP computers directly or to satellite computers
attached to the MODCOMP computers.

PSR

The proton storage ring (PSR) is an extension to
the WNR facility that we plan to have operational by
1985. It will initially store 100 uA of H~ beam and
could eventually store 400 uA without any redesign of
the ring and associated hardware. The frequency of
the pulses ejected from the ring can be varied from 1

to 720 Hz, depending on how the ring is filled and how
many pulses are circulating in the ring at any one
time. Initially, the pulse widths available will be
either 1 or 270 ns. The addition of the PSR to the
WNR will increase the neutron intensity by two to
three orders of magnitude and will provide more
simultaneity for neutron physics and material science
measurements

.

The PSR is located upstream of Target 1 at the
same elevation as the proton beam line (Fig. 7). It
will be decahedral in shape with a beam circulating
time of approximately 360 ns. There will be two RF
buncher cavities in the ring; the one operating at 2.8
MHz will be used for the long-pulse operation, and the
other operating at 603.75 MHz will be used for the
short-pulse operation. A fast kicker, requiring at
least 60 ns between each group of pulses circulating
in the ring ejects the pulses back into the main beam
line. Therefore, at most, six 1-ns-wide pulses can be
circulating in the ring.

In the short-pulse mode (Fig. 13), the ring is

filled 120 times per second. About x-he last 72 us of
each macropulse is structured so that 1 out of every
12 micropulses is injected into the ring, thus forming
6 super micropulses that are extracted from the ring

at regular intervals between macropulses. The char-
acteristics of this mode are given in Table V under
the heading Super-Micropulse Mode.

PSR has two basic modes of operation. In the
long-pulse mode (Fig. 1'^), the entire macropulse is
structured so that there is a 60-ns gap every 270 ns.
The ring is filled and dumped 12 times per second.
The characteristics of this mode are given in Table V
under the heading Super-Pulse Mode.

Although the proton numbers in Table V assume

that LAMPF can deliver 100 uA of H" beam to the PSR,

that is not possible at this time. There is, however,

a developmental program at LASL to design an H source

that will be capable of currents far in excess of
those required by the PSR. Preliminary results
indicate that when the PSR is fully operational, such
a source will be available.

ORELA

The major modification to the Oak Ridge electron
linac (ORELA) has been the installation of a 2.7-m-
long buncher between the electron gun and the pre-

buncher. The buncher can achieve high instantaneous
peak currents by compressing a 15-n3 (50-J) pulse to
about 3 ns with essentially no loss in beam power^ A

schematic diagram of the buncher used in a study of

the buncher parameters is shown in Fig. 15. Calcula-
tions were made for a 15-ns pulse with a total charge
of 1 uC. Because of the large space charge effects,
the calculations include an applied longitudinal
magnetic field of several kilogauss to prevent the
beam from spreading out radially. The buncher has six
decelerating gaps and three accelerating gaps. The

FIRST HARMONIC
BUNCHING CAVITY

Fig. 14 Long-pulse (270-ns) mode of operation for

PSR.

Table V. Typical PSR operating conditions. Proton

rates assume that LAMPF will deliver 100

uA of H" beam to PSR. If PSR is upgraded

to handle MOO vk of beam, the number of

macropulses/second in the super-pulse mode

will increase from 12 to 48.

SUPER - MICROPULSE MODE (STORED PULSE WIDTH ~ 1 nsec)

1 Micropulse injected into ring every 60 nsec

Super-Micropulse = 200 micropulses

Suf>er-M icropulses/Macropulse = 6

Macropulses/sec = 120

Prolons/sec = 7.2 X 10'=

Neulrons/sr/sec = 7 X 10'= (W. E > 0 1 MeV)

SUPER - PULSE MODE (STORED PULSE WIDTH = 270 nsec)

54 Micropulses injected into ring every 360 nsec

Super-Pulse = 75000 micropulses

Macropulses/sec = 12 (possible expansion to 48)

Super-Pulses/sec = 12

Protons/sec = 4.5 X 10"

Neutrons/sr/sec = 49 X 10" (W. E > 0.5 eV)

voltage applied to the gaps varies such that a

decelerating gap reduces the kinetic energy of the
electrons in the front of the pulse relative to the
kinetic energy of the electrons in the back of the
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Fig. 15. ORELA prebuncher geometry. Shown is the
shape of the incident current pulse and the
z-component of the magnetic field as a
function of distance.

pulse. An accelerating gap increases the kinetic
energy of the electrons in the back of the pulse
relative to the kinetic energy of the electrons in the

front of the pulse. The gaps have been designed for a

maximum voltage of about 50 kV. In the first test of
the buncher, with one-third of the design voltage
applied to the gaps, a 17-ns pulse (FWHM) was com-

pressed to about 8 ns with only a 7% loss in power.

The energy in the pulse was 15 J. At present, ORELA
cannot deliver 50 J per 15-ns pulse, but it has done
so in the past and is expected to do so in the future

with improvements in gun fabrication. Therefore, to

be conservative, I will use 30 instead of 50 J per
pulse when I compare facilities.

KFK

In 1972, Cierjacks^ reviewed the characteristics
and performance of the sector-focussed cyclotron at

Karlsruhe (KFK). Since then a substantial improvement
in the spectrometer resolution has been achieved by
optimizing the phase condition of the accelerated
deuteron beam, using a computer-controlled beam
diagnostic system, and by applying modified neutron
detectors with improved time characteristics. Total
cross-section data have been taken with a spectrometer
resolution of < 0.8 ns and an average beaig current of
10 yA at a beam pulse frequency of 50 kHz.

Comparison of the Neutron Source Facilities

I have chosen the procedure outlined by Rae and

Good for my comparison of the various neutron source

facilities because it uses all the parameters of the

facility. With this procedure, the fractional energy

resolution is held constant at all energies by varying

only the flight path. The value of iE/E is chosen to

correspond to the minimum value for a moderated neu-

tron source at some minimum flight path. The timing

uncertainty introduced by the moderation process is

included in the overall resolution by folding it in

quadrature with the machine pulse width. In addition,

a 1/v filter is assumed to prevent overlap of high

energy neutrons with the low-energy neutrons of the

111

I
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NEUTRON ENERGY (eV)

Fig. 16. Comparison of neutron facilities for the
low-energy region (< 100 keV). The two
quantities in parentheses represent fre-
quency and flight path to achieve maximum
neutron flux in the energy interval AE for

the given resolution. The quantity in
parentheses by the facility name represents
pulse width in nanoseconds. Machine and
neutron characteristics used in calculations
are given in Table VI.

previous burst. Neutron output is maximized when the

pulse rate is reduced until the time-of-flight of the

neutron is greater than about four times the overlap
time. In this way the different repetition rates of
the facilities that influence the neutron output at

low energy are included in the calculations. Rather
than introduce new conditions, I have kept the minimum
flight path at 50 m and used 2.2 cm for the equivalent
flight path uncertajj^ty for the moderation process.
These give 8.8 x 10 for the fractional energy reso-
lution. Also, I have allowed the flight path to
increase to 400 m to maintain this resolution and used
1$ for the transmission of the filter at the overlap
energy

.

The WNR, GELINA, ORELA, and PSR facilities are
compared in Fig. 16 for the energy region from 1 to
100 000 eV. The pertinent parameters used to calculate
the neutron flux within the given energy resolution
for each facility are given in Table VI. The two quan-
tities in parentheses in Fig. 16 represent the pulse
frequency and flight path necessary to achieve maximum
neutron flux at the desired resolution. The HELIOS
facility is not included because no experimental or

calculational data of the neutrgn flux are available
in this energy region. The plot of the flux from the

Harwell booster, run at its heat transfer limit of 5

kW, should be valid for the BC target. Generally, if
we use the WNR facility for comparison, the BC flux
should be slightly higher below 10 eV, about the same
at 100 eV, and about three to four times higher at 10

000 eV. The calculational data presented in Fig. 12

are used for the WNR. For the PSR, these data are

adjusted by the difference in average currents betwee^
the two facilities. The experimental data of Weston
are used for (JgELA and the experimental data for a

uranium target taken at Geel at 4 kW are used for
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Facility
Pulse

Frequency
(H2)

Pulse Width
(UB)

Average
Beam Current

or Power N(E)
(n/sr/eec/eV)

GELINA 900 10 8 5 kW 1.0 X lo" j-0.90

OEELA 1000 35 50 kW 1.3 X lo"

HNR 120 100 69 namps 4.1 X lo'
^-0.90

PSR 480 35 54 yamps 3.2 X lo" J-0.90

12 270 72 yamps 4.3 X lo" ^-0.90

Table VI. Neutron facility parameters for low-energy
calculations of neutron flux for facility
comparisons

.

GELINA. The GELINA data have been adjusted to the new
power level of 8.5 kW, assuming that the moderator
coup:j.jng efficiency for the new rotating target is
0.7. The importance of pulse frequency to maintain
maximum neutron flux is quite evident in Fig. 16. For
example, the PSR (270) can run at its maximum fre-
quency of 12 Hz for energies down to 1 eV, whereas
ORELA has to reduce its frequency to 69 Hz at 1 eV,

with a corresponding reduction in neutron output.

The WNR, PSR, HELIOS, ORELA, and KFK facilities
are compared in Fig. 1? for the energy region from
0.01 to 1000 MeV. The pertinent parameters used in
these calculations are given in Table VII. The GELINA
data are not included because the performance of this
facility is similar to HELIOS except that the flux is

about a factor of 2 lower. For the high-energy
calculations, the overlap filter is ignored. Because
most target dimensions are on the order of several
centimeters, I have retained the flight path
uncertainty of 2.2 cm, except for KFK where I used 1

cm in determining the resolution of the system. For
HELIOS, I used the experimental data from ORELA,
assuming that the shape of the neutron spectrum is
independent of whether the target material is uranium
or tantalum, and I normalized the shape using the
expected neutron intensity for the FNC target.

Acknowledgement

I gratefully acknowledge the contributions made
by M. S. Coates, J. E. Lynn, and D. A. Boyce of
Harwell; F. Kaippeler and H. 0. Klages of Karlsruhe; K.

H. Bockhoff and H. Weigmann, of Geel; and J. A. Harvey
of Oak Ridge. I thank G. J. Russell of LASL for his

help with the target/moderator calculations.

References

1. S. Cierjacks, "The Karlsruhe Fast Neutron Time-
of-Flight Facility," Proc. Int. Conf. Nuclear
Structure Study with Neutrons, Budapest, 1972,
(Plenum Press, London and New York, 1974), pp.
299-31 1

.

2. E. R. Rae and W. M. Good, "Pulsed Accelerator
Time-of-Flight Spectrometers," in Experimental
Neutron Resonance Spectroscopv, J. A. Harvey, Ed.
(Adademic Press, New York, 1970), Chap. 1, pp.
1-99.

3. G. J. Russell, "Initial Target/Moderator Config-
uration for the Weapons Neutron Research
Facility," Trans. Amer. Nucl. Soc. 21, 861
(1977)

.

4. E. D. Cashwell, J. R. Neergaard, V. M. Taylor,

and G. D. Turner, "MCN: A Neutron Monte Carlo

NEUTRON ENERGY (MeV)

Fig. 17. Comparison of neutron facilities for the
high-energy region (> 100 keV). Machine and
neutron characteristics used in the calcula-
tions are given in Table VII.

Table VII. Neutron facility parameters for high-
energy calculations of neutron flux foi

Facility
Pulse

Frequency
(Hi)

Pulse Width
(ns)

Average
Beam Current

or Power / E-N(E)dE
(n/sr/sec)

HARWELL

ORELA

RPK

WNR

PSR

2000

800

75000

< 6000

720

5

3

0.8

0.5

1.0

8 kW

25 kW

10 pamps

< 166 namps

11.5 yamps

1.75 X 10

4.0 X lO-''

7.6 X lo''

1.08 X 10^

6.9 X lO-"-

5.

6.

10.

11,

Code," Los Alamos Scientific Laboratory report

LA-4751 (January 1972)

.

G. J. Russell, P. A. Seeger, and R. G. Fluharty,

"Parametric Studies, of Target/Moderator Config-
urations for the Weapons Neutron Research (WNR)

Facility," Los Alamos Scientific Laboratory
report LA-6020 (March 1977).

H. S. Camarda, "Monte Carlo Studies of D^O anc

H2O Neutron Moderators for Time of Flight
Experiments," Nucl. Instrum. Methods 106 . 205

(1973).

R. G. Alsmiller, Jr., F. S. Alsmiller, J. Barish,

and T. A. Lewis, "Calculations Pertaining to the

Design of a Prebuncher for an Electron Linear

Accelerator," Par t . Accel . . 1, pp. 187-200

(1979).

S. Cierjacks, G. Schmatz, D. Erbe, and B.

Leugers, "Progress Report on Nuclear Data

Research in the Federal Republic of Germany,"

NEANDC (E)-192 U, Vol. V, p. 1 (1978).

L. Weston, Oak Ridge National Laboratory,
unpublished data (1979).

H. Weigmann, Central Bureau for Nuclear

Measurements, private communication (1979).

G. L. Morgan, Oak Ridge National Laboratory,

unpublished data (1979).

928



NEUTRON CROSS SECTION MEASUREMENTS AT ORELA

J. W. T. Dabbs
Oak Ridge National Laboratory,
Oak Ridge, Tennessee 37830 USA

ORELA (Oak Ridge Electron Linear Accelerator) has been for the last decade the most powerful
and useful pulsed neutron time-of-fl ight facility in the world, particularly in the broad midrange
of neutron energies (10 eV - 1 MeV). This position will be enhanced with the addition of a pulse
narrowing "prebuncher" , recently installed and now under test. Neutron capture, fission, scatter-
ing, and total cross sections are measured by members of the Physics and Engineering Physics
Divisions of ORNL, and by numerous guests and visitors. Several fundamental and applied measure-
ments will be described, with some emphasis on instrumentation used. The facility comprises
the accelerator and its target(s), 10 evacuated neutron flight paths having 18 measurement stations
at flight path distances 8.9 to 200 meters, and a complex 4-computer data acquisition system capa-
ble of handling some 17000 32-bit "events'Vsec from a total of 12 data input ports. The system
provides a total of 2.08 x 10^ words of data storage on 3 fast disk units. In addition a dedicated
PDP-10 timesharing system with a 250 megabyte disk system and 4 PDP-15 graphic display satellites
permits on-site data reduction and analysis. More than 10 man-years of application software develop-
ment supports the system, which is used directly by individual experimenters.

[Electron linac, pulsed neutron source, time-of-flight, neutron cross sections, data acqui-
sition, computers, ^-^^Uototj niajority logic, inelastic neutron scattering, gas scintillator,
prebuncher]

Introduction

The Oak Ridge Electron Linear Accelerator (ORELA)

is a powerful pulsed electron accelerator dedicated to

the function of producing short intense bursts of

neutrons over a wide range of energy. It was commis-
sioned in 1969 and in the intervening decade has been
used for an extremely large number of experiments uti-

lizing the neutron time-of-flight technique. Princi-
pally, measurements have been made on neutron capture,
fission, scattering and total cross sections for
nuclides over the entire periodic table. Many other
types of measurements have also been made, e.g.,
determinations of v and a for heavy elements, ine-

lastic scattering experiments, etc. Until the present
time, ORELA continues to be the most useful and most

powerful pulsed neutron time-of-flight facility in the

world, particularly in the broad midrange of neutron
energies (10 eV - 1 MeV).

The staff consists of 19 persons associated with
the Engineering Physics Division and 10 persons asso-
ciated with the Physics Division of Oak Ridge National

Laboratory. The Co-directors of the accelerator are

J. A. Harvey (Physics) and R. W. Peelle (Engineering
Physics). The Engineering Physics Division primarily
supports applied measurements and the Physics Division
primarily supports fundamental measurements at the

accelerator. Both divisions continue to have numerous
visitors and collaborators from other institutions and

universities throughout the world. The staff is sup-
ported by 7 persons in accelerator operations and

development, 16 craft and maintenance personnel, 1

computer software expert and 1 computer hardware
expert.

Description of ORELA Facility

Figure 1 is a list of the characteristics of the
electron accelerator and its neutron production rates.

In general all of the specifications shown in Figure
1 have been met in actual practice for the largest
part of the life of the facility. In recent months
some difficulty has been encountered with electron gun

fabrication problems. This has led to power restric-
tions associated with excessive grid emission ("dark

current"). The grid pulse shaping network has also

recently presented rise time problems for narrow pulse
widths and we have suffered reductions in power
because of this. Wide pulse power outputs as high as

60 J/pulse have been obtained over long periods
of time for several important experiments in the
pastl and there is reason to expect that this power

ORELA SPECIFICATIONS

L-band, 1300 megacycles
10-140 MeV electrons
15 amp peak current (r <24nsec)
2-1000 nsec burst width
5-1000 pulses per second
50 kw electron beam (t >24nsec)
10^^ neutrons/pulse (r > 24 nsec, Ta target)
10^^ neutrons/sec (average, 50 kw)
4 X 10^^ neutrons/ sec (peak, 15 amps)

Fig. 1



level will be again obtainable, once the gun problem
has been resolved. Improvements in the grid pulse
shaping network are also being pursued.

Figure 2 shows a layout of the facility. The
facility comprises the accelerator and its targets, 10
evacuated neutron flight paths having 18 measurement

target changes and storage. With the aid of a mains-
frequency beam sweeping system the tantalum target is

capable of absorbing up to 75 kW, although 60 kW is

the maximum power which has been actually used for
extended periods.^ As seen in Figure 2, the flight
paths are for the most part symmetrically disposed on
either side of the accelerator at '^15° intervals.

Fig. 2. ORELA

stations at flight path distances of 8.9-200 meters
and a complex 4-computer data acquisition system. Two
types of targets are used. The most commonly used
target is a tantalum metal, water cooled target which
is shown in Figure 3. An alternate target for high

ORNL DWG 67-1012

Fig. 3. ORELA target. The housing material has
been changed to Beryllium.

energy neutron work is essentially a large block of
beryllium metal which replaces the tantalum target
described above. A hydraulic mechanism permits remote

Table I gives a listing of these flight paths, their
angular positions, location of the various stations
together with their primary present use and the names
of some users. Among these flight paths, flight paths
number 1 and 6 are used for the highest resolution
work because of their angular positions perpendicular
to the water moderator disk of the standard tantalum
target. Flight path 9 is particularly suitable for
experiments in which gamma rays are detected because
at its angular position very few gamma rays accompany
the neutrons down the flight path. Usually, each
flight path is equipped with a "shadow bar" which pre-
vents direct viewing of the Ta portion of the target.
This reduces the effect of the Y-flash by a large fac-
tor .2

Table I

Flight
Path Angle Station Type of Contact
No. (degrees) (Meters) experiment Person

1 90° 18,80,200 Transmission J.A. Harvey
2 75° 9,33 Fission J.W.T. Dabbs

3 60° 10,33 Inelastic R. Winters
Solid State H. Mook

4 60° 20 Fission R. Gwin

5 75° 20,85 Capture L.W. Weston
Fission, 17 R.R. Spencer

6 90° 20,40,150 Transmission D.K. 01 sen

Subthreshold G. de

fission Saussure
7 105° 20,40 Capture R.L. Macklin
8 120° 20 n,n'Y D.K. Olsen
9 165° 50 (n,xn'Y),(n,xY) G.T. Chapman

11 105° 12 (n,Y spectra) G. Slaughter
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Figure 4 illustrates contributions to the energy
resolution available at ORELA in the worst case , i.e.,

Doppler broadening associated with a heavy element

target, flight path length error associated with two

of the shortest flight paths, and the pulse width

error associated with a 40 ns pulse and 8 ns data
bins, in the three regimes from left to right in the

figure. The smooth curve for underground explosions
is drawn through points given by Diven.-^

OBNL-OWO 76-7309

Contributions to Energy Resolution, Underground Explosion and Orelo (40 ns Burst)

Fig. 4

Perhaps the most important factor which makes
ORELA so useful is the very multiplicity of flight
paths and working stations. As will be seen in Table
I there are 10 flight paths and 18 working stations.
Over the last 5 months an average of 5.4 of these sta-

tions were producing data at any given operating time.

This situation mandates a powerful system for the
cumulation and storage of data.

nels can store a count of 65 536. These disks are

used only for data storage during data acquisition and

for a short time thereafter. Rather elaborate facili-

ties are provided for observing the data with the aid

of a cathode ray tube and a light pen on each of the 3

data acquisition computers as the data are being

acquired. A fourth SEL-810B computer is used as a

peripheral equipment controller or PEC. This computer

drives a line printer, card reader, 2 plotters, 2 mag-

netic tape drives, a paper tape reader, and a paper

tape punch, as well as a high speed link via a PDP-15

to the remainder of the facility.

The largest of the ORELA computer facilities is

located in the same hall with the data acquisition

computers. A PDP-10 time sharing computer with 240 K

36 bit words of main memory and with 250 Mbytes of

magnetic disk storage serves as the main data storage

and analysis computer. A schematic diagram of the

entire computer system is shown in Figure 5.

ORNL-OWG 73.191.Z

'OREL" STRUCTURE

On-line Data Acquisitions Systems

Generally speaking the time-of-fl i ght portion of

each experiment requires that events at a particular
time after the accelerator burst must generate a digi-
tal word which describes the time at which the event
occurred. In a number of cases information such as

pulse height must also be folded into this digital

word. In the ORELA system the standard word comprises
32 bits. Four bits are reserved for identifying the

particular detector involved. Two other bits are

reserved for system control and the remainder are used

for time-of-fl i ght information and in many cases other
information such as pulse height. Each "event" is

presented to the data acquisition computer as two 16

bit words which, taken together, comprise the 32 bit

word. Almost all of the experiments at ORELA utilize
the TDC-100 time digitizer^ to produce the time of

flight portion of the data. Approximately 12 of these
units are in use at ORELA.

LINE PRINTER
CARD READER

PAPERTAPE READERS 12)

PAPERTAPE PUNCH
PLOTTERS 12)

9 TRACK TAPES 12)

AUX. 6 MBYTE 0)SK

ORELA DATA ACQUISITION AND ANALYSIS SYSTEM

= LOCATED IN OTHER BUILDINGS

The data acquisition computer complex comprises 3

model SEL-810B computers which are 16 bit 32K word
units with a cycle time <1 us. Each of these com-

puters has 4 input ports which permit the reception of

data from 4 experiments simultaneously under a buf-
fering and priority scheme which avoids distortion of

the data in one experiment by another. Input rates
totalling 5000 events/second are permissible provided
no average individual rate exceeds 1800/second. Each
of the 3 computers is equipped with an extremely fast
head-per-track disk. Total storage capability of these
3 units is 2.08 x 10^ channels. Each of these chan-

Fig. 5

The PDP-10 computer may be accessed by 24 users

simultaneously. Four user stations are equipped with

graphic display terminals which permit visual analysis

of data. Four telephone dial-up lines are also pro-

vided. Major output functions are handled by a 300

line/minute line printer, two drum plotters, and two

9-track magnetic tape drives attached to the PEC. No

operator is required, except during one 4-hour

downtime/week for maintenance; users [fount their own 25

Mbyte disk packs.
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Recent Improvements

During the last year, the following improvements

have been made to the data acquisition and handling

system at ORELA:

1. A new 1000 card per minute card reader which

replaced a 400 card per minute card reader
has been installed on the PEC and is operating
without problems.

2. Bids are out for two new 75 inch per second

tape units which will replace the 45 inch per

second tape units.

3. An additional 16K for each SEL 810B has been

installed and software is currently being

changed to make use of it. Each SEL now has

32K of core.
4. The amount of core for the PDP-15 displays

has been increased from 12K to 16K for 3 of

them and to 32K for the fourth. Software has

been changed to make use of the new memory.

5. The high speed link between the PEC and the

PDP-15 (PDP-10) has been installed increasing
the speed from 80 KBaud to 800 KBaud.

6. A Motorola M6800 microprocessor to control

two Calcomp plotters has been installed on

the PEC and is operating without problems.
7. Bids for the RP04 disk for the PDP-10 are

going out. The first RP04 will add 80 000

disk blocks; each additional RP04 will add

160 000 disk blocks.

8. The PEC disk has been replaced. The new disk

is twice as fast, and has twice the storage.

Almost all data are handled in a standardized for-
mat called "ORELA Data Files" or ODF. Very substan-
tial facilities exist for performing operations upon

these data files so as to facilitate background
subtractions, resolution corrections, curve fitting,
averaging, summation, and alignment. The latter capa-
bility uses a program called "ESHIFT" which automati-
cally aligns sets of data taken with different zero
times and flight path distances to a coimon flight
path distance and zero time. In this way one can, for

example, reduce the data from a number of detectors to

a common time (hence energy) scale. Extensive plot-

ting capabilities are usable with well chosen default
options to minimize the effort required.

Some Experiments at ORELA

Experiments Reported at this Conference^

The following is a list of 7 papers presented at

this conference which involved ORELA:

Neutron Total Cross Sections of H, C, 0, and Fe
from 500 keV to 60 MeV

High Resolution Neutron Fission Cross Section of

231pa
Measurement of 238u(n,n'Y) and ^Li(n,n'Y) gamma

ray production cross sections

Neutron Total Cross Section of 233u fpom 0.01-1.0
eV

Neutron Total Cross Section Measurements on 249(;f

Absolute Measurement of p for 252cf by the Large
Liquid Scintillator Tank Technique

Measurement of the 2.35 MeV Window in I^q + n

Papers at Meeting of Division of Nuclear Physics^

Six papers based on ORELA work were presented at

last week's American Physical Society meeting:

Ml Ground-state Radiative Strength in 207pb fgp

Ex = 6.74-7.34 MeV

Statistical Distributions of Spacings of Resonan-
ces in 64Zn, 66zn, ^^In and 70zn Nuclei

Neutron Capture Cross Sections in ^^Zn

High Resolution Neutron Total Cross Sections in

67zn

187os 30 keV Inelastic to Elastic Cross Section
Ratio

Measurement of Fission Cross Section of ^^^Am

Discussion of Selected Experiments

Because of restricted space only a few carefully
selected experiments will be discussed herein. These
experiments represent recent improvements in tech-
niques of data acquisition and reduction or new instru-
ments.

Precision Total Cross Section Measurements

The most prevalent material in modern nuclear
reactors is 238u. Accordingly the nuclear properties
of this nuclide are among the most important. Until

recently it could not be said that the total cross
section of 238u a function of neutron energy had

been well measured in spite of some 24 previous deter-

minations. At ORELA, two very carefully fashioned
experiments have now been completed^ in which a preci-
sion determination of the total cross section for

energies up to 4 keV and 100 keV were made. These
measurements were characterized by the following
features: (1) 7 sample thicknesses, (2) black reso-

nace background determinations for each sample thick-

ness, (3) precise determination of time dependent
gamma ray backgrounds, (4) especially careful atten-

tion to the response of the neutron detectors used,

(5) careful determination of the accelerator-on back-
ground .

After appropriate background subtractions had
been performed the data were subjected to simultaneous
multi-level fits for all 7 samples Figure 6 shows

the results of such a fit. For clarity the results

ORNL-CWG 76-1908

0 5 10 15 20 25 30 35 40 45 50 55

ENERGY (eV)

Fig. 6. Transmission of ^SSy.
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for only 4 of the 7 samples are shown. Each curve
consists of data and a line which corresponds to the

simultaneous least squares fitting curve appropriate

for that sample. It is essentially impossible to see

the calculated curve because the fit is so perfect.

It is important to note that the response of the

detector played a very important role in a readjust-

ment of the best values for the neutron width of many

of the resonances which were studied. This was

important in resolving a long standing discrepancy.

A similar experiment to this is being planned for

2327h for the near future.

It is interesting to consider the data storage

requirements for such an experiment. In the proposed

thorium experiment^ 8 transmission samples will be

used. A typical measurement cycle will consist of the

following steps: open beam measurement, 8 samples in

succession, 8 samples in succession with black reso-

nance filters in place, 2 successive measurements with

different thicknesses of C2H2 for gamma ray background

determinations and one period with a thick beam stop

in place. This cycle of 20 individual determinations

will be repeated once per hour for a period of roughly

5 weeks. All measurement spectra but three will

occupy 23 535 channels. The total data requirement is

431 874 channels. There are at present at ORELA at

least 4 distinct experiments or types of experiments

which require this order of data acquisition capabi-

lity. One proposed experiment is expected to require

900 000 channels of data storage.

Medium Energy Neutron Detector

For neutrons in the energy range 10 keV to 1 MeV
it has long been difficult to have a detector which
did not show a strong dependence on some threshold
bias. Recently a detector has been develope'd by N. W.

Hill of ORNL which removes this dependence in a new

way and very well. The detector (Figure 7) consists
of a block of NE-110 plastic scintillator and 3 or

more photomultipl ier tubes attached to its various
faces with epoxy. In the particular unit shown in

30

ORNL-DWG 79-49275

20

\0

-r y
FLUX THROUGH
82 keV IRON WINDOW
22 in. IRON

FPL 80.12 m

V
8083 82 81

ENERGY (keV)

Fig. 8. Incident flux.

well below the single photoelectron level; indeed, it

is set at the edge of the amplifier noise. A two-out-
of-N majority logic circuit then serves to require a

single photoelectron coincidence between at least two

of the photomultipliers. This arrangement turns out

to be extremely advantageous. The counting rates

which are found, of course, depend upon the efficiency
of the NE-110 in stopping a neutron of that particular

energy; however, the response is almost totally inde-

pendent of the actual bias settings within reasonable
variations, say 20-30%. The net result is that this
detector provides an extremely reliable detector which
is very reproducible under almost all circumstances.

ORNL-DWG 79-19274

(XIO^)

14

238u (n.n)

SCATTERING ANGLE 90 deg

FPL 40.64 cm

NE 110

22 in. Fe

82 keV

2320 2400 2480
TOF (ns)

2560

Fig. 9. Scattered flux.

Fig. 7. Majority logic neutron detector.

Figure 7 the NE-110 is 2 cm thick and 6 cm square.
Photomultipliers (in this case 2" diameter 8850 units)
may be attached to each of the edges and to the face
opposite the entrance face. Thus, up to 5 photo-
multipliers may be coupled to the scintillator. The
bias for each discriminator-photomultiplier is set

Figure 8 shows the transmitted neutron beam through a

50 cm iron filter at 82 keV. In a recent experiment
at ORELA^ such a beam was allowed to scatter from a

sample of ^SSy gpd the scattered neutrons were detec-
ted with a time-of-f 1 ight base of 60 cm into this new

detector. The result of this measurement is shown in

Figure 9 where the data are plotted as a function of

time-of-flight. The small secondary peak to the right
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of the main peak represents inelastically scattered
neutrons of energy 35 keV. These neutrons have been
scattered from the 44 keV level in 238u, y^e main
peak, of course, represents elastically scattered
neutrons. This inelastic scattering and similar ine-
lastic scattering from a few other levels provide an

important contribution to neutron moderation in reac-
tors which has been previously difficult to measure.
This type of measurement obviously requires further
development but the new detector appears to provide a

means to obtain such important information in the
future.

^Li (n,a)-Xenon Gas Scintillator Beam Monitor

In connection with fission cross section measure-
ments over a wide range of energy (thermal -20 MeV) it

is desirable to use the ^Li(n,o) reaction because the
cross section is both well known and smooth at the
lower energies. The fission reaction in 235u has tra-
ditionally been used at higher energies as the cross
section standard. It is, of course, useful to allow
these two standards to overlap in energy for normali-
zation and and/or consistency checks. The 235u enDF/
B-V fission cross section does not, however, truly
become smooth until energies above 300 keV are
reached.

response from the gamma flash is back to base line in
about 0.7 psec and could be improved by electronic
modifications. The usual problems of gas purity have

^ ORNL-DWS T9-775I

0.4 -

E„ lev)

Fig. 10. Correction curves (measured) circles are
calculations of R. L. Macklin. Crosses are Monte
Carlo calculations of L. M. Petrie.

It is well known that the usual ^Li glass neutron
detector has a large response to the gamma flash asso-
ciated with the electron pulse at a linear accelera-
tor; in fact recovery from the gamma flash in times
less than "^8 us is very unusual. At short flight
paths such as 9 meters this means that data cannot be

obtained for energies higher than roughly 280 keV.
Note that this does not permit the above mentioned
overlap to occur. For this reason, among others, it

was decided to develop a new type of neutron beam
monitor. The first approach consisted of a sandwich
comprising 2 sheets of 0.15 mm thick NE-110 with a

thin layer of ^LiF between the two sheets (in fact

evaporated onto one of the surfaces). While this
detector appeared to give excellent response, it was
found that a very substantial amount of moderation of

the neutrons occurs in the front layer of plastic
scintillator (NE-110). This moderation is suf-

ficiently severe that neutrons initially of 10 keV

lead to an artifically enhanced response which may

differ from that expected from the cross section of

^Li by as much as 25%. In addition above 400 keV the
presence of knock-on proton response also leads to a

strong increase in response above that expected from
the lithium cross section alone. A curve showing the
magnitude of these errors is illustrated in Figure 10.

As a result of the realization that substantial
errors existed in the response of the sandwich plastic
scintillator, a new detector was developed which
replaces the hydrogenous plastic scintillator with
xenon gas.l^ The basic principle remains the same.
A view of this detector is shown in Figure 11. The
xenon gas scintillator system has proved itself to be

quite reliable and reproducible and has the advantage
that its response shows no anomalies up to above 800
keV when used at 9 meters, except strong dips where
two Xe resonances at 9.4 and 14,4 eV occur. The

been addressed by utilizing a thermally driven gas

circulation system and 2 gas purification elements.

ORNL- DWG 79-19278

GETTER
Ba-AI

HEATER

( PHOTO
MULTIPLIER)

NEUTRON BEAM
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THIN WALL Al

7.5cm BEAM -3 ATM Xe
2 cm BEAM - 1.2 ATM Xe

Fig. 11.

'Li(n,a)-Xe GAS SCINTILLATOR

Future Directions at ORELA

In the previous paper^^ Dr. G. F. Auchampaugh has

already mentioned the use of an electron prebuncher at

ORELA. Recently this system was tried in a prelimi-

nary experiment. Figure 12 shows the result of

applying 1/3 of the design buncher voltages to the

buncher gaps. The prebuncher reduced the pulse width
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at the target from 17 nanoseconds to 8 nanoseconds and

ORNL-DWG 79-19143

2400

1 II 1
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TIME (ns)

Fig. 12. Partially bunched and unbunched ORELA
pulses.

represents only a first approach. At the moment some
difficulty with vacuum leaks in several sections of
the buncher have appeared. These are being repaired
and further tests of the buncher system will be per-
formed as soon as practicable.

A "hidden" advantage of such a buncher is that
experiments that require high resolution (short
pulses) and experiments that require high power (and,

at present, wide pulses) can both be done simulta-
neously. This may increase the "utilization factor"
of 5.4 mentioned above to perhaps 7 or 8.

Recently, it was realized that ORELA could produce
neutron fluxes large enough to be usable in transmis-
sion measurements up to 80 MeV. In view of a very

urgent need for total cross sections to be used in the

shielding design of EMIT (Fusion Materials Irradiation
Test Facility), such measurements on some 11 materials
over the energy range up to 60 or 80 MeV have recently
been made.''^ These experiments used the Be block
alternate target at ORELA and were performed with an

80 meter flight path. It was found necessary to

operate at somewhat reduced power and to put a filter
of 20 cm polyethylene in the beam to bring the dead-
time corrections to reasonable values, even with a 1

ys deadtime time digitizer. An energy resolution of

.01E-.03E was obtained. Clearly this new direction is

viable and useful. In the case of the FMIT design, it

has been estimated that more accurate data will save
roughly one million dollars in construction costs.

The research was sponsored by the Division of

Nuclear Sciences, U.S. Department of Energy, under
contract No. W-7405-eng-26 with the Union Carbide
Corporation

.
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USE OF HIGH RESOLUTION y-KkY SPECTROSCOPY FOR NEUTRON CROSS SECTIONS

M. L. Stelts
Brookhaven National Laboratory, Upton, New York 11973

The use of high resolution spectroscopy to resolve some problems in neutron cross sec-
tion measurements will be discussed. Topics included are: Measurements of capture cross
sections with the time-of-flight technique in the presence of high backgrounds, measure-
ments of activation cross sections, and determination of neutron fluxes. The use of high
resolution spectral data to determine resonance spins will be discussed. Data will be
presented on measurement of p-wave neutron strength functions from high resolution y~

spectra from average neutron capture at 2- and 24-keV energy.

(Neutron capture, neutron strength functions, photon strength functions, Y~5:ay spectra,
average resonance capture)

Introduction

High resolution Y~ray spectroscopy has seen much
use as a tool for the measurement of neutron induced
cross sections and those quantities (i.e. neutron
and Y~ray strength functions, spin and parities of

nuclear levels and nuclear level densities) important
in the calculations of neutron cross sections. This
usage increased markedly with the development of

germanium semiconductor detectors in the early 1960's.
I shall give a brief review of the neutron reaction
process and describe a few experiments which use high
Y-ray spectroscopy to measure these neutron induced
cross sections. I shall then concentrate on the (n,Y)
reaction and the extraction of nuclear information
for high resolution measurements. Finally I shall
describe in detail the Average Resonance Capture (ARC)

technique and its value in extraction of the ratios
of electric dipole to magnetic dipole strength and

p-wave to s-wave neutron strength. The strengths
and limitations of the method together with its
interaction with nuclear spectroscopy will be dis-
cussed.

Activation Technique

When a neutron of energy, E^, is incident on a
target, a state of energy En+Sj^ is formed, where
is the separation energy of the neutron. This

state can decay in a variety of ways. At high energies
one or more particles can be emitted; at low energy
only neutron and y-ray emission is possible (excepting
the fissile nuclei) . Any excited states in the final
nucleus will generally decay rapidly to the ground
state. If the final nucleus is radioactive, and emits

Y rays, high resolution Y~ray detectors can be used
to measure the resulting activity. I shall not attempt
to survey the current research efforts but refer the

reader to references 1-5.

I would like to mention two examples of the
activation technique. The first is a measurement of

the 232'j']^4) capture cross section at thermal, 2- and
24-keV neutron energy at the Brookhaven High Flux
Beam Reactor tailored beam facility. 6) Here neutron
capture forms ^-^-^Th which rapidly decays to 27-day
233pa, xhe cross section was measured relative to Au
with simultaneous irradiation and counting of the

activity. Figure 1 shows the Y~ray spectrum and the

pertinent decay scheme. The peaks are clearly dis-
tinguished from background and the relative peak areas
can be determined to high precision. V!hat is crucial
to the accuracy of the experiment is the branching
ratio of the 311 keV line. This ratio has been deter-
mined by two separate laboratories to be (38.5+0.5)%^)
and (38.6+1.5)%.''') This information from nuclear spec-
troscopy is crucial to a precise measurement with this
technique

.
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The second example is from some recent 24-keV
neutron capture cross section measurements . 5) Shown

in Fig. 2 is the spectrum of y rays from the activa-
tion of a sample of natural Nd + Au. The lines due

to the respective targets are shown. It is clear that

without high resolution it would have been impossible
to do this experiment with a natural target.

Inelastic Neutron Scattering

Several recent studies9-12) of the excitation
function for inelastic neutron scattering demonstrate
the rich interaction between cross section measure-
ment and high resolution nuclear spectroscopy. In

these experiments the Y~ray spectra are measured as

a function of neutron bombarding energy. The branch-
ing ratios from each state excited are determined.
The results from the relatively simple spectrum at

low bombarding energy can be used to determine the

more complex decay schemes resulting at high energies
where more levels are populated. Thus these experi-
ments yield both precise inelastic scattering cross

section and nuclear spectroscopic information.

Fig. 1: A portion of the Y-ray spectrum from the decay
of 233pa. The levels in 233u populated by the

3 decay of 233pa are shown. The prominent line

at 311 keV was used to measure the activation
relative to the 400 keV line from Au.
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Fig. 2: A portion of the y-ray spectrum from activation of natural neodynium with 2A-keV
neutrons. The y rays are assigned by the isotopic number of the targets.

The (n,y) Reaction

Consider the neutron capture reaction shown
schematically in Fig. 3. A neutron is captured at
energy En+Sn in the compound nucleus. Deexcitations
can occur directly as primary y rays to final states
which have spins and parities which satisfy the
(normally dipole) Electromagnetic Selection Rules.
These y rays appear as discrete lines when the final
states are at low excitation energies but gradually
approach a continuum as the final state level spacing
approaches the detector resolution. Decays from these
states at high excitation will populate low-lying
levels. Deexcitation of these low-lying levels give
rise to discrete secondary y rays. Thus the typical
capture spectrum for a typical medium to heavy nucleus
will consist of discrete high energy y-ray lines merg-
ing into a continuum as the y-ray energy decreases.
Discrete lines appear again at low energies due to
secondary y rays from low-lying states.

The measurement of these spectra is important for
both applied reasons and for testing nuclear models.
Unfolding the detector response from measured spectra
when the detector has low resolution is subject to
large uncertainties. However a germanium detector,
operated as a pair spectrometerl3 , lA) has a very sim-
ple response as shown in Fig. 4. The largest single
component of the response is in the peak which can be
approximated as a 6 function on the scale of energy
variation of the other components. The other com-
ponents are either independent of—or vary slowly
with the incident y-ray energy. This simple response
enables unfolding of the detector response in a simple
straightforward manner!^) to extract y-ray spectra
for energies ^1.5 MeV. This has been donel5) for
capture spectra from l^l^a (n,y) as a function of inci-
dent neutron energy and the results are shown in Fig. 5.

CAPTURE STATE

CONTINUUM
OF CLOSELY

SPACED STATES E ~2 - 4 HeV

l^~Q - 2 HeV

LOW LYING,

RESOLVED LEVELS

GROUND LEVEL

COMPCXJND NUCLEUS

Fig. 3: Schematic representation of the (n,Y) reaction
showing representative decays of the excited
compound system.

Let us now consider y-ray spectra from isolated
neutron resonances or from thermal capture where only
a few resonances influence the capture state. The
cross section to a final state, f, from initial state,
i, allowed by the EM selection rules is:

if

where g
2J+1

r r .n yf
(1)

is the statistical factor for neu-
2(21+1)

trons on a target with spin I and a resonance of spin
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Fig. 4: The parameterized response function of a
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Fig. 5: The unfolded Y~ray spectra from the -'-^-'Ta

(n,Y) reaction as function of incident
neutron energy.

J, is the neutron wave length, and V are the
neutron and total width, respectively, of the reso'-

nance and T^^ is the partial radiative width. The re-
duced (by a kinematic factor) radiative widths, Tyf,
are expected to follow a Porter-Thomasl6) distribution

P(s) [(s/2)^/2r(l/2)]
^ -s/2

Thus we expect large variationwhere s = r°^/<r°
Yl Vf

xn Y-ray intensities as we change initial or
final states. The population of low-lying states
(with corrections for primary feeding) is from a very
large nimiber of states at high excitation. Thus the
fluctuations should average out and there should be
little variation in the intensity of y rays from these
states for differing initial states with the same spin.

This property has been used with a Ge(Li) detector
to measure between resonance capture cross sections
for 238ul7) g^d 232xh4) where the signal to noise ratio
would be poor with low resolution detectors. Figure 6

shows the capture cross section for ^-^^Th measured
with this technique. .
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Fig. 6: Capture cross section of 232Th measured with
high resolution detection of secondary y rays.

The non-primary population of a low-lying state
is expected to be a function of the spins J^, Jf, of

the initial and final states. A simple argument is

as the cascade proceeds via dipole radiation the

probability of populating states with |Ji-Jf| J 2 is

quite reduced. Thus the ratios of intensities of y
rays from states of quite different Jf should be a

function of capture state spin. Coceva and Giacobbe''

have used this technique to measure the spins of reso-
nances in '-^^Ho. Figure 7 shows the ratio of selected
secondary ray intensities as a function of neutron
resonances below 400 eV neutron energy. The separa-
tion of 3"*" and 4+ states is excellent. They used this

separation to extend the measurement of the s-wave neu-
tron strength function (Sq= (ZgFjj) /AE) where AE is the
averaging interval into the unresolved resonance region
for spin 3"*" and 4"*" resonances. They found no evidence
for spin dependence of the neutron strength functions.

.18)
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The ratio between the intensity of the 149.4
keV y-ray line and the sum of the intensities
of the 2 39.1- and 371.8 keV lines in ^^^Ho for

resonances below 400 eV from the data of

Coceva and Giacobbe.l8) Note the clear dis-
tinction between the resonance spin states.

Let us now consider the reduced radiative widths
In the Single Particle (SP) model and Giant

Dipole Resonance (GDR) models the reduction factors
assume different formsl9,20) For El radiation for SP

r;f(El) a
3 2/3

E A
'

(3)

where Ey is the y-ray energy, Dj is the average level
spacing for intial state spin J and A is the mass
number of the compound nucleus. For the GDR model21)
an approximation to the GDR for an "average" nucleus
is:

r^CEl) a 3
Yf

E D, A
Y J

The SP Ml estimate is:

8/3

r°^(Ml) a
Yf

Y J

(4)

(5)

It appears from available data-*" ' ' ' that
the GDR model for El strengths is in better agreement
than the SP model. The E^ dependence shown in Eq. (4)

is an approximation good at 7- to 8-MeV y-vay energy.
The data on Ml strengths is not as complete. There
is some evidence that E^ dependence is not unreason-
able36) and this could be explained by an Ml giant
resonance at 8-10 MeV. In any case a reduction factor
of Ey^ is generally accepted for y rays in the 6-8 MeV
range

.

The prediction of the statistical model, based
on the assumption of complex initial states and random
matrix elements is that the distribution of these re-
duced widths should follow the Porter-Thomas distri-
bution, Eq. (2). To test this hypothesis it is neces-
sary to examine transitions from isolated resonances
of known to states of known Jf . Large numbers of

transitions are necessary to achieve reasonable ac-
curacy. The analysis must be done carefully since the

most probable width is 0. The function used to test
the hypothesis is the distribution.

/ -.P-l
2/ \ (ps) -ps

where s = T°f/<Ty>, p=v/2, where v is the number of de-

grees of freedom and T is the gamma function. For
v=l this reduces to the Porter-Thomas distribution,
Eq.(2). Four careful experiments^^"^^) have been done
which give consistent values for v. These are listed
in Table I.

Nucleus V Reference

ll^ln
1 -It-.08

22

^5°Sm '\^1 4

1
„„+.18
3^-. 13

24

l«2xa 1 38+0 . 11 25

A data set of 1240 El transitions was used for
determining v for '^^Ta. The distribution of widths is
shown in Fig. 8 with the fit for the maximum likeli-
hood value of v=1.38 and Eq. (6) for v=l,2. I am
aware of no theoretical explanation for these results.

1.2 -

DISTRIBUTION OF REDUCED PARTIAL WIDTHS
FOR 1240 TRANSITIONS.

Fig

3

The distribution of reduced partial El radia-
tive widths for ^^"^Ta. The fit for v=1.38 is
the maximum likelihood fit of a chi-squared
function to the data. The Porter-Thomas (v=l)
and exponential (v=2) curves are shown for com-
parison.

The resolved resonance method is the most
straightforward way of extracting the partial radia-
tive widths and thus testing the models. It is easy
to get absolute values for the widths, and there is

little problem with admixture of partial-waves in the
neutron channel. The accuracy of the average widths
are generally limited by the Porter-Thomas fluctuations.
If we make the conservative assumption that the dis-
tribution of partial radiative widths follows the
Porter-Thomas distribution (Eq. (2)), then an average
over V transitions will follow the distribution
with V degrees of freedom (Eq. (6)). This function
is plotted in Fig. 9 for several values of v. From
these curves we can conclude that we must have a

sufficient number of neutron resonances and an ade-
quate sensitivity to guarantee seeing transitions of

a given multipolarity to each possible final state
that can be populated. The accuracy of the final
average will have fractional standard deviation given
by:

a = /Th. (7)
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Fig. 9: The distribution function for values of Fig. 10: The El strength functions for ^^^Ta from the
V from 1 to 100. resolved resonance method.
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Fig. 11: Typical 2-keV ARC spectra. Note the uniformity of y-ray intensities. The
most prominent lines are due to El radiation following s-wave capture.
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The average reduced radiation width from

181^a(jj^y )182xa25) is shown in Fig. 10 as a function

of E^. A reduction factor of somewhat less than E^~^

is expected for this energy region.

The resolved resonance primary y-ray spectra tech-

nique has been used in many experiments-*-"' 22-30 be-

cause of the rich amount of nuclear physics infor-

mation that can be extracted. The disadvantages of

the technique is that a considerable investment of

time is required in the collection, and in the care-

ful analysis of the data. The first problem could

be alleviated as more intense neutron sources become

available.

Average Resonance Capture

Neutron capture y-ray spectra from isolated neu-

tron resonances show marked variations in the intensi-

ties of transitions to individual final states. If

the spectra were averaged over many initial states

the fluctuations will be reduced as discussed in the

previous section. The reduced intensities to final

states of the same averaged over v resonances will

be expected to be distributed as a function with

V degrees of freedom and show a variance a = /2 / v

.

Therefore if we can design a neutron source which can

average over a sufficient number of resonances, and

have adequate experimental sensitivity we can be

guaranteed to see every allowed dipole transition.

The Y rays will be grouped in bands whose intensities

are a function of J'" of the final state and the multi-

polarity of the transitions.

This technique was first developed by Bollinger

and Thomas-^-'- '-^2' at Argonne National Laboratory in the

late 1960's. They used an internal target arrangement

168
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Er ARC DATA 2 keV
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Fig. 12: Reduced intensities, I/Ey

by the J'"' of the final state
for 2-keV ARC on

'^^^ Er

.

The transitions are labeled

941



with the incident neutron spectrum chosen by surround-

ing the sample with boron absorbers to remove low ener-

gy neutrons from the reactor spectrum. The tailored

beam facility^ at the HFBR at Brookhaven uses external

beams formed by transmission of reactor spectrum neu-

trons through total cross section dips caused by inter-

ference between s-wave resonances and potential scat-

tering. A Sc-Ti filter and a Fe-Al filter give from

beams at 2- and 24-keV energy with vjidths of 900 and

1900 eV, respectively. These beams are broad enough

to encompass many neutron resonances in most medium
to heavy nuclei but narrow enough that they do not

affect the detector resolution.

Since ARC populates all final states (subject to

the electromagnetic selection rules) the spectra will
exhibit many more lines than will be seen at thermal

capture. It is necessary to use the simple response

of a pair spectrometerl3^ to adequately resolve the

lines even at moderate excitations. Spectra from 2-

keV neutron capture by l^^gm and 1^9sm are shown in

Fig. 11. These are typical of the kinds of spectra

generated with ARC. Note that the intensities do fall

into bands and there is a general decrease in intensity

as the energy decreases due to the factor. The

grouping into bands is demonstrated nicely in Fig. 12

which shows the reduced intensities (I/E^) for 2-keV

capture on l^T^r as a function of excitation energy.

As can be seen the intensities are a function of the

of the final states. Data such as these have seen

extensive use as an empirical tool for assignment of

spins and parities. I would now like to examine these
intensity ratios quantitatively to find what infor-
mation can be extracted about neutron- and y-ray
strength functions.

The resonance averaged capture cross section32)
a transition to a final state, f is given byfor

n.f
(8)

^,5. J

where £ is the orbital angular momentum of the neutron

populating the resonance with spin J, Dj is the average
level spacing for resonances with spin J and the rest

of the variables are as defined in Eq. (1). Lynn^S)

has shown that Eq. (8) can be rewritten in terms of

averages of the individual widths by introducing fluc-

tuation factors ?i 2 that account for correlation be-

tween and T subject to assumption of Porter-Thomas

fluctuations and T = + T
Y

Then

5 . = 2TTf2i ^
r r .
n yf

-ft)
(9)

where 7-^ is used if_^J is an outer spin Jonly one way
of forming J from (s, T, I) where i' = 1/2 is the

neutron spin) and F2 is used for inner spins. The

formalae for F^^ 2 ^'^^ given in Lynn23 and will not

be repeated here. F-|^ varies between 1 and 0.68 with

a minimum at Ty/rn'^l. F2 behaves similarly with a

range between 1 and 0.8.

We can now use the definitions of the s- and p-

wave neutron strength function3A) to calculate Fjj in

Eq. (9).

1/3 Dl

Z g S (J,0)

s, J

1/3 X^g S (J, 1)

(10)

(11)

where D , D"'' are the average level spacings for s-
and p-wave levels, s is the channel spin and FjP
Fjj"^- are the reduced neutron widths34) for s- and p-

wave neutrons. Note that

ZS(J,£) =
s

r^cj)

(12)

where I is the orbital angular momentum.

Proposed expressions for reducing average partial
Y^ray widths for El and Ml radiation have been given
in Eqs. (3-5). It appears that the GDR formalism
describes the reduced El widths^^, 35 ,36 ^^j- j-j^g situa-
tion is not as clear for Ml radiation. There is some
evidence that the photon energy dependence of Ml radi-
ation follows that of El radiation with about 1/7 the
strength. ^'^'32, 36 pQj. reasons of simplicity and
since the range of excitation energies over which
final states can be resolved is much less than the

Y-ray energies I make the assumption that both Ml and

El radiation have the same energy dependence

r° (E1,M1) =
yf

T
J
(El,Ml)

and thus

r;f(Mi)

r^(Ei)

(13-1)

(13-2)

a constant for a given nucleus.

If we further assume the neutron strength func-
tions to be spin independent we can use the preceding
definitions to rewrite Eq. (9), assuming only s- and
p-wave capture as

-
f . ,^ r%(El,Ml)

J ,s sJ

(U)

2 ' ^ 2j*l,2"j
0 l+(ka) J,s

where the appropriate selection and vector addition

rules are implicit in the f°f and the limits of the

summations. The factor (ka) 2/l+(ka) ^ is the pene-

trability of p-wave neutrons relative to s-wave neu-

trons, k is the neutron wave number and, a is the

nuclear radius.

If we made the following assumptions, rjj<<rY,

is independent of I, and Dj = Dq/2J+1 then we can

write Eq . (14) as:

, s-wave

4 (ka)^

0 l+(ka)

p-wave

z
s,J

r° (El
Y

,M1)}

If this equation is valid then the intensity of the

population of the final state Jf can be determined by

counting the number of paths allowed from all inci-
dent neutron channel and applying the appropriate
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weighting for El vs. Ml strength and for relative p-
wave to s-wave capture. This gives a simple, gross
picture of the process but for real nuclei the assump-

tion that rn<<rY is not generally valid at 2 and 24

keV.

If we consider Eq. (14) the only factor which has
not been discussed is Dj. Here weshaW use the fol-
lowing form^O) for the dependence of D on J:

^ = ^ (2J+1) e-2
1 .J+1/2

(15)
0

where is the spin cutoff factor which experimentally
appears to range from 3-5. Dg is determined from ex-
perimental measurements. We can now write:

0

^j'^J
"

2(21+1)
W^(J,a^)

where

WjJ,a^)
4(^)'

e 2 g '
(16)

The level density is assumed independent of the cap-
ture state parity. If we further assume that the p-
wave strength functions are independent of s, then we
can write Eq. (14) as:

, T _2 r° (E1)/e~ D„S„E ( s-wave
-irf 2TrJ(^ Y n 0 0 v )

2(21+1)
V* C(J^,E )RA(J^,J)
/ J n r

sJ^

(6-
(it, IT )

(ka)'

C(J ,E )RA(J^
n r

l+(ka)

+ 6Q(Tr,TT^)

p-wave

s J

)! (17)

The coefficient

C(J",E )

W^(J,a„)

The functions A, 6q, 5^^ are functions that return 1 or

0 as the appropriate dipole selection rules are obeyed,
i.e.

|j-J^| < 1, Jt^O for dipole

TT = - for El-

TT = for Ml-radiation.

Since the calculation of Eq. (17) is rather tedious a

computer code, SPARC, was written to compute the
ratios of intensities to all final states populated by
dipole radiation from initial states formed by s- and
p-wave capture. Equation (17) was extended in the
code to allow different neutron strengths for Px/2 ^^"^

P3/2 capture.

Let us now consider neutron capture on '''^^Er.

Good spectroscopic information is available37) on l^Sgr
and the averaging is quite reasonable. Figure 12 shows
the 2-keV ARC data where I/e5 is plotted vs. excitation
energy. The states are labeled with their spin and
parity. The intensities of the bands are described

qualitatively by the 'number of paths' argument. The
7/2+ target provides 3"*", 4"*" capture states with s-wave
neutrons. The strongest final states are the 3'',4~

formed by El transitions from these states. The 2~,5~

state intensities are reduced a factor of 2 because
only 1/2 the paths are available. The positive parity
state pattern follows similar arguments for p-wave
capture.

Figure 13 shows average reduced intensities (I/E^),
normalized to I(4~)=1.0, for each final state J'".

Only states of known J''^ were included. Note that the
intensity ratios between positive and negative parity
states are considerably less at 24 than at 2 keV due
to the stronger p-wave component.

Fig. 13: Average reduced intensities for ARC primary
y-ray transitions for allowed final states
for known spins and parities compared to the

calculation of ARC intensities for s- and p-
wave capture on ^^^Er followed by dipole
radiation

.

Most ARC experiments do not measure absolute in-
tensities. Our experimental data is thus limited to

the ratios of the final state intensities as a func-
ion of J'"'. Therefore, we can hope to extract only
the ratios, R = F^f (Ml) /r°f (El) and Sj^/Sq. On exami-
nation of Eq. (17) we can see that the positive parity
states (populated by s-wave-Ml and p-wave-El processes)
should be most sensitive to R at 2 keV where p-wave
capture is small; and to Sj^/Sg at 24 keV where p-wave
capture is almost as strong as s-wave. By using an
iterative procedure to keep consistency we can find
R, Si/Sq.

Tor the calculation of ARC on ^^^Er, the param-
eters of BNL-3253^) were used: So=(1.8 + 0.2) x 10"'',

Ty=87 meV. The average spacing of 4.0 eV was used with

ac=4.0 to compute Do=40.0 eV for Eq . (15). Figure 14
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Fig. lA:

Ml/ El

The intensity ratios for the positive parity
final states in l^Sg^ f^-^^ 2-keV ARC plotted
vs. r°f(Ml)/r°f (El),

this calculation.
Si = 1.38 X 10 for

shows the intensity ratios of the positive parity
states to the 4~ state as a function of R for S^-l.SS
X 10~^, A weighted average for R, determined from
this figure gives a reasonable R=0. 150(12). Using
this value and computing the 24-keV ratios for the

same states gives Si=l. 38(10) x 10"'^ relative to

Sq=1.8 X 10"^ where the error includes the uncertainty
in So- The p-wave strength has not been measured
but this value is consistent with systematic trends
in this mass region and the value is considerably
more precise than most p-wave strength function mea-
surements in the vicinity.

Let us look again at Fig. 13. The calculation
agrees with experiment for all states except the 6+

for which we have data. The discrepancy is most
marked at 2 keV. The calculations are insensitive to

reasonable changes in and 1/2^^1 3/2' ^ small
amount of E2 admixture could explain tAe difference.
I will return to this point later.

The next case examined was ARC on 154 sm. Here
the 0+ target allows population of final states 1/2,

3/2, 5/2. Again there is sufficient spectroscopic
data^^) to assign final state spins and parities in

155sin. As with 167Er, the pertinent parameters,

So=1.8(5) X 10"'^, r =78 meV and Do=224 eV were taken
from BNL-325.34) •fhe averaging was not as good and

hence the experimental ratios are less certain than

167Er. The experimental and calculated averages with
R=0.24(7), Si/So=l. 17(39) are given in Table II.

Only the ratio of (1/2 ,3/2)+/l/2- at 24 keV does
not agree within experimental uncertainties. Although
the experimental uncertainties are large there is a

systematic trend for the high spin states to be
populated more strongly than the calculation indicates.

This might be explained by a d-wave admixture.
Again the calculation was insensitive to

^l,l/2''^l,3/2-variations in and

Fig. 15: The intensity ratios tor the positive parity
final states in 168Er from 24-keV ARC plotted
vs. Si. Fyf (Ml)/r°f (El) = 0.15 for this
calculation

.

Finally let us consider 238u.40) j^ie possible
final state spins are the same as for 154sin. For
238u the So (1.1(1) x 10"^) and (1.7(3) x 10"^)
strength functions^^) are well measured as well as the
level spacing (Dq=35.5) and rY(24 meV) . A value of
R=0.24 was assumed. Table III shows the comparison
between calculation and experiment.

Table II

Experimental and calculated intensity ratios (I(j''^)/

1(1/2") for 154sin.

R=0.24
So=1.8 X 10" S^=2.1 10"

2 keV
Exp

.

Calc.

24 keV
Calc.

1/2,3/2" 1.00 1.00
1/2,3/2"'" 0.37(5) 0.40
5/2" 0.023(8) 0.022
5/2+ 0.096(13) 0,091

1,00 1,00 Norm.

0.94(11) 1.31
0.21(4) 0.17
0.58(12) 0.70

Table III

Experimental and calculated intensity ratios I(J^^)/
1(1/2") for 238u, So=l.l x 10"'^

R=0.24
Si=1.7 X 10""^,

2 keV
Exp. Calc.

24 keV
Exp. Calc.

1/2,3/2" 1.00 1.00 1.00 1.00 Norm.
1/2,3/2-'- 0.34(4) 0.34 1.07(10) 1.25
5/2" 0.015 0.27(3) 0.14
5/2+ 0,18(6) 0.069 0.61(7) 0.66

The agreement is not good for the 5/2"'' states at
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Ej^=2 keV and the 5/2" states at En=24 keV. The dif-
ference could be lessened by adding E2 and d-wave ad-

mixtures. Adding E2 would contribute the largest

fraction to the 5/2+ intensities via the 1/2+ -+ 5/2+

transitions and a d-wave admixture would contribute
the largest fraction to the 5/2" final states via the

3/2+, 5/2+ -> 5/2- (via El) transitions

.



Let us now consider whether such contributions

are reasonable. For the SP model ^ estimates35) OF

r/D for different multlpolarities give, for A=239,
E^=4.3 MeV.

-9 3 2/3 -5
% 4.5 X 10 E A ' = 1.38 x 10

^^^1"^^
^ 1.4 X 10

^

D Y
1.11 X 10

rsp(E2^ % 3.3 X 10 A^^^ 7.2 X 10
-9

We know that r°(El)/r° (Ml) 'v 5 in this mass region
and that the SP Ml strength approximately agrees20)
with experiment. This would imply an El enhancement of

.04 which is reasonable, and r5p(El)/D = 5.55 x 10-7.

The enhancement factor for E2 radiation necessary to
bring the 5/2''' intensity into agreement with experi-
ment would be 5, which might not be unreasonable .

A 24-key d-wave admixture was estimated using
Pj/Pq = (ka)^/9=7.6 x lO-^ for relative d- to s-wave
pentrabilities and the assumption that the d-wave
and s-wave neutron strength functions are comparable.
This assumption can account for only ^ 16% of the

difference. This is not too discouraging. The d-wave
strength functions are difficult to measure and there
is basically no data available. In the near future I

will expand the computer code to include E2 and d-wave
admixtures and examine many more nuclei to study these
effects systematically.

Conclusions

High resolution y-ray spectroscopy has seen and
will continue to see wide use in the measurement of

neutron cross sections and associated properties.
The ability to get a distinctive 'signal' allows the
experimenter to clearly distinguish the process he
wants to measure in the presence of high backgrounds
and competing processes. To properly determine the
relationship of this signal to to the process being
measured requires detailed spectroscopic information
about the energy levels, spins and branching ratios
of the final nucleus. This process is often an itera-
tive one. For example, in ARC the intensity pattern
of the y-i^ay spectra, (which are a valuable aid in

finding the excitation energies, spins and parities
of final states) are predicted through knowledge of

the neutron- and photon-strength functions. Once the

final state levels, and their spins and parities are
well established, the procedure can be reversed and
more precise information extracted on these strength
functions.

There are many problems in neutron physics and
nuclear spectroscopy which remain to be solved. High
resolution y-ray spectroscopy is a tool that joins the
two fields in a rich and profitable relationship.

References

*Work supported by US DOE contract EY-76-C-02-0016.

''S, M. Qaim, "Recent Advances in the Study of Some
Neutron Threshold Reactions", Proc. of an Int'l.
Conf. on Neutron Physics and Nuclear Data, Harwell,
1978, p. 1088.

2
N. L.Molla and S. M. Qaim, Nucl. Phys. A283, 269
(1977).

3
M. Lindner, R. J. Nagle, and J. H. Landrum, Nucl.
Sci. and Eng. 59, 381 (1976).

10,

11

12

R. E. Chrien, H. I. Liou, M. J. Kenny and M. L.

Stelts, "Neutron Cross Section^ 0|f '^^'^Th" , BNL-25407
(to be published in Nucl. Sci. and Eng.)

^Thomas Bradley, M. L. Stelts, R. E. Chrien and
Z. Parsa, "Stellar nucleosynthesis and the 24-keV
cross sections of some heavy nuclei" , (contributed
paper to this conference).

^R. C. Greenwood and R. E. Chrien, Nucl. Inst. & Meth.
138, 125 (1976).

^R. J. Gehrke, R. G. Helmer and C. W. Reich, Nucl.
Sci. and Eng. 70, 298 (1979).

3
W. P. Poenitz and D. L. Smith, "Fast Neutron
Radiative Capture Cross Sections of 232xhy ANL-NDM-42
(1979)

.

9
T. L. Weil, T. W. Godfrey and R. W. Harper, Bull.

Am. Phys. Soc. 24, 658 (1979).

Ugo Abbondanno, Ferruccio Demanins, Maria Rosa

Malisan and Giancarlo Nardelli, Nucl. Phys. A305
117 (1978).

E. Barnard and D. Reitmann, Nucl. Phys. A303 , 27

(19.78) .

Yasuharu Sugiyama and Shiroh Kikuchi, Nucl. Phys.

A264, 179 (1976).

13.
M. L. Stelts and
155, 253 (1978).

E. Chrien, Nucl. Inst. & Meth.

14

15.

16

17

18

19

20

21

22

23

24.

25

26

Marion L. Stelts and John C. Browne, Nucl. Inst. &

Meth. 133, 35 (1976).

M. L. Stelts and .T. C. Browne, Nucl. Sci. and Eng.

67, 344 (1978).

C. E. Porter and R. G. Thomas, Phys. Rev. 104 , 483

(1956)

.

H. I. Liou and R. E. Chrien, Nucl. Sci. and Eng. 62^

463 (1977).

C. Coceva and P. Giacobbe, Nucl. Phys. A293 , 167

(1977).

G. A. Bartholomew, E. D. Earle, A. J. Ferguson,
J. W. Knowles, and M. A. Lone, "Gamma Ray Strength
Functions", p. 229 of "Advances in Nuclear Physics",
Vol. 7, Michel Baranger and Eric Vogt (Ed.), Plenum
Press (N.Y.) (1968).

Carol M. McCullagh, "A Survey of Radiative Dipole
Strength Functions", Ph.D. thesis. State University
of New York at Stony Brook (1979).

Peter Axel, Phys. Rev. 126, 671 (1962).

F. Corvi and M. Stefanon, Nucl. Phys. A233 , 185

(1974) .

F. Becvar, R. E. Chrien and 0. A. Wasson, Nucl.

Phys. A236, 198 (1974).

M. Stefanon and F. Corvi, Nucl. Phys. A281 , 240

(1977).

M. L. Stelts and J. C. Browne, Phys. Rev. C16 , 574

(1977).

S. Raman, R. F. Carlton, G. G. Slaughter and

M. R. Medor, Phys. Rev. C18, 1158 (1978).

945



^^3. C. Wells, Jr., S. Raman and G. G. Slaughter,
Phys. Rev. C18j 707 (1978).

28
D. A. McClure, S. Raman and G. G. Slaughter, Phys.
Rev. C16, 1278 (1977).

29
R. F. Carlton, S. Raman and G. G. Slaughter, Phys.

Rev. C15, 883 (1977).

30
R. F. Carlton, S. Raman, J. A. Harvey and

G. G. Slaughter, Phys. Rev. C14, 1439 (1976).

31
G. E. Thomas, D. E. Batchley, and L. M. Bollinger,
Nucl. Inst, and Meth. 56, 325 (1976).

32
L. M. Bollinger and G. E. Thomas, Phys. Rev. C5,

1951 (1970).

33 ,,

J. E. Lynn, The Theory of Neutron Resonance Re-
actions", Clarendon Press, Oxford, 1968, p. 224.

^'^S. F. Mughabghab and D. I. Garber, BNL-325, Vol. I,

"Resonance Parameters", 1963.

35
M. Aslam Lone, "Photon Strength Functions", p. 161
of "Neutron Capture Gamma Ray Spectroscopy",
Robert E. Chrlen and Walter R. Kane (Ed.), Plenum
Press, New York (1979).

36
Lowell M. Bollinger, "Neutron Capture Gamma Rays

p. 783 of "Photonuclear Reactions and Applications"

,

Barry L. Berman (Ed.) CONF-730301 (1973).

37
W. F. Davidson et al. , Institut Laue-Langevin

,

Grenoble (to be published).

38
K. Schreckenbach et al. Institut Laue Langevin and

Brookhaven National Laboratory (to be published).

39
T. von Egidy, J. A. Cizewski, C. M. McCullagh,
S. S. Malik, M. L. Stelts, R. E. Chrien, D. Breitig,
R. F. Casten, W. R. Kane and G. J. Smith, "Levels
in 237u Studied by Resonant Neutron Capture",
BNL 26034 (1979) (submitted to Phys. Rev. C)

.

40
T. Koeling, Nucl. Phys. A307, 139 (1978).

41
H. G. Bbrner, H. R. Koch, H. Seyfarth, T. von Egidy,
W. Mampe, J. A. Pinston, K. Schreckenbach and

D. Heck, Z. Phys. A286, 31 (1978).

946



NEW FISSION FRAGMENT DETECTORS FOR CROSS SECTION AND ANGULAR DISTRIBUTION
MEASUREMENTS AT CBNM

H.-H. Knitter and C. Budtz-J^rgensen
Commission of the European Communities

Joint Research Centre, Central Bureau for Nuclear Measurements
B.2440-Geel, Belgium

The accurate knowledge of the fission cross section of the highly active minor actinides
belonging to the uranium based fuel cycle are of growing importance as the nuclear industry
matures. For the measurement of such cross sections two fission fragment detectors are described
which can be used in the presence of very high alpha backgrounds rates. For the understanding of

the physics of the fission process, angular and energy distribution measurements can be helpful,
for example for the determination of the quantum numbers J and K of the transition states. For
this purpose a detector was developed which has an angular efficiency of 2 tt , an angular resolu-
tion of 5 % on cos 1?, an energy resolution of 1.5 % and a timing resolution sufficient for the
application in time-of-flight experiments.

[fission fragments, ionization chambers, actinides, ff^^(E), a^^(E,i?), mass distribution.]

Introduction

7380 years for ^"'Am and yield therefore specific ac-
tivities between about lO'' and 10* s"' mg"' . With
neutron intensities available from the Geel electron
linac with a nominal energy resolution of 0.5 ns.m"' ,

typical neutron induced specific fission rates of

0.1 to 10 s"' mg~' are obtainable in measurements on
actinide nuclei with fission threshold covering the

subthreshold region from 1 eV on. Using a Van de

Graaff accelerator above some hundred keV neutron
energy and monoenergetic beam technique one gets
about the same fission rates and can perform measure-
ments with better energy resolution at higher ener-
gies. The neutron induced fission cross section
measurements can be disturbed of course also by the

spontaneous fission rate. For a partial spontaneous
fission half-life of 4.10'° years one has a sponta-
neous fission rate of 1 s~' mg~' . Table I summarizes
the total and spontaneous fission half-lives of the

above mentioned isotopes.

Table I. Total half-lives and spontaneous fission
half-lives of some Pu, Am and Cm isotopes.

The knowledge of the neutron induced fission
cross section is not only requested for the major ac-
tinide isotopes ^'^U, ^'*U and ^^'Pu to an accuracy of

1/2 to 1 %; but also for many of the so called minor
isotopes rather stringent requests exist. Fig. 1

shows the production ways for the minor isotopes which
are generated in the uranium based fuel cycle.

Cf^ Ct^ Cf^ Of

\-i/n ^-)cn ^oci

Cm Cm
|

Fig. 1 : Part of nuclide chart with heavy element
production line for slow neutrons.

The thick arrows indicate the main line for heavy ele-
ment production by thermal neutron irradiations of ura-
nium. For problems related to uranium based reactors
the nine isotopes of the first three lines and columns
starting at ^"""Pu are the most important minor isotopes
from the application point of view. They are present
in considerable amounts in the fuel inventory produced
by light water reactors. The typical composition of
light water reactor plutonium is 60 %, 25 %, 12 % and
3 % for "'Pu, ^""Pu, ^"'Pu and ^"^Pu respectively.
Therefore the higher plutoniiim isotopes become real
constituents of reactor fuel material and their charac-
teristics have to be considered. Surely the requests
have not been met for capture and fission cross sec-
tions for the higher plutonium isotopes ^^"Pu and

' Pu' . Also ^''Pu is of importance, since it is

proposed as spike material for proliferation-resistant
fuel cycles' . The cross sections for the americium
and curium isotopes are needed for calculations of
heat and neutron source strength of burned fuel ele-
ments, fuel cycle strategy etc... Although the knowl-
edge of these cross sections has improved during the
last years, they are not yet good enough known to sat-
isfy the needs' . ^*'Am could be an exception' ,

All these isotopes including the one of ^'*Pu
have half-lives ranging between 163 days for ^"^Cm and

Isotopes
total

(years) T
SF

(years)

^

238„
Pu (8 775 + 0.004)- lo' (4. 77 + 0.13 )• io'°

240^
Pu (6 537 + 0,010)- 10^ (1. 31 + 0.05 )• lo"

Pu (1 44 + 0.02 )• lo' 2.5
15 *

• 10

lo'o242„
Pu (3 763 + 0.020)' 10^ (6. 842 + 0.075)-

Am (4 322 + 0.005)- 102 (1. 05 + 0.03 )- lo'^

242m,
Am (1 52 + 0.07 )• 10^ (9. 5 + 3.6 )- lo"

243.
Am (7 38 + 0.04 )• 103 (3. 35 + 0.31 )- io'3

(4 460 + 0.10 )- .0-'
(6. 56 + 0.58 )- 10^

2«Cm (2 85 + 0,02 )• 10- 1.2
1 1

*
• 10

2^^Cm (1 811 + 0.002)- lo' (1. 344 + 0.002)' 10^

Theoretical estimates S. Raman

One can deduce from the half-lives, that it is the

alpha activity which represents the major difficulty
in the measurement of the neutron induced fission

cross section. Only in the cases of ^''^Cm and ^''''Cm

it is in addition the spontaneous fission rate which

presents problems. ^ *' Pu decays mainly by ^ -emis-

sion. The alpha decay, the partial half-life for it

is (6.0 + 0.1)- lO' years, does not seriously disturb

the measurements.
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In view of the foregoing, fission fragment detec-
tors used in measurements of neutron induced fission
cross sections of these highly active isotopes must
have the following characteristics .:

1 . Good discrimination possibilities between alpha
particles and fission fragments.

2. Timing resolution in the nanosecond range such
that it can be used for T-O-F technique and spon-
taneous fission event suppression.

3. Low sensitivity for neutrons and 7-rays.
4. Resistant against radiation damage.
5. High fission event detection efficiency.

In the search for such a detector some of the
generally available charged particle detector types
can be excluded. For example solid state detectors
are excluded due to point 3 and A, plastic scintilla-
tors due to point 4 and gaseous proportional counters
are to the points 1 and 2.

Very often ionization chambers were successfully
used for fission cross section measurements. The
normal design, a closely spaced parallel plate detec-
tor filled with a gas with high electron drift velo-
city, shows excellent performance with respect to the

mentioned points. But the discrimination properties
are washed out for alpha background rates higher than
10*. The reason is, that the detector has a low pulse
height ratio between the smallest fission signals and

the highest alpha signals, since the electrode dis-
tance is much smaller than the particle range.

We have developed two types of fission ioniza-
tion chambers' " with special properties to suppress
alpha pile-up. Both were used in the measurements of

neutron induced and angle integrated fission cross
sections of highly active isotopes like ^''"Pu and

^""Am covering the energy range from 1 eV to 10 MeV
and to 5.3 MeV respectively.

A third chamber type was constructed to measure
the angular distribution of fission fragments with
respect to the incident neutron beam.

All chambers will be described in detail and

their utility will be demonstrated by the measurements
which were done with them.

Parallel plate ionization chamber with special
characteristics

The first chamber' is of the parallel plate
type. But contrary to other designs the distance
between the electrodes has been chosen longer than
the ranges R of the fission fragments. Part a of

fig. 2 shows the electrodes of the chamber and an
ionization track which has an angle i? with respect
to the nomal of the electrode. The time dependence
of the induced charge q(t) from the ionization elec-
trons is shown in fig. 2b. As long as all electrons
move under the action of the electric field towards
the collector plate with the same speed, a signal
with constant rise is induced. At the time ti , when
the first electrons reach the collector, the rise
becomes smaller until all electrons have been collect-
ed at time tj . The time ti is given by :

t: = (d - R • cos <>)/v (1)

and depends for monoenergetic particles of the same
type and a given electrode distance from the angle
between the track and the normal and the electron
drift velocity v in the working gas. For methane and

Fig. 2 : Part 2a shows schematically the parallel
plate chamber with an ion track. R is the range of

the ionizing particle, ^ the emission angle formed
by the track and the normal of the electrodes, and

d the distance between the electrodes. The parts

2b, 2c and 2d show the charge, the current and the

time differentiated current as function of the time
respectively.

500 Vcm"' bar"' v is about 10 cm Ps"' . The time

t2 = d/v in the present chamber is about 200 ns.

The pulse height of the charge signal at t: for

monoenergetic particles depends only on the direc-
tion of the track in the chainber and is given by

q(t2 ) = e-N • (1- 4 • cos t>) E- (1 - cos <> (2)
e Q Q

with
^

/ x • p (x) dx . ,-,s

/ p (x) dx
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where P (x) , e, N^, and E are the ionization density of
the track, the electron charge, the number of ion-
pairs and the particle energy respectively. The di-
rection dependence of the charge pulse is a fact,

which can be used to investigate e.g. fission frag-
ment angular distributions.

The current pulse shown in fig. 2c has a pulse
height which is proportional to the number of ioni-
zation electrons and hence to the kinetic energy of

the fission fragments. The sharp rise of the current
pulse depends in principle only on the time it takes
the fission fragments to stop in the gas. This time
is about 2 ns. That means, that a differentiation of
the current pulse results in the extremely sharp pulse
as shown in fig. 2d. The area of the pulse is pro-
portional to the fission fragment energy. To our
knowledge, this is the first time that a fast pulse
if formed from an ionization chamber applicable to

fast timing in the ns-range and carrying the energy
information with it.

The experimentally obtained time resolution with
this chamber is At < 1.5 ns. Moreover the short width
and the energy proportionality ensures that the cham-
ber can operate with a high alpha background being
able to discriminate between signals from alpha pile-
up and fission fragments. The ratio between pulse
heights from fission fragments to those from alpha
particles is larger than 12. In a parallel plate
chamber with a distance between the electrodes smaller
than the range of the fission fragments this ratio is

considerably smaller depending on the electrode dis-
tance. In reality the power of this type of design
cannot be wholly exploited, since the rise time of

commercially available preamplifiers is about 10 ns
and their electronic noise sets a limit to how sharp
an electronic differentiation can be performed. Using
delay line clipping we obtained pulses of 30 ns width.
Although this is one order of magnitude more than is

ideally obtainable, the chamber has proven to operate
satisfactorily with a sample of 1.6 mg of ^*°Pu which
produces an alpha background of 1.5* lO' s~' . With the

70

CHANNEL NUMBER

Fig. 3 : Neutron induced fission fragment energy
spectrum of ^""Pu, obtained with the parallel plate
chamber.

experience we have got with this chamber it is ex-
pected that the chamber can handle up to 5.10' alphas
s~' having clear separation between the two sorts of

particles and keeping a fission fragment detection
efficiency of better than 96 %.

A neutron induced fission fragment spectrum of
^*°Pu obtained with the present detector is shown in
fig. 3. It was obtained by integrating the fast
pulse with a fast linear gate opened with AO ns wide
pulses from a constant fraction discriminator. Ob-
serve the clear separation between the alpha pile-up
and the fission fragments. In this case the fission
fragment detection efficiency is 98 % and was deter-
mined by the thickness of the ^^'Pu deposit of
200 Mg/cm"^ .

With this chamber the fission cross section of

^^'Pu was measured in the energy range from 150 keV
to 10 MeV using the CBNM 7 MV Van de Graaff accele-
rator. The energy range from 1 eV to 2.5 MeV was
covered using the same detector at an eight meter
flight path and 10 ns resolution at the CBNM electron
linac. Fig. 4 shows as an example a part of the fis-
sion cross section results of ^ " Pu obtained in the
region between 10 keV and 300 keV. The picture shows
the very complex structure and strong variations of

the subthreshold fission cross section near to the
threshold. One can see how the class-II states are

going to overlap with increasing neutron energy.

0.50-

1

1 InW 5 IC^

ENERGY (keV)

Fig. 4 : Fission cross section of ^^''Pu in the

neutron energy range from 10 to 300 keV.

The compensation chanfoer

This second fission fragment detector'" is

intended for even higher alpha activities in the

active volume of the chamber. The underlying idea

of this detector is based on the fact that the

ranges of 5 to 6 MeV alpha particles are much longer

than the ranges of fission fragments.
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Fig. 5 shows the working principle of this detector.

Fig. 5 : Schematic drawing of the fission chamber
with intrinsic suppression of alpha background. The
distances between the electrodes are given in mm.
The track of a fission fragment stopping in the thin
Al foil is shown as a thick line. The tracks of the
alpha particles, thin lines, pass the Al foil, except
in the rare cases where the alpha particle loses too
much energy in the edges of the collimator.

The lower half of the chamber is a normal parallel
plate ionization chamber and it is used for the detec-
tion of ^^'U fission fragments. The ^''u fission
cross section is used as a standard. Methane at NTP
was used as counter gas because of its large electron
drift velocity. The upper chamber, which is used to

detect fission fragments from ^^'Am, contains a middle
electrode consisting of a 8 pm thick Al foil. The
thickness is chosen such that fission fragments moving
normal to the sample will just be stopped in the foil,
whereas 5.4 MeV alpha particles will pass the foil,

stopping in the outer electrode. The distances be-
tween the three electrodes have been chosen such that
the alpha particles create nearly the same amount of
ionization charge in the two parts of the chamber.
Hence, under the influence of the electric field, no
net charge will flow to the middle electrode. That
means, in principle, that no signal pulse will arise
from the alpha particles. For the fission fragments
of course the detector behaves as a normal parallel
plate chamber, with an electrode distance smaller
than the range of fission fragments.

In order to ensure that all alpha particles from
the ^ Am sample will pass the middle electrode a

collimator, a 0.3 mm stainless steel plate with about
1500 holes of 0.5 mm diameter, is placed above the
sample. The typical efficiency of such a collimator
is about 13 %.

First tests of the chamber were made with a weak
^ 'Am source. When the electric field in the upper
part of the chamber was increased to the same field
strength as in the lower part, nearly all alpha-
particle pulses were reduced disappearing in the
electronic noise from the preamplifier. This noise
corresponded to about 100 keV particle energy loss in
the gas volume of the detector. However, about four
percent of the pulses were unaffected. These signals
originate from alpha particles which have passed
through the edges of the collimator holes losing so

much energy that they cannot pass the Al foil, as in-
dicated in fig. 5. A computer simulation showed that
it is the "badly" collimated alpha particles which de-
termine the frequency of large pile-up pulse heights.

Fig. 6 gives the simulated pulse pile-up distribu-.
tions with 10' and 10° alpha s"' passing the sensi-
tive volume of the chamber.

Fig. 6 : Calculated pulse pile-up frequency distri-
butions for the compensation chamber. For each
single alpha event a rectangular pulse of 40 ns width
was used in the calculations. The amplitudes of the

single events were obtained from the experimental
pulse-height distribution, recorded from a week
^ '" Am source where pile-up could be neglected.

As the fission fragments give a spectrum above 8 MeV
it is evident that the alpha pulses at these rates

can be clearly separated from the fission fragment
pulses

.

Actual measurements were done with samples of
4 mg ^*'Am, so that up to 5.10' alphas enter the

chamber. Looking at the preamplifier output on an
oscilloscope, one observes such a rate has the effect
of a drastic increase in the electronic noise.

The reduction of pulse pile-up obtained by this

chamber is illustrated in fig. 7 which shows the re-

sult of a measurement of the "noise" from the cham-
ber. A test pulse was fed through the preamplifier,

and then to a spectroscopic amplifier with 0.1 Ms
shaping time. With zero electric field between the

outer and the middle electrode a pulse height spec-

trum was recorded, shown as the broken curve in

fig. 7. Then the compensation field was increased
to the same value as in the lower part of the cham-

ber. The recorded spectrum is shown as the full

curve in fig. 7. The noise is reduced by a factor

seven as one can see from the ratio of the FWHM of

the two spectra.

The chamber was tested under accelerator
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WITH COMPENSATION

WITHOUT COMPENSATION

0.35 McV

2 5 McV

CHANNEL NUMBER

Fig. 7 : "Tsloise" from the chamber measured with a

test pulser. Broken line without and full line with
coapensation field.

coHditions. Fig. 8 shows a fission fragment pulse-
height spectrum obtained with a raonoenergetic 1.5 ns

pulsed neutron beam of 3 MeV from the 7 MV Van de

Graaff accelerator of the CBNM. For the lower spec-
trum the measured time-uncorrelated background has
been subtracted, and it demonstrates that only a very
little fraction of less than 2 % of the fission spec-
trum is influenced by the alpha signals. The discri-
mination capabilities of this chamber can be best seen
by the fact, that we could determine the spontaneous
fission half-life of the sample material to about
2.10'* years. That means, that one fission fragment
could be detected out of 5.10*' alphas.

This detector has been successfully used in the

measurement of the neutron induced fission cross
section of ^""Am in the energy range from 1 eV to

5.3 MeV. The measurements were performed using both,
the Van de Graaf and the electron linear accelerator
of the CBNM and the results have been published''"'^ .

Ionization chambers for fission fragment angular
distribution measurements

Contrary to the two previous fission fragment
detectors, this is not a chamber which is intended to

operate with a high alpha particle background rate,
but should serve to measure fission fragment angular
distributions. The fragment angular distributions
are interesting from the physics point of view, be-
cause they allow one to get information on the spin J
and the projection of K of the spin on th,e nuclear
symmetry axis of the transition state to fission^ ^,

Fig. 9 shows the principle of the fission detec-
tor for angular distribution measurements. A version
with two grids was already proposed by Ogawa et al.'"
and a similar chamber was used in measurements of
angular correlations between fission fragments and
T-rays by Kapoor et al.'' and very recently for an-
gular correlation measurements in ternary fission by
Choudhury et al.'* The present design is a conven-
tional single grid chamber. The charge signal q
extracted from the cathode depends on the orientation
of the particle track given by the relation

^"AmCn.f) FIS SPEC
. En = 3 0 MeV

150 200 250 300

PARTICLE ENERGY LOSS [MeV]

Fig. 8 : The upper part shows the total pulse-
height spectrum obtained from the compensation
chamber when it is irradiated with a 1.5 ns pulsed
neutron beam of 3 MeV from the Van de Graaff acce-
lerator. In the lower spectrum the measured time-
uncorrelated background was subtracted. The fis-
sion fragment count rate was 1 s~' .

:osd

(1- ^ • cos &)
a

(4)

q =E(1-3-cos-&)
^ca ^ d

Fig. 9 : Schematic drawing of a detector capable
for angle determination, energy determination and

ns-timing.

as discussed earlier.
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Hence, the pulse height distribution of this signal
leads directly to the cos i?-distribution of the ion
tracks in the case of monoenergetic particles. The
situation is mo£e difficult when fission fragments are
detected since x (E,A,Z), the distance from the origin
of the track to the centre of the ion distribution, is

a function of the particle type and energy. The anode
signal E is only dependent on the particle ener-

gy due to the inserted Frisch grid. The two signals

q and q were fed to a multiparameter data acquisi-
tion system, ND 6660, where they were digitized and
stored event by event. At the same time the quantity

q X

V = 1 -r cos i> (5)

was formed and the two-parameter spectrum of q and v
was generated. The one-parameter spectrum of v'\)elong-

ing to a certain value of q , then gave the cos i?-

distribution W^Ccos i?) for fission fragments with a

particular energy. These distributions are smeared
out somewhat, since a fission fragment is not unambig-
uously defined by its energy, which means that
x(E,A,Z) will vary at a particular energy depending on
the distribution of A and Z. But the effect is small
since the distributions W^Cco^s <?) fall off sharply at

their upper end, where v x/d. From the fall off^ of the
experimental distributions it was estimated, that 8x/x
is smaller than 5 %. The average value < x(E)/d >^ ^
was determined as the width A(q ) of each indivi- '

dual distribution. Then, insteaS of v a new quantity
v' = v/A(q )

=^ cos 1? was used to generate the fission
fragment integrated cos ^ distribution W(cos <?) . An
example of such a distribution is shown in fig. 10,

which was obtained from a measurement with thermal
neutron induced fission of ^'^U.

Fig. 11 shows the experimental distribution from the
same target at 1.60 MeV, which stems essentially from
^'*U. In order to correct the experimental ^'*U dis-
tribution for effects due to the uranium layer thick-
ness we used the ^''U distribution as an isotropy
standard and divided the two distributions with each
other to obtain the corrected angular distribution
of the fission fragments for ^'*U; see fig. 12.

Fission Fragments of
'

En = 1 60 MeV

Fig. 11 : Measured distribution of v' = cos for
the fission fragments from a natural uranium target
irradiated with 1.60 MeV neutrons.

Fission Fragments oi ^^^U

En -- thermal

Fig. 10 : Measured distribution of v' = cos & for the
fission fragments from a natural uranium target irra-
diated with thermal neutrons.

The shape of the distribution is nearly rectangular,
which is to be expected from an isotropic distribu-
tion, although a loss of events at cos i? 0 in the
300 pg'cm"^ thick sample of natural uranium can be
observed. From the fall off of the distribution we
estimate that the resolution on cos g is < 5%.

^'^U Fission Frag. Ang. Distr

En = 1.6 MeV

AO = 0.987 A2 = 0.251 AA= -0.068

cos &

Fig. 12 : Angular distribution of ^'*U fission frag-

ments at 1 .60 MeV incident neutron energy. Full

line represents least squares fit with even Legendre
polynomials up to A4.
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At present tests have been made to investigate
the possibility of getting the angular Information from

the grid signal q^^ instead of using the cathode
signal q The grid signal has a more complicated
wave form than the other signals, see fig. 13.

;E.COSd

E'cosd

^E.COS-&=0

= E

'=E

Fig. 13 : The time dependence of charge pulses from
the Frisch grid is plotted for charged particles of

energy E and E' and angles and i?=90° respectively,
t' is the time between the formation of the ion track
and the time that the first electron passes the grid,

ti and t2 are the electron drift times from the catho-

de to the Frisch grid and from the cathode to anode
respectively.

It starts with a constant negative slope until the

time t', where the first ionization electrons reach
the grid. Then the slope changes to a positive value
as more and more electrons leave the grid and are
collected at the anode. The grid signal saturates at

a positive value

(6)

at the time t2 when all electrons have been collected.
The treatment in the main amplifier of these particu-
lary shaped signals must be performed with a long dif-
ferentiation time if linearity has to be preserved. A
differentiation time of 10 Ms was chosen since this is

long compared to the electron drift time t2 of about
0.5 Ms for the present chamber. The advantage of using
the grid pulses instead of the cathode pulses is, that

angular information can be obtained from a double cham-
ber, where both fission fragments are detected in coin-
cidence. Using the two grid signals q ] > 2 ^^'^

two energy signals q , , q « from ^such a chamber
°. ° ^anl ^an2

the quantity

^ = ViN>.was formed
* V2^'lan2 ((x, + X, ,)/d)

1
'
"2'

Fig. 14 shows the distribution of v from a double
chamber loaded with a ^'^Cf source on a 50 Mg'cm"^
vyns foil. This distribution is close to the cos 1?

distribution_since no correction for the energy de-
pendence_of x_is needed. This can be avoided because
the sum xj + X2 is approximately constant for the
two fission fragments. This is also seen from the

rather sharp fall off of the distribution of v. An inte-

resting feature of this detector is the possibility of
measuring the combined distribution of angle and
mass in fission processes. This is illustrated in

fig. 15 where the mass distribution for spontaneous
fission of ^'^Cf is given as function of cos 1?.

^anl ^an2

Fig. 14 : Measured distribution of v obtained from
the twin chamber

.

''sj 0-02

Fig. 15 : A two parameter plot of the number of

spontaneous fission events of a ^^^Cf source versus
the fission fragment mass and the angle of the frag-

ment track with respect to the normal of the elec-
trodes obtained with the twin Frisch grid chamber
is shown.

Five mass distributions corresponding to the cos 1?

intervals 0.0-0.2, 0.2-0.4, 0.4-0.6, 0.6-0.8 and
0.8-1.0 respectively are shown. The fragment mass M

was determined using the two energy signals with the

simple relation

1(2)
= A

^2(1)

+ E,
(7)

'1 '
"2

where A is the mass of the fissioning nucleus.

No correction for neutron evaporation has yet

been made. In this example there should of course
be no angular dependence of the mass distribution,
but it is observed that the peak to valley ratio of

the distributions and the intensities decrease for
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I? near to 90°. This effect is due to the high energy
losses in the backing foil for fission fragments emit-

ted under grazing angles.

The angular information can also be taken from
each half of this chamber separately. By forming the two

quantities Vi' cos &i and V2' cos '^2 the two para-
meter distributions of cos "^i and cos 1^2 could be

generated. Fig. 16 shows an isometric plot of this
distribution.

1.0-

<N

o

•••«
• •••

••••

••••
••••

• •••
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••••

••••
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cos -Si 1.0

Fig. 16 : Isometric plot of the two parameter distri-

butions of Vi' cos i?i and V2' ^ cos i?2 •

the CBNM facilities. In the case of a material
with fission threshold 0.5 mg and 4 mg are needed
for the parallel plate and compensation chamber
respectively.

Table II : Column 2 and 4 give the amounts of mate-
rials needed to get about the same neu-
tron induced fission rate as in our ex-
periment'^ on ^^'Am for actinides with
and without fission threshold respecti-
vely. Column 3 and 5 give the half-lives
which such materials may have.

Min . amount Min. amount

Detector
of material
with
threshold

Half-
life

of material
without
threshold

Half-
life

Parallel
Plate
chamber

0.5 mg
> 500

years
10 Mg

> 10

years

Compen-
sation
chamber

4 mg
> 20

years
80 fig

> 0.4
years

When the material has no fission threshold 10 Mg and

80 Mg are the "minimum" amount of material for the

first and second detector respectively. The grided
chambers in the single and twin version complete our

fission fragment detection instruments. Since more
physical parameters can be determined in addition to

the simple event detection, their applications are
related more towards basic physics problems. At

present a single chamber is being used also for the

measurement of angular distributions of the neutron
fluence standard reaction * Li (n,a )T

.

Channels with counts higher than half the maximum
value of the distribution are indicated as points.

The distribution is centered on the line

cos 1?! = cos i?2
J which is to be expected for two com-

plementary fragments, and it has a spread of 0.05.

From this it can be concluded that the chamber allows

a determination of cos d with a resolution of 0.05.

It should be pointed out that the high efficiency of

about 100 % is the great advantage of these detectors
compared to conventional detection systems used in

particle angular distribution measurements. Moreover,

it is often more interesting to measure W(cos i?)

instead of W(i?) since the analysis in many cases is

performed with an expansion of the Legendre polyno-
mials Pj^Ccos >>) . In order to use this chamber also

in neutron time-of-f light experiments a timing signal

can be extracted from the cathode.

Concluding Remarks

Since all our fission fragment detectors were
used in actual measurements, a kind of overview about
their performance and their applicability can be

given. It is clear, that whenever possible the simple

parallel plate chamber should be used, because it has

the higher efficiency and it is insensitive to angular
distribution effects which could influence the angle
integrated cross section measurement. The compensa-
tion chamber however, allows one to operate with higher

alpha activities. In Table II, the lower limits for

the half-lives of fictive materials are given, whose
fission cross sections still could be measured using
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Addendum

When the present paper was ready we got knowledge
of the paper of R.K. Choudhury, S.S. Kapoor,
D.M. Nadkarni and P.N. Rama Rao in Nucl. Instr. Meth.
1 64 , 323 of 15. August 1979, which describes about the
same twin fission fragment chamber. This group uses,
however, for the extraction of the angular information
the amplitude of the first negative going part of the
grid pulse, see fig. 13. The shape of this part of the
grid pulse varies strongly with the energy and the
angle of the fragment. Therefore, the electronic
treatment of this part of the pulse is more delicate
than for the positive and part which remains constant.
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LEAST SQUARES METHODOLOGY APPLIED TO LWR-PV DAMAGE DOSIMETRY, EXPERIENCE AND EXPECTATIONS

J. J. Wag3cha1+, B. L. Broadhead, and R. E. Maerker
Oak Ridge National Laboratory

Oak Ridge, Tennessee 37830, USA

'''On leave from The Hebrew University, Jerusalem, Israel.

The development of an advanced methodology for Light Water Reactors (LWR) Pressure Vessel
(PV) damage dosimetry applications is the subject of an ongoing EPRI-sponsored research project
at ORNL. This methodology includes a generalized least squares approach to a combination of
data. The data include measured foil activations, evaluated cross sections and calculated
fluxes. The uncertainties associated with the data as well as with the calculational methods
are an essential component of this methodology. Activation measurements in two NBS benchmark
neutron fields (^^^Cf ISNF) and in a prototypic reactor field {Oak Ridge Pool Critical
Assembly - PCA) are being analyzed using a generalized least squares method. The sensitivity
of the results to the representation of the uncertainties (covariances) was carefully checked.
Cross element covariances were found to be of utmost importance.

[least squares unfolding, adjustment, ISNF, 252Qf^ standard fields, dosimetry, LWR-PV damage]

Introduction

A program has been initiated between ORNL and
EPRI^ which has as its ultimate goal the accurate esti-
mation and reductionof the uncertainty in pressure
vessel lifetime of the older LWRs in this country due
to neutron-induced embrittlement. The starting point
of this program is the development of a methodology
which accurately predicts the fluence and spectrum at
the pressure vessel from surveillance dosimetric data
obtained at another location. The procedure involves
unfolding the spectrum at the pressure vessel from the
reaction rate data together with a calculation of the
neutron fluence spectrum at the two locations and
corresponding reaction rates, the latter using the
differential cross section data. The unfolding employs
the least squares technique, 2 in which the set of data
(i.e., differential cross sections, differential fluxes,
measured reaction rates) is adjusted to give the most
consistent results. This unfolding is accomplished
within the framework set by the uncertainty information
describing the data, i.e., the covariances.

In order to develop differential cross section
data which are more consistent with integral data ob-

tained in relatively well-known fields, the least
squares procedure was first applied to integral fission
measurements performed in two standard NBS fields —
the 252(;;f jsNP facilities^'"* - and the present
paper is essentially devoted to describing this appli-
cation. Later on, the procedure will be used to bring

in a third field - the ORNL Pool Critical Assembly -

which has somewhat larger flux uncertainties. Finally,

it is intended that this methodology will be used to

predict the fluence level and the spectrum in the

pressure vessel of an operating LWR, together with an

estimate of the uncertainties, from surveillance data.

In this paper we describe in some detail the pro-

cedure used to calculate the covariances of all the

original data that completely describe the measurements
made with double fission chambers in the two afore-

mentioned NBS fields, i.e., the integral measurements
themselves, the differential fission cross sections,

and the differential fluxes. Following this, we pre-

sent some results of an adjustment procedure on the

data and indicate how these results would change if

various parts of the original covariances were

neglected.

Measurements

We wanted to start with "clean" measurements with

little or no modeling approximations in the calcula-

tions. Since we wanted to be able to interact closely

with the experimentalists in order to derive credible
covariances, the NBS standard fields were analyzed.
The 252Qf field is essentially a free field and does
not involve any transport calculations (except for
applying corrections due to scattering in the source
capsule and in the detectors). The ISNF is a spherical
cavity in the thermal column of the NBS reactor. Small

23^U foils are located in spherical symmetry around the
cavity. The neutron spectrum in the field arises from
235u thermal fission modified by carbon reflection.
The lower end of the spectrum is shaped by a concentric
spherical boron shell. Fission integral ratios have
been measured in both fields using NBS back-to-back
double fission chambers. The detailed description of
the fields, the experimental techniques and the

measured values can all be found in References 3, 4,

and 5. A recent uncertainty analysis including the
derivation of a covariance matrix can be found in

References 5 and 6. The measured values are given in

Table I, and the corresponding standard deviations and
correlation matrix are given in Table II. Additional
measurements in NBS fields and in other standard fields
will be included at a later stage of our project. The

measured values of reaction rates in the ORNL-PCA,
which have not yet been released, will also be included
in a later stage of our work. The analysis of this

prototypic neutron field necessitates the use of more
complicated 2-D transport calculations.

Table I. Measured and calculated* values of fission
integrals in NBS standard neutron fields.

Exp. Field Reaction Measured Calculated

1 25 1 .205 barns 1 .239
2 252Cf 49/25 1 .500 1 .447

3 28/25 0.2644 0.2531
4 ISNF 49/25 1 .555 1.138
5 28/25 0.0920 0.0894

*Fission cross sections and ^^bu fission spectrum were
taken from ENDF/B-V.

Calculations

ISNF flux calculations

The one-dimensional model of the ISNF is given in

Fig. 1. Transport calculations were performed using

the XSDRNPM module of AMPX^ with 171 -group VITAMIN-C^
(based on ENDF/B-IV) data. Since previous work^ on the

representation of the thermal fission spectrum of ^ssy

indicated that the ENDF/B-IV Maxwell ian shape was poor

for energies above 4 MeV, the new ENDF/B-V thermal

Watt representation was used. The Sg angular quadrature
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Table II. Relative standard deviations and correlation matrix associated with

measured values of fission integrals.

Correlation Matrix

Relative 1 2 3 4 5

Standard >

Exp. Field Reaction Deviation {%) 252Cf ISNF

1

252Cf
25 2.1 1 0 -0.1916 0 3995 -0 2140 0 1354

2 49/25 1.3 -0 1916 1 .0 0 1349 0 9516 0 0
3 28/25 1.1 0 3995 0.1349 1 0 0 1106 0 6524

4 ISNF 49/25 1.3 -0 2140 0.9516 0 1106 1 0 0 0160
5 28/25 0.62 0 1354 0.0 0 6524 0 0160 1 0

and P3 scattering expansions were found to give
adequate accuracy.

Fission integrals

All the measured fission integrals were calculated
using ENDF/B-V fission cross sections. These fission
cross sections were processed from the ENDF/B-V files
into 174 groups according to the VITAMIN-E^" specifica-
tions. The 252Qf field values were obtained by folding
these cross sections with a 174-group Maxwell ian

fission spectrum characterized by a temperature of 1.42
MeV.3 The ISNF field values were obtained in a similar
way by folding the fission cross sections with the cal-
culated flux at the ISNF central region. All calcu-
lated values are given in Table I alongside the
corresponding experimental values and, as was expected,
some disagreement exists. The calculated value of the

fission integral in the ^^^Cf field is higher
than the experimental value, and all calculated fission
integrals relative to the ^35^ fission integrals are
smaller than the experimental values. In Table III

these deviations are expressed in percent as well as

in units of standard deviations. Taking into account
only the experimental uncertainties, all deviations
are higher than their corresponding standard deviations,
and the ratios of the 238u 235u fission integrals
in both fields deviate by more than four experimental
standard deviations. Taking into account the contri-
bution of the covariances in each fission cross section
to the uncertainty in the calculated values (consider-
ing only autocorrelations), four deviations are
already about equal to or less than one joint standard
deviation. Including the uncertainty in the flux
(252cf fission spectrum and ISNF central flux) further
reduces the deviations in units of joint standard
deviations. Finally, however, introducing the cross
element correlations of the. fission cross sections
reduces the joint standard deviation and emphasizes
the deviations of the two fission ratios in the ^^^Cf
field.

Least squares unfolding (adjustment)

In order to reduce computation time and storage
requirements and thus enable us to perform many calcu-

lations, a 17-group subset of VITAMIN-C (and E) was

used to calculate all covariances and sensitivities.

In each of the 17 groups we have only about 10% or less

of the 252Qf fission spectrum, the ISNF central flux

and of the fission integrals.

Fission cross-section covariances

The 17-group ^ssy 239py fission covariance
matrices were processed from ENDF/B-V file 33 uncer-

tainty information using the current version of PUFF.^i

The 2^^U fission covariance data used in this work were

taken from ORNL internal files. Preliminary tests with

ENDF/B-V 23^U data indicated no dramatic change in the

results. All cross element covariances are zero for

the lowest five energy groups (below 87 keV) and are

set equal to the ^ssy auto-covariance matrix for higher
energies since most fission cross sections are measured
as ratios to ^ssy fission.

^^^Cf fission spectrum covariance

Since the fission spectrum used in our calcula-

tions was Maxwell ian with a temperature of 1.42 MeV,

a covariance was calculated using a 27o uncertainty in

the temperature. 2 A more realistic covariance matrix
for the 252Qf fission spectrum is being developed now.

ISNF flux covariance

The uncertainty in the flux of the ISNF is the

combined propagated uncertainty in the ^^^U thermal

fission spectrum, driving the ISNF, and in the cross

sections and densities of the structural materials

(B,C,A1) of the ISNF. The procedure for the calcula-

tion of the ISNF flux covariance matrix is detailed in

Reference 12 and will only be outlined here. The

propagated uncertainty in a calculation due to the

uncertainties in the contributing parameters is ob-

tained from the covariance of these parameters and

vacuum B-A£—^

M
-^-)-

vacuum source vacuum

w y—
carbon

)

0 5.838 / V 7.131 .. 7.2005 13.9 14.0 14.92 / 65

1

H^g = 0.05821 atom/(b-cm) = 0.06022 atom/(b-cm) N = 0.0860 atom/(b-cm)

N^^ = 0.02194 atom/(b-cm)

= 0.00427 atom/(b-cm)

Fig. 1. NBS-ISNF 1-D model parameters.
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Table III. Deviations, D, of calculated, C, from experiment, E, values.

D in units of joint standard deviations due to *

Cross Element
Fission Fission Covariance

Exp. Field Reaction ^{%) Measurement
Cross

Sections
Spectrum
and Flux

of Fission
Cross Section

1 25 2.74 1.30 0.96 0.96 0.96
2 252cf 49/25 -3.66 -2.75 -1.01 -1.01 -1.54
3 28/25 -4.46 -4.21 -1.39 -1 .24 -1.94

4 ISNF 49/25 -1 .49 -1.16 -0.48 -0.45 -0.56
5 28/25 -2.97 -4.76 -1.02 -0.63 -0.69

*Going from left to right, the joint standard deviation includes all previous
contributions

.

from the corresponding sensitivities of the calculated
result to the contributing parameters. The sensitivi-
ties were obtained from FORSS^^ using forward and

adjoint ANISNi"* fluxes. The covariance matrices of
the contributing parameters were calculated by PUFF
using ENDF/B-V uncertainty file data.

Numerical results

All the carefully prepared data described earlier
in this paper were used as input to the least squares
module UNC0yER2 of the FORSS system. The data are:

a) measured fission integrals and their covariances,
b) calculated fission integrals, c) flux covariances
(252cf and isMF fields), d) differential fission cross
section covariances (including cross element co-

variances), e) sensitivities of the calculated fission
integrals (and ratios) to the fission cross sections
and to the flux. The output consists of the "most
likely" values of the fluxes, the fission integrals
and the differential fission cross sections, given
the uncertainties and correlations in the input data.

In addition to the "most likely" values we also obtain
new reduced uncertainties and correlations reflecting
all the information used in our data combination (also
known as adjustment or unfolding).

ISNF central flux . The changes in the originally
calculated ISNF flux are given by the solid line in

Fig. 2. The uncertainty in the flux was reduced by a

few percent above '^^ 1 MeV and by about thirty percent
at lower energies.

I I I I Mill I I I I Mill I I I I I I I I Mill I I I mill

10' 10' lO' 10* 10' 10*

ENERGY (EVl

Fig. 2.

Although this result is the "most likely" flux
based on all our carefully gathered data, it is tempt-
ing to check what the result would have been if we did

not have the correlations in the fission integral

measurements (dotted curve) or the cross element co-

variances in the fission cross sections (dashed line).

It is easier to try to answer these questions by look-
ing at the fission integrals and at the differential
fission cross sections.

Fission integrals . A comparison of the differences
between adjusted integral values. A, and the original
experimental values, E, (both normalized to the original
calculated values, C) is given in Table IV. The most
likely values. A, are closer to the E values than the
original C values were, and the signs of C-E and A-E
are the same. Neglecting the correlations in the

integral measurements results in a different behavior
of the adjusted values in the two fields. We might
point out, for example, that the correlation coefficient
of the 49/25 measurements in the two fields is 0.95,

their relative standard deviations are about the same
(see Table II), and their adjustments are similar.

ISNF flux adjustments,
a - "most likely"
b - correlation in integral measurements

neglected
c - cross element covariance neglected

However, when the measurement correlations are neglected,
the adjustments are quite different [Table IV(a)]. Al-
though neglecting the cross-element covariances results
in closer agreement between measured and adjusted inte-
gral values [Table IV(b) and (c)], it is obviously in-

correct when the resulting adjusted differential cross
sections are considered as will be seen in the follow-
ing section.

Differential fission cross sections . The most
likely fission cross sections, given our full detailed
uncertainty data, are obtained by changing the measured
differential cross sections according to Fig. 3.

Neglecting all correlations in the measured fission
integrals, cross element covariances, and assuming
no flux uncertainties results in the adjustment given

in Fig. 4. This adjustment is what simple-minded
"intuition" might have suggested, namely: a) reduction

of the 235u fission cross section to decrease C-E of

the 25 fission integral in the ^sa^f field and b) in-

crease of the 2^^U and 239pu fission cross sections in

order to further increase the calculated ratios.

However, since all the fission cross sections are

strongly correlated they cannot be changed independently.

Neglecting the correlations in the measured integrals

(Fig. 5) results in adjustments that are only quanti-

tatively different from Fig. 3. On the other hand,

neglecting the cross element covariances (Fig. 6) pro-

duces a profound difference in the adjustment of the

fission cross sections.
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Fig. 3. Fission cross section adjustments.
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Fig. 5. Fission cross section adjustments
neglecting correlations in fission integral

measurements.
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Fig. 4. Fission cross section adjustments
neglecting cross element covariances and

correlations in fission integral measure-
ments and assuming no flux uncertainties.

Cross Section Changes

C9z
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Fig. 6. Fission cross section adjustment
neglecting cross element covariances.

Table IV. Comparison of adjusted. A, fission integrals.

A-E
(%) neglecting:

C-E
Exp. Field Reaction {%)

A-E
(%)

a) Fission
integral

measurement
correlations

only

b) Cross element
fission cross

section
covariances

only

c) (a) + (b) +

flux

uncertai nties

1 25 2 74 1 43 1 65 0 52 0 51

2 252cf 49/25 -3 66 -1 18 -1 27 -0 25 -0 42

3 28/25 -4 46 -0 67 -0 86 -0 13 -0 38

4
ISNF

49/25 -1 49 -0 97 0 32 -0 18 0 24

5 28/25 -2 97 -0 35 -0 06 -0 09 0 00
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Summary and Conclusions 15. L. Green, J. A. Mitchell and N. M. Steen, Nucl

.

Sci. Eng. 50, 257 (1973).

In the present work we have demonstrated the

feasibility of the application of the generalized least
squares unfolding procedure as part of the advanced
methodology developed for estimating light-water reactor
pressure-vessel radiation damage. Covariance matrices
for integral measurements and fluxes were derived and
covariance matrices for fission cross sections were
processed and compiled. Although the scope of this

work is rather limited, it was demonstrated that
credible covariances can be obtained, and that the

quality of these covariances is indeed reflected in the

results. Future work will concentrate on broadening
the data base to include threshold reactions and their
differential and integral covariances, and on applica-
tion of the methodology to actual operating U.S. light
water reactors.
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^^^U (n,f) CROSS SECTION MEASUREMENTS AND NORMALIZATION PROBLEMS
^

C. WAGEMANS G. CODDENS A.J. DERUYTTER
Nuclear Physics Laboratory, B-9000 Gent, Belgium

and
Nuclear Energy Center, S.C.K./C.E.N. , B-2400 Mol, Belgium

At Gelina measurements of the U fission cross section were performed relative to
^'-'B(n, ) ^Li and ^Ll{n,ol.)^H independently. The neutron energy range from thermal up to 30 keV
was covered, allowing a normalization to the 2200 m/s reference cross section. Surface barrier
detectors and back-to-back foils were used. Thus the fission fragments and the neutron flux
are measured at the same time and from the same position in the neutron beam. Special attention
is given to problems such as background determination, overlap filters, normalization and
secondary standards (resonance integrals) . Especially the present status of the resonance integrals

1 1 eV r I keV
/ 0"£(E)dE and / o~£(E)dE, often used for normalization purposes, is reviewed,
y 7.8 eV J 0,1 keV
Finally, an intercomparison of the present 5^^-values as well as a comparison with other recent
results is made.

measured 0.02 eV to 30 keV, normalized to 2200 m/sec reference, fission integrals)

Introduction

235
A good knowledge of the U(n,f) cross section

in function of the neutron energy is very important
for reactor calculations and for fission theory. It

is also required if one wants to use this cross sec-
tion as a secondary standard. However, despite
worldwide efforts employed during the last decennia,
our present knowledge of the 23 neutron induced
fission cross section remains unsatisfactory. Several
authors claim precisions of the order of 1%, but the
reported values are up to 15 % different. (See Table
III) . Possible explanations for these differences
were discussed by Deruytter 1', Leonard et al 2)

^

Peelle and De Saussure 3) , Carlson and Czirr 4) and
Bath 5' . To reduce these discrepancies or at least
to investigate part of their origins a new series of

Of meas\irements was performed at Gelina. The
10B(n,rx)- and ^Li (n,o<.) -reactions were used as neutron
flux monitors and the neutron region from 0.02 eV up
to 30 keV was covered. Another goal of the present
measurements was to improve the accuracy on the value

/' 11 eV
cr^(E)dE, which,

7.8 eV

according to Leonard , was only 2.8 %. This is not
sufficient if one wants to use this integral for nor-
malization purposes .

Experimental Method

Pulsed neutrons with a broad energy spectrum
were produced by bombarding an uranium target (with
a polyethylene moderator) with the lOO MeV electron

beam of Gelina. A 10b or layer was mounted back-
to-back with a 235u layer in the center of a large

X Work performed at CBNM Geel in the frame of a

research association contract between CBNM Geel
and SCK/CEN

+ NFWO
++ IIKW

evacuated detection chamber {f(= 50 cm) . The
10B(n,tx) or 6Li(n,oC) particles and the 235u(n,f)

fragments were detected by two collinear 20 cm2

gold-silicon surface barrier detectors placed out-
side the neutron beam with which they made an angle
9 j^gj-,

= 90° . According to the data of Stelts et

al B) this is the best geometry to eliminate aniso-
tropy effects. After amplification, a fast timing
signal was derived from each detector signal and
sent into two halves of a 8192 channels time-of-
flight analyser with a variable channel width
(accordeon) . So the fission fragments and the (n,a)

particles were detected simultaneously and from the

same position in the neutron beam; this has definite
advantages compared to several other measuring pro-
cedures .

With this apparatus a series of three experi-
ments was performed at short flight paths; a fourth

one was done at a 30 m station. The detailed expe-
rimental conditions for all these measurements are
summarized in Table I. The first and the second
measurements covered the thermal neutron energy region

and were done under identical conditions, except that

the flux determination was relative to B in the

first experiment and ^Li in the second. A third ex-

periment covering aibout the same neutron energy region

was performed with a different set of background filters

in order to investigate the influence of the choice of

the background filters on the experimental results.

In a last experiment we moved to a 30.445 m
flight path in order to extend the neutron energy

range up to 30 keV. In all these experiments, the

background was determined using the black resonance

technique. The background was very low. In the

thermal region e.g. it was less than 0.5 %, increa-

sing to 1-2 % in the eV-region. f

235
The U layer was prepared by electrospraymg

of uranylacetate on an Al disk. The thickness of the

layer is 2 mg/cm2 with an isotopic enrichment of

99.5 % 235u_ rpj^g IOb layer was prepared by evapora-

ting elemental boron in vacuum. In this way a very
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TABLE I - EXPERIMENTAL CONDITIONS

Experiment Neutron Neutron flux Linac Flight path
number Energies determination parameters length (m)

Neutron filters

Common filters Background

thermal - 200 eV '"b (n,o) 30 ns, 100 Hz 7.757 Cd.

Rh, W, Pd, Co

II thermal - 200 eV (n,o) 30 ns, 100 Hz 7.757 Cd,

Rh, W, Pd, Co

III thermal - 200 eV "Li (n,a) 2<i ns, lOO Hz 9.450 Co, Cd
Co, W, Au, Rh, Mn

I eV - 30 keV (n,a) 20 ns, 400 Hz 30.445 Al Mn. Co, Pd, W, Ta

homogeneous layer with a thickness of 184 jig/cm and
an isotopic enrichment of 93% was obtained. The ^Li
layer was prepared by evaporating ^LiF in vacuum.
Its thickness is 176 jag/cm^ with 99.32 % enrichment.
All these layers were deposited on a O. 1 mm thick
aluminium disk.

Treatment of data

The data reduction was done using the computer
code ANGELA 9) . For each experiment we first deter-
mined an analytical expression for the background by
fitting expressions

n

1=0
(InT)-

a. T
1

(la)

(lb)

to the background values obtained from the black
resonances. Here T is the time-of-f light, y is

the counting rate and a-;^ are constants. Since it is

difficult to establish a well understood background
shape which is fully supported by physical arguments,
the major criterium for the adoption of a certain
analytical expression for the description of the
background shape is the goodness of the X^-value.
The ratios of the fission t.o.f. spectra and the
corresponding reutron t.o.f. spectra yield the (un-

normalized) CTf (E) Vs-values by application of the
formula :

(E)VT
(E) - (E)

N (E) - B (eT
(2)

where

k is a normalization constant

the number of fission counts at energy E(E)

B^ (E)

N (E)

B (E)

the fission background at energy E

the number of ^"^B (n,oC) or ^Li {n,oC)

counts at energy E

the corresponding background at energy E

In (2) a — -shape was assumed for the Li (n,c<.) and

^"^B {n,oC)^cross sections. In the thermal neutron
energy runs, the fission cross section was normalized
to the fission integral

0.06239 eV

0.0206 eV
(E) dE = 19.26 + 0.08 barn eV

7)
as determined by Deruytter et al and corresponding
to a thermal CT^ value of 587.6 + 2.6 b. The high
energy run IV (see table I) was normalized using the
fission integral

/•'200 eV
cr^ (E) dE = 2157 + 30 barn. eV

100 eV

as obtained from the first and the second experiment.

Results and discussion

The fission cross section data obtained from
these measurements are represented graphically as a
function of the neutron energy in Fig. 1-3. Fig. 1

shows the mean CT^ '/E-values calculated from the
measurements I and II in the neutron energy region
from 0.02 eV to 1 eV. In Fig. 2 the versus E
curve obtained from the same data set is given in the
neutron energy region from 0.5 eV to 30 eV. Fig. 3a
and b finally show theCT^-data from 30 eV up to

30 keV as obtained from the measurement IV.

TABLE II - FISSION INTEGRALS (barn eV) DEDUCED FROM THE

MEASUREMENTS I, II AND III

Neutron energy I 11 III
regloa

0.03 - 0. 10 23.9 23.9 24.2

0. 10 - 0.50 65.

2

64.5 65.5

0.50 -
1 .0 30.4 30.2 30.0

1
- 10 373 372 377

10 - 20 546 537 515

20 - 30 380 378 381

30 - 40 588 587 554

40 - 50 344 345 342

50 - 60 643 643 627

60 - 100 997 991 lOIS

100 - 200 2149 2166 2105

7.8 -
1 1 .0 248.9 246.8 246.8

Table II gives a comparison of the numerical values
of the fission integrals calculated from the three

low energy experiments (1,11,111). The statistical

accuracies of the measurements I and II were compara-

ble and both of them are much better than in experi-
ment III, only performed for control purposes. Taking
into account this statistical accuracy and the un-
certainty of the normalization and of the background
determination, we obtained an overall accuracy of

about 1.5 % on the values quoted in Table II for the

experiments I and II. Within their respective errors
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TABLE 111 - THE AVERAGE CROSS SECTIONS (barn) OBTAINED IN OUR MEASUREMENTS COMPARED WITH OTHER RECENT MEASUREMENTS,

MAINTAINING THEIR ORIGINAL NORMALIZATION

Energy interval de Saussure Ryabov Silver Leinley Blons Gayther Perez Perez Czirr Gwin Czirr Wagemans This work
(14,15) (15) (17) (18) (19) (20) (21) (22) (23) (11) (12) (7, 10)

0.02 0. 1 eV 379.

1

381 .7 384.1 383,,8

0.1 0.5 157.2 159 I59,t 162,

0.5 1 .0 61 .54 61 .03 50.64 60 .60

1 10 40. 14 40.54 41

,

.39

10 20 52.95 46 .09 50,,57 52.62 54.,15

20 30 35.27 35,.05 34 .28 35,, 14 38.08 37,,90

30 40 57.06 52,.12 57 .31 55,,65 59.02 58.,81

40 50 33.33 32,.21 34 .00 33.,38 34.57 33 .83

50 60 51 .99 51 . 10 64 .47 61 ,,81 64.59 64,.33

60 100 24.34 24,.23 25.75 24.05 25 .15 24,,55 23.58 24.02 25.40 25,.37

100 200 21 .03 21 ,,39 21 .03 20.90 21 .03 21 . 03 19.9 20.47 20.23 21 .25 21 .57

200 300 20.86 20,.83 20.51 20. 15 20 .77 - 20.,92 19.8 19.74 19.93 20.91 21 .47

300 1000 n .58 1 1 ,.69 1 1 .59 1 1 .09 1 1 .71 1 1 ,,69 10.71 1 1 .08 10.76 1 1 .53 1 1 .99

1 10 keV 4,,41 3.99 3.99 4 .38 4.,35 4.08 4.41 4,.26

10 20 2,,98 2.77 2.34 2,.54 2.53 2.53 2.35 2.46 2.64 2,,57

20 30 2,,51 2.37 2. 10 2 .20 2.17 2. 18 2.17 2.11 2.22 2 .23

TABLE IV - COMPARISON OF FLUX DETERMINATION AND NORMALIZATION METHODS APPLIED IN THE QUOTED

235,,

De Saussure ec al.

(1957)

De Saussure (1971)

Ryabov et al . (1970)

Silver et al . (1971)

Lemley et al. (1971)

Blons (1972)

Neutron flux

determination

'"b (n,o)

'"b (n,a)

'"b (n,o)

'"b (n.n)

^Li (n,o)

'"b (n,o)

Normalization

(10 eV
(E) dE/E - 127.9 bam

0.45 eV (Bowman et al. 1966)

fl 1 eV
(E) dE =» 240 bam eV

7.8 eV (Deruytter et al. 1971, 1973)

between ICO and 200 eV

o [^Li (n,o)]

|-200 eV
(E) dE - 2103 bam eV

100 eV (De Saussure, 1971)

Corresponding
(barn)

582

Gayther et al.

(1972)

Perez ec al. (1973)

Perez et al . (1974)

Czirr et al. (1975)

Gwin et al. (1976)

calibrated boron-
vaseline plug

'"b (n,a)

'"b (n,a)

^Li (n,a)

l^B (n,a)

a- 2.349 bam in the interval
10-30 keV

(Sowerby et al . 1974)

100 eV

flO k&V

(De Saussure, 1971)

Oj (E) dE - 31.643 bam keV

(Perez et al. 1973)

Wagemans and Demytter
(1976)

Czirr and Carlson
(1977)

IOb (n.o)

I^Li (n,a)

I

^Li (n,o)

"b (n,(i)

^Li (n,a)

7.8 aV

jO.l eV

0.02 eV

.06239 eV

r Oj (E) dE - 19.26 + 0.08 bam eV

0.0206 eV (Wagemans and Deruytter, 1971)
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there is a good overall agreement between the results

of these three measurements. This is an important

fact considering the rather different. experimental

conditions (cfr. Table I) . Our results allow the

following two conclusions :

10 6
(i) the choice of either B (n,<X) or Li (n,o( )

as a fliox monitor has no impact on the CT^ data in the

neutron energy region from 0.02 eV to 200 eV if thin

foils and surface barrier detectors are used. Further-

more , the good agreement between the CT^ data relative

to and to ^Li (n,ot) is an indication that our ex-

perimental method is not sensitive to anisotropy ef-

fects in the neutron flux determination.

(ii) in the qpaoted energy region, the contribution

of the background determination to the error on CTf

is less than 0.4 % and depends on the neutron energy.

In Table III the average fission cross sections ob-

tained from these experiments are summarized and

Compared with the results of other recent measure-
ments. Below 30 eV we adopted the mean value of our

first and our second experiment with an overall un-
certainty of about 1.5 %. Above this energy, the data
from experiment IV were used, with an overall uncer-
tainty of about 3 %. To compare the results of all

these measurements, we have to take into account their

OOt 1

different normalization procedures, summarized in
Table IV. Within their respective errors, our pre-
sent results agree with the previous data of

Deruytter and Wagemans ^/lo). Above 1 keV however,
the present CT^ values are slightly lower than these
previous data, resulting in a better agreement with
most other results in this energy region. Considering
the different normalization, also the low energy
parts 1 eV) of the most recent measurementslOf 1 1 f 1^
normalized at thermal energy are in rather good agree-
ment with the present results. Table V s\immarizes

the present status of the important fission integral

r 11 eV

^
CT^ (E) dE. While the older data as given

7.8 eV

by Leonard are up to 6 % different, it is encoura-
ging to see that the most recent data of Czirr and

Carlson ^2)
^ Gwin '3) and ourselves are in perfect

agreement. We are confident that the required accu-
racy of 1 % for this integral is well approached now.

In Table VI we compare the most recent values for the
/I keV

CTj (E) dE after a renorma-
O. 1 keV

lization toCT? = 587.5 barn. This integral has
been suqqested bv Peelle and De Saussure^) for

«)00-i
1

SOO- I

05 5 n B 20 25 ;

E, «V

Fig. 2. Cr (E) values between 0.5 eV and 30 eV

KM-

50-

l-" 1 1 1 1 1 1 1—I—i—i 1 r-

I 2 345678910 20 30

E, keV

Fig. 3b. C (E) -values between 1 keV and 30 keV
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fll eV

TABLE V - VALUES OF THE FISSION ItfTESRAL I - (E) dE

7.8 eV

AFTER A COMMON NORMALIZATION TO o\ • 587.6 barn

TABLE VI - VALUES OF THE FISSION INTEGRAL I -
|

(E) dE

0.1 keV

FROM THE MOST RECENT MEASUREMENTS AFTER A COWWN NORMALIZATION

TO ol • 587.6 barn

Reference I (bam eV)

Bovman ec al. (1966)

De Sausaure et al. (1966) ^'*)

Deruytter and Wagemans (I97I)

Owin et al. (1976) '1)

Czirr and Carlson (1977) '2)

(Srin et al. (1979) '3)

This work (1979)

254 i 7 ")

243 i 5 ^)

245 ± 2

238 t 3 °)

246 ± 4

247

247 t 3

Reference

Sowerby et al . (1974) ^'*)
, evaluation

-Be Sausaure et al. (1967) '")

Gwin et al. (1976) ")

Wagemans and Deruytter (1976)

Waaaon (1976) ^^1

Czirr et al. (1977) ")

This uork (1979)

I (bam kaV)

12.4 t 0.25

12.3

1 1 .8

12.3 t 0.4

1 1.9

11.6

) values as evaluated by Leonard •*)

normalization purposes. The situation here is less
satisfactory: the inclusion of the recent values of

Czirr and Carlson ^2) and of the present authors does
not improve the situation. The data spread remains
about 7 %.

Conclusion
235,

<T^ (E) dE fission integral

The '"^ U (n,f) cross section has been measured
in the neutron energy region from thermal up to 30 keV
The average fission cross sections obtained are in

good agreement with other recent measurements. Fur-
thermore, in the neutron energy region below 200 eV
consistent <j£ data are obtained when using a 1/v

shape for the ^Li (n,ot) and l^B (n,oL) reactions.
rii eV

For the important /

Jl.Q eV
a value of 247 + 3 barn is obtained, in good agreement
with the most recent published data.
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ABSOLUTE MEASUREMENT OF THE
U-235 FISSION CROSS SECTION FROM 0.2 - 1.2 MEV

M. M, Meier, 0. A. Wasson, K. C. Duvall
National Bureau of Standards
Washington, D. C. 20234

The absolute U-235 neutron induced fission cross section
has been measured at the NBS 3MV Van de Graaff laboratory from
0.2 to 1.2 MeV. The neutron flux monitor was a large plastic
scintillator whose efficiency was both calculated and measured
with the associated particle technique. The neutron source was
the 'Li(p,n)'Be reaction. Pulsed-beam time-of-f light tech-
niques were used. The fission detector consisted of a large
volume multiplated chamber with a measured mass of 235u. The
cross sections, which were measured with a typical one standard
deviation of 2.8%, are approximately 3% lower than the ENDF/B-V
evaluation.

(Absolute fission cross section; neutron detector; neutron flux
monitor; neutron standards; U-235 fission cross section).

Introduction

The neutron induced fission cross
section of ^-^^u is the standard by which
most fission cross sections are determined.
The present absolute measurement is part of
a series of measurements at NBS to improve
the knowledge of this important standard.
Previous experiments at NBS were an abso-
lute measurement! using a Cf source by
Heaton et al; a white source measurement^
relative to H(n,p) from 10-700 keV which
was normalized to the 7.8-11 eV resonance
integral; and a measurement^ relative to
H(n,p) from 1-20 MeV by Carlson and Patrick.

Exper imental

The physical layout of the experimen-
tal area associated with the NBS 3 MV posi-
tive ion Van de Graaff is shown in Fig. 1.

For these measurements, the source was neu-
trons produced by bombarding metallic
lithium targets, nominally 40 keV thick,
with pulses of protons 5-10 ns wide at a 1

MHz repetition rate. The target spot was
defined by two collimators in the proton
beam line which were also used in the neu-
tron collimators alignment. Neutrons which
were produced at angles other than 0°
were absorbed in a massive shield of par-
affin loaded with Li2C03. Machined
inserts of lithium loaded polyethylene col-
limated the neutron beam to a cone with a
half-angle of 4.3°.

The black detector^'^ which moni-
tors neutron flux was located in a mas-
sively shielded enclosure 5.9 m from the
target. A collimator with 5.067 cm2 cir-
cular cross section defined the solid

MOVABLE SHIELD

BEAM
PIPE

BLACK
PRECISION DETECTOR

NEUTRON BEAM COLLIMATOR MONITOR
4.e° HALF ANGLE

LONG COUNTER

Fig. 1. NBS Moni cored Neutron Flux Facility

angle subtended by the detector and insured
that all the neutron flux is incident on
the reentrant hole of the detector. This
collimator and the source shield collimator
were optically aligned to be coaxial with
the proton collimators.

The energy and spatial characteris-
tics of the beam have been extensively
studied.^ The spatial profile is flat to
within 1%, consistent with the '7Li(p,n)
angular distribution in this energy range.
Off-energy components of the beam have been
investigated by using plastic and ^Li
loaded glass scintillators in conjunction
with time of flight. These studies, con-
ducted at the fission chamber distance (1.3
m) , showed negligible contamination of the
beam with energy degraded neutrons which
might be generated in the shield and col-
limator. For example, for 600 keV neu-
trons, the components of background with
energies between 100 and 220 keV and be-
tween 50 and 80 keV are less than 0.4% and
0.2% respectively. It is worth noting that
neutrons below 100 keV are lost in the flat
continuum of the time spectrum.
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The efficiency of the flux monitor
has been calculated using Monte Carlo tech-
niques and the calculations were experi-
mentally verified by the associated parti-
cle technique. In addition, the flux
measuring capability of this facility has
been intercompar ed in the energy range of
interest and found to be in agreement with
those of other national standards labora-
tories,

A multiplate fission chamber contain-
ing ^^^U deposits totaling 170mg was used
to detect fission events. The chamber was
located in the neutron beam 1.3m away from
the source such that the collimated beam
did not illuminate the massive flanges of
the chamber, but completely illuminated the
fissionable deposits. The fission rate was
monitored as the position of the chamber was
radially varied by ^5 cm in order to ver-
ify that the deposits were entirely within
the neutron beam.

The 235u content of the chamber was meas-
ured relative to the NBS reference deposits
by means of thermal neutron fission count-
ing at the NBS reactor. The 1.5% un-
certainty in the mass measurement is due
mainly to the uncertainties in scattering
from the Pt backings of the reference de-
posits, the fragment absorption in the de-
posits, and the zero extrapolations of the
fission spectra. The approximate 0.75%
decrease in the NBS mass scale has been
included in the mass determination.

The spectrum produced by 500 keV neu-
trons is shown in Fig. 3. The errors in
the zero extrapolation and fragment absorp-
tion in the large chamber do not contribute
to errors in the 235u cross section since
the same values are used in both the mass
determination at the reactor and the cross
section measurement at the Van de Graaff.

The data were simutaneously accumu-
lated from black detector and fission
chamber. Events were stored in two dual
parameter arrays according to their res-
pective pulse height and times of flight.
Pulses were continuously injected into both
sets of electronics to measure losses due
to dead time and pile up.

Properties of the Large Multi-plated
Fission Chamber

The geometry of the large multiplated
fission chamber is shown in Fig. 2. This
is the same chamber which was used at the
NBS linac to measure the 235u cross sec-
tion in the 10-800 keV energy region using
a hydrogen gas proportional counter as a

flux monitor. The 10 deposits, which have
a nominal thickness of lOO^gfcm^, were
painted on both sides of 0. 0025cm thick Al
backings within a 10cm by 18cm area. Since
there are _25% variations in the thickness

LARGE FISSION CHAMBER SPECTRUM

at the r35 U deposits, it is essential to
have the uniform neutron beam previously
mentioned for the cross section
measurements. The neutron scattering cor-
rections for this chamber were calculated
by Czirr-"-" to be 0,2% per barn of Al and
are of the order of 1% in the 0,2-1.2 MeV
energy intervals.

FRONT VIEW

FRONT

\

0.0025 cm Al BACKING

hFly

Run 60 02 +6003
VAN (Je GRAAFF
BKGO SUBTRACTED

Fig. 2. Multiplate Fission Chamber

10 20 30 40 50 60 70 80 90 100 110 120

CHANNEL NUMBER

Fig. 3. Pulse Height Spectrum for Fission
Chamber Events. En = 500 keV.

The contributions of o< particle pile
up and low energy neutron background were
eliminated by using pulsed-beam and time-
of-flight techniques. The timing spread
produced by the 10cm extent of the fission
chamber deposits did not permit resolution
of the lower energy neutron group from the
'Li(p,n)^Be reaction for neutron ener-
gies greater than 700 keV. The contribu-
tion of these neutrons was deduced from the
flux monitor measurements.

Response of the Black Detector

The quantity of interest from the
black detector is the total number of neu-
trons incident upon it. We obtain this
number from the background corrected pulse
height spectrum by fitting the data with
the Monte Carlo based calculation. Fitting
parameters are neutron energy, a Poisson
parameter which is related to photoelectron
production at the photomultiplier cathode,
and horizontal and vertical scale factors.
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The neutron energy is fixed at the value
determined by time-of-flight and the other
parameters are permitted to vary until a

best fit as determined by a x minimum is
obtained. Over this energy range the
Poisson parameter varied by less than 10%
and the horizontal scale factor changes
were consistent with changes in the elec-
tronics gains. A typical fit is shown in
Figure 4.

BLACK DETECTOR RESPONSE

CHANMEL NUMBER

Fig. 4. Experimental (x) and calculated
(solid curve) response
for the black detector.

After obtaining such a fit, the anal-
ysis is done by forming the ratio
Y(i)/e(i), the total number of black
detector events above the ith channel
divided by the Monte Carlo efficiency for
that channel. This ratio, the total number
of neutrons incident on the detector,
varies by less than 0.1% (or the
statistical error, if greater) over the
low pulse height region. Due to this good
agreement of calculation and experiment and
the fact that the above ratio appears in
the cross section calculation, the latter
is insensitive to the particular values of
[Y(i), e (i)] that are chosen.

The error associated with the total
number of neutrons is a combination of the
last error and the uncertainty in the
determination of black detector
efficiency. The calculation and associated
particle determination of detector
efficiency agreed to within the 1.5%
accuracy of the experimental technique.
Although the calculation may be more
accurate than this, we choose to assign the
conservative value derived from experiment
to it.

The actual analysis of the data is
complicated by the real spectrum of source
neutrons. Fig. 5 shows a time-of-f light
spectrum for 1013 keV neutrons generated by
the black detector at 5.9 meters. The com-
plex of lower energy neutrons due to
Li{p,ni) events, to scattering in the
target backing and to proton straggling in
the surface contamination of the target are

. 1 1 .
1

1

Bioi • 200 heV

1 ' 1 '
"

1 1 1 1

:

SLACK 0€TECTO« TIME OtSTRlBUTKW

No

•— 993-1033 ntV

y FLASH

TAIL

N,

438-541 keV I

/ 1 90* /
/ 60SUV /

No
2n« REP .

^y' 6.33 JOSS 1.26 1

1 , 1 , 1 , 1 , ., 1 1 1 1

40 60 80 iOO 120 170 180 190 200

CHANNEL NUMBER

Fig. 5. Time-of-f light spectrum for the
black detector. Relative contri-
butions of several time domains
are indicated.

completely unresolved in the relatively
slower fission chamber at 1.2 m.

To correct for these off energy
events, the black detector (time resolved)
data are analysed as described above for a

number of adjacent time domains in the vic-
inity of the no peak. The average energy
of each of these domains is determined by
time of flight, and average fission cross
sections at these energies are calculated
using ENDF/B-V evaluated data. The number
of fission chamber events are then reduced
by a correction factor which is a function
of the number of neutrons in each time
domain and its associated cross section.

Corrections to Neutron Flux Measurement

Several corrections to the neutron
flux measurement are made due to perturba-
tions introduced by the collimator and the
shield surrounding the flux monitor and by
the air between monitor and fission chamber.

The collimator in front of the monitor is a

brass walled cylinder with a diameter of
2.54 cm and length of 30 cm. Neutron
transmission through the downstream walls
of the collimator cause the effective area
of the collimator to exceed the geometrical
area by a factor of (1+k) . This energy
dependent correction, k, varies between 0.8
and 1.4% using the ENDF/B-IV total cross
section values for the materials in brass.
To check this correction, four different
collimators, with diameters ranging from
2.54 to 4 cm were used to make flux meas-
urements. The measurements agreed and were
independent of collimator area.

The background which occurs at the
same neutron flight time as the primary
neutron energy group was measured by plug-
ging the collimator hole. The results of
these measurements, as shown in Fig. 6,
vary between 0.2 and 1.0%.
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PLUGGED SHIELD RATE FOR COLLIMATOR

En ,KeV
1000

Tair is the air transmission
Tfc is the transmission of half of

fission chamber
Sf^ is the scattering correction

for fission chamber

The typical values of the parameters
are shown in Table 1 along with their un-
certainties. Each measurement required
over 20 hours of beam time in order to
acquire 10 events in the fission
chamber. The dominant systematic errors in
the measurement are the flux monitor ef-
ficency uncertainty and the fission chamber
mass uncertainty. The errors in the table
represent one standard deviation. We as-
sume all errors to be statistically inde-
pendent so that the total systematic error
is 2.3%.

Cross Section Results

Fig. 6. Energy dependence of background
that is unresolved in time from
the primary neutron group.

The collimator in-scatter was meas-
ured by varying the distance between the
collimator and the detector and found to be
less than 0.2% at the 27 cm position used
in the experiment. The increase in detect-
or efficiency due to return scattering into
the detector by neutrons which leak out of
the detector was calculated to be less than
0.1%. This value was experimentally con-
firmed by removing the detector shield.
Thus no correction for this effect was ap-
plied.

The air absorption between the fis-
sion chamber and the flux detector was cal-
culated by using ENDF/B-IV values for the
oxygen and nitrogen total cross section.
The absorption varied between 4 and 8%.
The assigned error is 10% of the absorption.

Calculation of the 235u Fission
Cross Section

The fission cross section is obtained
from the following expression:

n- ^ 235.04 ^fc /r\^ A , . € '^air'^fc

^nf 0.6022 Y^^ \r} M ''^ d S^^

where Yfc is the net fission chamber yield
Ybd is the net neutron monitor yield
A is the geometric area of collimator
(1+k) is the energy dependent varia-

tion of effective collimater
area

r is the distance to the center of
the fission chamber

R is the distance to the end of the
coll imator

M is the ^-^^U mass of the fission
chamber

€ is the flux monitor efficiency
d is the dead time correction

The final values of the 235|j c^oss
section are shown in Fig. 7. The typical
2.8% error bars represent the total one
standard deviation uncertainty which in-
cludes the statistical as well as the
systematic errors. The solid line repre-
sents the ENDF/B-V evaluation, while the
dashed curve inc3icates the earlier measure-
ment done on the NBS linac using the same
fission chamber. The latter result is a
shape measurement which was normalized to a
value of 242.7 ± 1.3 ev-b for the
7,8-11 eV integral. The approximately 3%
uncertainties are not shown in order to
simplify the figure.

The present absolute measurements
agree with the earlier NBS measurements and
are approximately 3% (one standard devi-
ation) lower than the ENDF/B-V evaluation.

TABLE I

VARIABLES AND UNCERTAINTIES FOR
CROSS SECTION CALCULATION

Quantity Nomin?! Value Uncertainty, %

r 133.13 cm 0.2
R 565.9 cm 0.07
A 5.067 cm2 0.5
Ic 0.015 0.2
M 0.1713 gm 1.5
C 0.92 1.5
d 1.0015 0.2
Tair 0.92 0.6
Tfc 0.92 0.2
Sfc 1.01 0.2

IN SCATT. 0.001 0.05
BACK SCATT. 0.001 0.2

Ni 0.03 0.05
No TAIL 0.02 0.2

FLUX UNIFORMITY 0.2
FLUX ( ) 0.001 0.1

^fc 500/hr. 1.1
^bd 100/sec. 0.1

TOTAL LINEAR 7.6
QUAD 2 .

6

969



REFERENCES

U FISSION CROSS SECTION

NEUTRON ENERGY, keV

Fig. 7. Fission cross section for ^^^U.
This report (x) , Ref. 2 (dashed
curve) and ENDF/B— V evaluation
(solid curve)

.

ACKNOWLEDGEMENTS

It is a pleasure to acknowledge the
hospitality of the Los Alamos Scientific
Laboratory to one of the authors (M. M. M.)
and to thank the secretarial staff of LASL
Group Q-1 for assistance in the preparation
of this manuscript.

1) H. T. Heaton II, J. A. Grundl, V.

Spiegel, Jr., D. M. Gilliam and C.
Eisenhauer, NBS Special Publication
425, Proceedings of a Conference on
Nuclear Cross Sections and Tech-
nology , p. 266 (1975).

2) 0. A. Wasson, Proceedings of
NEANDC/NEACRP Specialists Meeting on
Fast Neutron Fission Cross Sections,
Argonne National Laborator y,
ANL-76-90 and Supplement (1$76)

.

3) A. D. Carlson and B. H. Patrick, Pro-

ceedings of an International Confer -

ence on Neutron Physics and Nuclear
Data, Harwell , p. 880 (1978).

4) W. P. Poenitz, ANL-7915, Argonne Na-
tional Laboratory (1972).

5) G. P. Lamaze, M. M. Meier and 0. A.

Wasson, NBS Special Publication 425,

22. £it. , p. 73, (1975)

.

6) 0. A. Wasson, NBS Special Publication
493, og. cit., p. 115 (1977).

7) M. M. Meier, NBS Special Publication
493, Proceedings of a Symposium on
Neutron Standards and Applications
p. 221 (1977).

8) V. D. Huynh, NBS Special Publication
493, op. cit., p. 244 (1977).

9) K. C. Duvall, M. M. Meier, O. A.
Wasson, and V. D. Huynh, J. Res. Nat.
Bur. Stand. (U.S.) 83, No. 6, 555-562
(1978)

.

10) J. B. Czirr, Private Communication
(1978)

.

970



Np FISSION CROSS SECTION MEASUREMENTS IN THE MeV ENERGY REGION

A. D. Carlson and B. H. Patrick*
National Bureau of Standards
Washington, DC 20234, U.S.A.

237
Measurements of the energy dependence of the Np neutron fission cross section have been

made from 1 to 20 MeV at the NBS neutron time-of-fl ight facility. These data were measured
relative to the hydrogen scattering cross section with an annular proton telescope. The error
for these shape measurements is 2-3% throughout the entire energy region.

[Cross section, fission, Neptunium-237, MeV neutrons, standard, Uranium-235]

Introduction

237
The Np cross section has important applications

in neutron dosimetry and has been considered as a cross
section standard in the MeV energy region. This cross

section has a relatively smooth energy dependence with a

low effective threshold energy and can be utilized
where a large flux of low energy background neutrons
could cause a problem for some of the standards. Rela-

tively few measurements have been made of this cross
section. Most of the data which have been obtained are

relative to the 235u (n,f) cross section and thus are

limited in accuracy by that standard. The present
shape measurements are relative to the well deter-
mined hydrogen scattering cross section and extend
from ~1 to 20 MeV.

Experimental Details

The data obtained during this investigation
utilized two different experimental geometries and
will be referred to in this paper as the low energy
measurements (1-3 MeV) and the high energy measure-
ments (3-20 MeV).

The data were obtained at the 60-m station of the
NBS linac neutron time-of-fl ight facility. The low-

energy measurements employed an unmoderated tungsten
neutron target. For the high-energy measurements a

tungsten converter (which was not seen by the detec-
tors) and a beryllium target were used in order to
increase the yield of high-energy neutrons and reduce
the bremsstrahlung gamma flash. For all the measure-
ments a 0.358 g/cm^ boron overlap filter and a 0.318 cm
thick piece of uranium for gamma-flash reduction were
used. The linac was operated at a 720 pps rep rate
with a pulse width of 20 ns.

An annular proton telescope similar to that
described by Sidhu^ was used at a flight path of
61.7 m to measure the energy dependence of the neutron
flux. The NBS detector employs a slightly different
geometry with a larger containing vessel and a tapered
shadow shield in order to reduce the background. This
detector is shown in Figure 1. For the low-energy
measurements a polyethylene film of 0.31 mg/cm^ was
utilized. The high-energy measurements were made with
three film thicknesses (2.08, 10.7, and 44.2 mg/cm^)
in order to cover the range from 3 to 20 MeV with
satisfactory counting rate. The measurements made
with these films utilized the same geometry. The data
were then sel f-normal i zed with the weights of the
polyethylene films. The background was determined
from a series of measurements with and without the
polyethylene film in place and with and without a

tantalum cap over the Si (Li) detector. The tantalum
cap was thick enough to stop 20 MeV proton recoils.
The ambient background for all measurements was deter-
mined from a time window located just before the linac
pulse. The net background for this detector was small,
typically 2-3%. In Figure 2 the pulse-height distribu-

tion obtained with the detector for 3.2 MeV neutrons
is shown. As is shown in this figure, the energy-
dependent bias was set in the region where the net
count rate per pulse height channel scatters around
zero. The bias was large enough so that events from
12c(n,p) and '^C(n,a) reactions in the polyethylene
foil were not counted. The intrinsic resolution of
the 2 mm thick Si (Li) detector is better than 2% for

^^'Am alpha particles, when the outer portion of its

surface area is masked off. The pulse-height resolu-
tion observed in this experiment was dominated by the

angular spread of the proton recoils and the energy
loss of the protons in the polyethylene film.

A multiplate fission ionization chamber similar
to that of Ref. 2 was used to measure the 237Np fis-

sion rate. The chamber was located 63.65 m from the

neutron producing target. The detector contained
five fission foils with 100 yg/cm^ deposits of 237Np

evaporated onto both sides of 0.0025 cm aluminum
backings. The chamber was filled with a one atmos-

phere mixture of 96% Ar + 4% CO^ counting gas. The
wall of the chamber is .05 cm aluminum. The change
in the fission-fragment losses in the films as a

result of fission fragment angular distribution
effects was calculated to be less than 0.1% over the

energy range of this experiment. The fission-fragment
angular distribution measurements of Simmons^ were
employed in these calculations.

237
For the Np fission chamber only an ambient

background was subtracted from the foreground data.

The assumption of no time dependent background is

based on a measurement^ of a 0.2% background at

250 keV with a ^^^U fission chamber located near the

237np chamber. The two fission chambers were of the

same construction. It is expected that the percentage
background will decrease with increasing neutron
energy and should be smaller for 237Np ^^an for 235|j_

A typical pulse-height distribution obtained with
this counter is shown in Figure 3. A single pulse-
height bias was used for the neutron energy range of
this experiment.

Electronics

The electronic setup for each detector was

basically the same and is shown in Figure 4. Current
preamplifiers were used so that the preamplifier could
recover within one ys of the gamma flash and permit
data to be obtained to above 20 MeV neutron energy.

The only preamplifier pulses which were analyzed were
those in the proper time window with amplitudes above
a preset level. The preset level was set just above

the noise. The time window was set to include the

energy interval of interest and exclude the gamma

flash. Both pulse height and time-of-fl ight data were
accumulated with a computer and stored in a two-

parameter format on a million word disk. The two-

parameter data permitted the setting of the bias
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COLLIMATOR
IRON a MASONITE
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POLYETHYLENE
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Fig. 1, Experimental setup for the annular proton telescope.
Dimensions which are different for the low-energy measurements
are shown in parentheses.

o ICQ

10 20 30 40 50

CHANNEL NUMBER

Fig. 2. Pulse-height distribution
observed with the proton telescope for

a neutron energy of 3.2 MeV.

20 40 60 80 100 120 140 160 ISO 200 220
CHAMNEL NUMBER

Fig. 3. Pulse-height distribution
observed with the parallel plate fission
chamber.

AT
GATE

BISTABLE
VETO
UNIT

Fig. 4. Block diagram of the electronics
employed for each of the detectors.

channels after the experiment had been completed.
Tags were employed so that both detector systems could
use the same ADC and time digitizer. The time-of-
flight data were stored in 8 ns channels which were
subsequently grouped into 32 ns bins for the data
analysis. The data acquisition system was operated
in a one-count-per-beam-pul se mode through the use of
a veto unit. Due to the low count rate and the nearly
equal flight paths for the two detectors, the dead-
time corrections for the two detectors were nearly
equal so no dead-time corrections were made to the

data. This introduces an error of «0.1%.

The timing information from the proton telescope
system required a walk correction resulting from the

discriminator triggering at different times for small

signals than for large signals. This correction was

determined with a pulser adjusted to produce pulses
of the same shape as those produced by an 24lAm a

source. The signals from the pulser were varied in

amplitude with a orecision attenuator. The pulse-
height energy scale was deduced from the linac mea-

surements. The results of these measurements are

shown in Figure 5. These corrections were used to

shift the time-of-fl ight of the proton-recoil events.
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Fig. 5. Walk corrections for the proton

telescope versus energy.

Measurements were made with both detectors to

determine if gain shifts or baseline shifts were

affecting the data acquisition system. These effects

can occur if RF pickup or gamma flash adversely affect

the electronics. The time dependence of such shifts

was investigated from measurements made with and with-

out a radioactive source near the detector with the

linac on. The difference between the counting rates

from these two runs is the constant rate due to the

radioactive source modified by the gain or baseline

shifts. For the 237Np fission chamber, the measure-

ment employed a ^^'^Cf neutron source placed near the

detector but out of the linac beam. The results of

that measurement are shown in Figure 6. The proton

telescope measurement was made with an 241 Am a source

placed between the lead shadow shield and the Si (Li)

detector. It was located such that no proton recoils

from the polyethylene film were intercepted by the

source. The results of that measurement are shown in

Figure 7. For both detector systems there is no indi-

cation of structure within the statistics of the

measurements. A check of the peak positions in the

pulse height distributions for the 237i^p measurements
confirms the 237[^p result.

The neutron energy scale for both the proton

telescope and the fission chamber was checked by

measuring the position^ of the 2.079 MeV resonance
in carbon. A 5.08 cm thick carbon sample was used.

The agreement in both cases was within one time-of-
flight channel

.

< 1000

Np FISSION CHAMBER TEST WITH

1^

10 12 14 16 18

NEUTRON ENERGY (MeV)

20 22 24 26

Fig. 6. Baseline and gain shift test for the
fission chamber. The solid line near the center of
the figure is the constant count rate from the
252cf neutron source assuming no shifts.

1 1 1 1 1 1 1 1 1

PROTON TELESCOPE

TEST WITH "'Am a SOURCE

2800

2700 -

2600
• • • • • •

_
. a =2.1%

2500

2400

1 1 1
1

1
1 1 1 1

16 18 20

ENERGY (MeV)

Fig. 7. Baseline and gain shift test for

the proton telescope. The solid line near
the center of the figure is the constant
count rate from the 241 Am a source assuming
no shifts.

Data Analysis and Comparisons
with Previous Measurements

The shape of the neutron flux was obtained by

dividing the count rate vs time-of-f 1 i ght data from
the proton telescope by the hydrogen scattering cross

section, taking into account the angular range of the

proton recoils. The hydrogen cross section and angu-
lar distribution data were taken from the analysis by

Hopkins and Breit.^ The fission chamber data were
then divided by the flux which had been interpolated
to the same energy mesh. Many separate runs were
combined for each polyethylene film thickness. For

the high-energy measurements the data for the dif-

ferent film thicknesses were combined using only
those regions where a bias channel could be set where
the net count rate per channel scatters around zero.

The high-energy data were normalized to the low-energy
data at 3 MeV.

The statistical uncertainty of the measurements
is 2-3%. The systematic errors considered are trans-
mission corrections (<0.1%), hydrogen scattering
angular distribution (0.2%), walk correction (0.5%),
fission fragment angular distribution (<0.1%), dead-
time correction (<<0.1%), and fission chamber back-
ground (<0.1%). Thus it is believed that the total
error is -2-3%.

Simultaneous with these measurements of the 237i^p

fission cross section, measurements were also made of
the 235|j fission cross section.^ The 237Mp/235u f-jg-

sion ratio was formed from these data sets and for
purposes of comparison normalized from 1-2 MeV to the
measurements of Behrens.' The present low energy ratio
measurements are shown in Fig. 8 compared with those of

Behrens^ and Stein. ^ The shape agreement among these
data sets is reasonably good. The Stein data disagree
somewhat in normalization with those of Behrens. The
present high energy ratio measurements compared with
those of Behrens are shown in Fig. 9. Significant
differences are evident in certain energy regions,
particularly near ~6, 10 and 16 MeV.

In order to make comparisons with other 237f^p

cross section measurements, a normalization must be

established for the present shape measurements. The

normalization was deduced from the Behren's 237f^p/235u

fission cross section ratio averaged from 1 to 2 MeV

combined with the 235[j fission cross section4 averaged
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Fig. 8. Comparison of the present low energy measurements of the Np/ U fission ratio with those of
Behrens et al . and Stein et al.^
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Fig. 9. Comparison of the present high energy measurements of the Np/ U fission ratio with
those of Behrens et al.7

from 1 to 2 MeV. The present measurements with this

normalization are shown in Fig. 10. Also shown are

some of the 237i\]p measurements which cover a rela-
tively large energy interval and can provide shape
comparisons with the present measurements. The mea-
surements of Henkel", which employed a long counter for
neutron flux measurement, agree reasonably well with
the present measurements from ~3 to 8 MeV; however, the

measurement at ~14 MeV disagrees significantly with
the result from the present investigation. The linac
measurements of Plattard^O lie systematically higher
than the present measurements but have a similar
shape. The measurements of Jiacoletti^^ have a dif-

ferent shape than the present measurements above ~5

MeV. The normalization procedure adopted for the

present measurements does not agree with ENDF/B-V.^^

974



to
c
o
-Q 2

1
\ 1 r

X PRESENT MEASUREMENTS
• JIACOLETTI el al (1972)

V PLATTARD et al (1975)

A HENKEL (1957)

— ENDF/B-3Z:

X „ X X y X

13 15 17 19

E(MeV)
237,

Fig. 10. Comparison of the present measurements of the Np fission cross section with those of Jiacoletti et

al.Jl Plattard et al.JO and Henkel.^ Also shown is the ENDF/B-V evaluation.

The shape agreement is reasonably good up to ~8 MeV,

but ENDF/B-V is consistently high above that energy.
5. H. T. Heaton, II, et al . , Nucl . Sci. Eng. . 56, 27

(1975).

Summary

The present measurements provide a determination
of the shape of the "^j^p f-jssion cross section rela-
tive to the hydrogen scattering cross section from
1-20 MeV with small systematic errors and statistical
uncertainties of 2-3%. The agreement with previous
measurements is fair at low neutron energies and

worse at higher energies. Unfortunately the poor
data base for 237[\|p(n,f) implies a considerable
effort if it is to be used as a cross section standard.
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ABSOLUTE FAST FISSION CROSS SECTION MEASUREMENTS ON Np

D. J. Grady, G. T. Baldwin, and G. F. Knoll
The University of Michigan

Ann Arbor, Michigan 48109, USA

237
We have extended our series of absolute fission cross section measurements to Np at

770 and 964 keV. Nearly monoenergetic fluxes of neutrons were obtained using La-Be and Na-Be
photoneutron sources. These small, spherical sources were calibrated in the U of M manganese
bath facility, using NBS-II as a standard. Dual target foils were used in symmetric orienta-
tion to allow accurate calculation of the average neutron flux magnitude. Deposit masses
were determined by microbalance weighings. Fission fragments passing through limited solid
angle apertures were recorded on polyester track etch films. Preliminary results give values
of 1.191 and 1.355 barns at 770 and 964 keV, respectively. Final error estimates are ex-
pected to be between 2 and 3%.

237
(Absolute fission cross sections, Np, photoneutron sources, manganese bath)

Introduction

237.
The establishment of a reliable Np fission

cross section standard requires the accurate deter-
mination of benchmark absolute fast fission neutron
cross sections. These measurements help serve to
anchor cross section shape results produced by other
methods. In particular the smooth threshold-like
behavior of this fission cross section makes abso-
lute measurements in the 500 to 1000 keV range quite
important. We have used existing facilities at the
University of Michigan for performing two such
absolute measurements using La-Be and Na-Be photo-
neutron sources with respective energies of 770 and
964 keV. Together with the established data analy-
sis procedures and confidence acquired through past
experience with similar measurements, we expect
these results to provide a valuable contribution to

the
237

Np fission cross section data base.

The experimental techniques used to measure
absolute fission cross sections at the University of

Michigan have been previously documented in earlier
12 3

reports. ' ' For completeness, however, a brief
summary of our procedure is reviewed in the next
section. Following sections will discuss in more
detail those aspects of the measurements peculiar to

237
the Np isotope.

0.70mm .^^P^RTURE

15100 cm I.R.

TRACK-ETCH
DETECTOR FILM

0 010 CM THICK.

Fig. 1. Fission rate determination apparatus

The latent fission tracks are developed to dia-

meters of about 14 pm by etching the films in potas-

sium hydroxide. The films are then gridded to 1 mm
X 1 mm squares on an index bench and then counted
manually with the aid of a binocular microscope

.

Photoneutron Sources

Overview of Experimental Procedure

The photoneutron source is activated in the
thermal neutron flux of the University of Michigan
Ford Nuclear Reactor. The source is then immedi-
ately transferred by remote handling to the source
well of a cadmium-lined brass cylinder containing the
fission targets and detectors under vacuum. The ex-
perimental containment package is then suspended in

the center of a shielded, low albedo room for the
duration of the target irradiation.

2 237
Two 1 mg/cm ^^^9®^ foils positioned in

dual "compensated beam" geometry, each with an asso-
ciated polyester track etch detector defined by a

limited solid angle aperture, comprise the fission
rate determination apparatus illustrated in Figure 1.

After an exposure period sufficient to acquire
1% counting statistics (17 to 65 hours) , the photo-
neutron source is removed from the experimental
package and placed in the manganese bath. Compari-
son of the induced manganese activity from the
photoneutron source with that from our reference
252

Cf spontaneous fission neutron source yields the

absolute photoneutron source strength.

Activation

The monoenergetic photoneutron sources used in

this work are the La-Be (neutron energy of 770 keV)

and the Na-Be (neutron energy of 964 keV) spheres
4

described by Davis, et_. al. The sources are acti-

13 2
vated in a flux of 10 n/cm /sec to produce the

24 140
Na and La core activities. Gammas emitted from

the core region interact by the (. Y ,n) reaction in

the surrounding beryllium shell to liberate neutrons.

Typical neutron strengths of 5x10(7) and 1.5x10(6)

n/sec were thus obtained for the Na-Be and La-Be

sources, respectively.

Spectrum Modeling

The VES Monte Carlo computer code was used to

determine the energy and angular distributions of

photoneutron emission, by modeling the neutron and

gamma transport within the multi-region photoneutron

source. This program was adapted from an original

version described by Vesely^, and subsequently devel-

oped by several workers at the University of Mich-

igan.
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The neutron energy spectra obtained by the

program for the La-Be and Na-Be sources are shown in

Figure 2 and Figure 3 . They are used in the neutron
spectrum correction factor which is discussed in the
section "Significant Correction Factors". The neu-
tron emission distribution as a function of the angle
with respect to the source surface normal is used in

the calculation of the average scalar flux at the
fission targets.

Lfl-BE PH0TONEU7R0N EHISSION

VES nONTE CARLO JUL 25, 1979

22960 PHOTON HISTORIES

results, together with the previously calibrated

^^^Cf source strength on 12/27/75 (1.0417x10^
+0.58% n/sec) and half life (2.643 ± 0.005 years)
yield the absolute photoneutron source strength.

12 4
Past measurements at this laboratory ' ' have

made reference to the secondary national neutron
standard NBS-II. This source was not available for

237, 252,
Np measurements. A two year history of Cf vs.

NBS-II cross-calibrations was used to obtain the
above-stated neutron strength and associated error.
Our experimentally-determined Cf half life
(2.553 ± 0.051 years) agreed well with the value
quoted above to add further credence to our source
strength determination.

Target Foils

Description

400. 600. 800.

NEUTRON ENERGY (KEV)

The target foils were prepared by the Oak Ridge
National Laboratory. They are approximately

2 237
1 mg/cm vapor deposits of °^ radius 1.375 cm

on 2.0 cm radius, .0254 cm thick platinum backings.
Isotopic purity of the neptunium was quoted as 99.99%
237

Np with trace neptunium and plutonium impurities.

Mass Determination

Fig. 2. La-Be photoneutron energy spectrum

NR-BE PHOTONEUTRON EHISSION

VES nONTE CARLO JUL 25, 1979

22960 PHOTON HISTORIES

400. 600. 800.

NEUTRON ENERGY (KEV)

Fig. 3. Na-Be photoneutron energy spectriim

Neutron Source Strength

237
Following the Np foil irradiation , the photo-

neutron source is transferred to a continuously sam-
pled manganese bath. A time history of the source
neutron strength is obtained by detecting a fixed
fraction of the induced manganese activity. A com-
puter program unfolds the time dependence of this
activation history to obtain a relative indication of
neutron strength at the time of source insertion in
the bath.

This same procedure is duplicated before and
after each photoneutron run using the reference
252^^

Cf spontaneous fission neutron source. These

Consistent target mass determination has yet to
be made to within acceptable uncertainty. Gravimet-
ric results from ORNL quoted with approximately
±10 (ag error were not confirmed by independent mass
assays done by alpha counting at the National Bureau
of Standards. The NBS results state ±300 pg uncer-
tainty primarily due to alpha energy spectrum de-
gradation by the relatively thick foil deposits, such
that short lived impurity alphas cannot be accurately
discriminated from the longer lived primary alphas of
237

Np. Further work is being done with thinner
deposits to better determine the activity ratios for

the
237

Np and its impurities.

The masses used in the analysis here are those
of the ORNL weighings.

Irradiation Geometry

The benefits derived from using the compensated
beam geometry in conjunction with limited solid
angle detection have been discussed in previous

3 4
papers.' The total fission rate determined from the
two track detectors is far less sensitive to the
exact photoneutron position. This technique is

considerably less susceptible to spacing measurement
errors and their propagation through flux and detec-
tor efficiency calculations.

Two fission runs were performed for each neutron
source at deposit-deposit spacings of approximately
10 cm and 14 cm. The two independent measurements
permit the evaluation of a systematic room return
component to the neutron flux (its relative contri-
bution would be expected to be higher at larger
source-target spacings) . No such component was ob-

served (within experimental error), as was expected,

due to the threshold-like behavior of the fission

cross section. Hence, no explicit correction was

made and the results of the two runs were simply

averaged

.
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Flux and Detector Efficiency Neutron Spectrum

A computer code calculates the scalar neutron
flux and aperture detection efficiency at each of
eleven points on the target foil, evenly spaced along
a radius in increments of equal area rings . The point
flux is evaluated by an integral of the photoneutron
emission angular distribution over the source surface.

The efficiency for detection of fission events
at these same points is an anisotropy-compensated
numerical integration over the aperture acceptance
solid angle. The product of the point-wise flux and
efficiency values is then nvmierically averaged over
the target foil and weighted by the deposit density
distribution.

Fission fragment angular anisotropy literature
237

data for Np are scarce. For a fission fragment
emission anisotropy described by the function

2
1 + A (cos S ) , where 6 = polar angle of fragment
emission with respect to the incident neutron, we
find values of A = 0.10, 0.17 for La-Be and Na-Be,
respectively. 6 We are currently planning to do our
own determination of these two anisotropies at the
Argonne National Laboratory Tandem Dynamitron.

The measured cross section must be modified to
account for the finite neutron energy distribution of
the photoneutron sources. The correction factor is
obtained by weighting the ENDF/B-IV fission cross
section shape with the Monte Carlo-determined neutron
energy spectr\mi. This factor is quite large because
of the strong variation of cross section with energy

237m this region of the Np fission cross section.

Table I. Correction Factors (in %)

Manganese Bath

Neutron Inscatter
- 10 cm spacing
- 14 cm spacing

Neutron Spectrum

770 key

-0.333

+4.100
+5.390

+17.350

964 key

-0.555

+3.250
+4 . 380

+6.860

Fission Rate Determination

The fission fragment detectors used were poly-
ester track etch films. Track etch detectors were
chosen for their high intrinsic efficiencies for
fission fragments ( ~100%) and inherent insensitivity
to high gamma backgrounds. After exposure these
films are etched in 6.0 N potassium hydroxide at
680 c for about four hours resulting in track sizes
of approximately 14 pm. The films are next gridded
and finally hand counted using a binocular micro-
scope. The films are counted by different individ-
uals until the results agree to within 0.5%.

Significant Correction Factors

Results and Comparisons

The results of our determination of the absolute
fission cross section measurements along with
comparable ENDF/B-iy values are listed in Table II.

237
Table II. Absolute Np Fission

Cross Sections (barns)

(key) This Work ENDF/B-IV

770 1.191 1.182

964 ' 1.365 1.465

Several correction factors are applied to
various aspects of the data analysis. The major
factors are compiled in Table I and are briefly
discussed here.

Manganese Bath

The correction factor is source dependent and
is the sum of several competing loss and gain
mechanisms. These include source and dry well self-
absorption, leakage of neutrons from the bath,
neutron streaming losses from the dry well opening,
photoactivation of the natural deuterium content of
the bath and parasitic fast neutron capture by

^^0(n,o<) and '^S(n,p) reactions. The values in the
table are for the La-Be and Na-Be sources, respec-
tively.

Neutron Inscatter

Inscatter from the components of the exper-
imental package acts to increase the flux at the
target. Scattering from the containment package,
cadmium shield and detector assemblies are handled
using a point source-point scatterer-point target
approximation and scattering is treated isotropi-
cally. A Monte Carlo program was written to calcu-
late the scattering from the target backings and
target holders.

We emphasize that these are preliminary results.
Final results with error bars will be published
pending completion of more accurate mass determination

,

measurement of the fission fragment anisotropies and
recalibration of our reference spontaneous fission

252
source ( Cf) with the NBS-II neutron standard.
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THE CROSS SECTION FOR THE ^Se(n,p) REACTION FOR ^k.^'5 MeV NEUTRONS

by T. B^Ryves and E,J. Axton

National Physical Laboratory

Teddington, Middlesex

TW11 OLW, UK

A value for the cross section for the ^^Fe(n,p)^^Mn reaction for 14.73 Mev
neutrons has been derived from a critical evaluation of measurements
performed as part of an international comparison of fast neutron flux
density organized by the Bureau International des Poids et Mesures
between 197^ and 1978.

I

'^^Fe(n,p) cross section, l'f.73 MeV, evaluation
|

Introduction

The international comparison of fast neutron flux
density organized by the Bureau International des

Poids et Mesures (BIPM) between 197^ and 1978 is now
concluded . One part of the comparison in which
five laboratories participated was the ^h MeV
comparison using natural iron foils as the transfer

method. These laboratories were Bureau Central de

Mesures Nucleaires, Geel (BCMN) , Electrotechnical
Laboratory, Tokyo (ETL) , Institut de Metrologie

D. I. Mendeleev, Leningrad (IMM) and the National
Physical Laboratory, Teddington (NPL) . Sets of

three foils of pure natural iron 2. 54 cm in diameter

and 80 mg cm "2 in thickness were circulated to each
participating laboratory who then irradiated the

foils in their standard 14 MeV neutron flux. The

basis of the comparison was the induced 4ti|3 count

rate produced in the foils, corrected to saturation
and normalized to unit neutron fluence. At the

suggestion of Dr F G Perey the data have been

subjected to a critical evaluation with a view to

deriving a value for the cross section for the

56Fe(n,p)56iuin reaction at the neutron energy used in

the intercomparison. Although the energy originally
specified for the intercomparison was 14. 80 MeV,

subsequent investigations on the part of some of the

participating laboratories indicated that the actual
measurements were performed at slightly different
energies. It was therefore necessary to make small
corrections to the assumed neutron energies in order
to obtain a consistent set of data. This further
necessitated making corrections to the estimations
of neutron flux density. Finally the normalized foil

activities were corrected to a common 'median' energy
using an assumed slope for the variation with neutron
energy of the iron cross section.

Evaluation of the date

The results of the participating laboratories
were presented in separate reports to BIPM, together
with more detailed reports 2-9^ wherein the methods
of determining the neutron flux density were
discussed. The main problems of the evaluation have
been to unify the results by ensuring consistency
in (a) the neutron energies at which measurements
were made (b) the corrections applied to determine
the neutron flux density and foil activity, and (c)

the uncertainties at Icf confidence level, and also
to specify the covariances which exist between
measurements.

Neutron Energy

The neutron energies claimed by the partici-
pating laboratories, and the consistent energies used
in the evaluation, are given in Table I. It was
noted that ETL and NPL used almost identical
conditions for obtaining neutrons (a 130 keV deuteron
beam striking a new" 270 iig cm~2 Ti-T target, with
measurements at 0° to the direction of the beam)

,

although these laboratories quoted quite different
neutron energies. However a recent measurement
under these conditions at NPL ''0^ using a Si surface
barrier detector, yielded a neutron energy of 14.70
MeV, and the ETL calculated estimate was 14.75 MeV,

so a compromise value of 14.72 MeV was teiken for

these two laboratories as a basis for this

evaluation. On this basis the BIPM neutron energy
at an angle of 27° for a thicker, 550 p.g cm~2 Ti-T

target using 140 keV deuterons was 14.63 MeV. The

IMM neutron energy at an angle of 8° for a 250 V'g

cm~2 Ti-T target using 140 keV deuterons became

14.72 MeV, much below their quoted energy of 14. 80

MeV. (However it was noted that in a subsequent
and apparently similar set of runs in the

intercomparison using a fission counter as transfer
instrument their quoted energy was reduced to

14.76 MeV). The BCMN value of 14.80 MeV was
unaltered, since they used much higher energy
deuterons of 65O keV and neutrons at 70° to the
direction of the beam.

We have assumed that each laboratory actually
made measurements at the evaluation neutron energies

En shown in Table I. In the case of the associated
particle measurements (BIPM, ETL, IMM) this involved
altering the solid angle conversion factors J as

originally used to the appropriate corrected factors

J', where the neutron flux -density is 0aJ. We have

assumed that J' can be evaluated without appreciable
error at the mean neutron energy, rather than by
averaging J over the target neutron spectrum, which
is not very well known. The foil activity A (acT'pg,

the total 50]^ production cross section) was then

further corrected to the median energy of 14.73 MeV
using the relation derived from ref.l6 that

d(5'Fe/dEn=(- 0.0123+ O.OOO6) keV-^. These
corrections are listed in Table II.

In the case of the proton recoil telescope

measurement at NPL, where 0a 1/(% and tfjj is the
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180 neutron-proton differential scattering cross
section, A/0 was adjusted by a factor to

correspond to ^k.?^ MeV, and then by correction of

to 1^.73 MeV as before. Some of the IMM
measurements employing a stilbene crystal also
depended on the hydrogen scattering cross section,
and these results were adjusted in a similar fashion.

The BCMN foil activity was adjusted from l^f.

1^.73 MeV using dC^g/dE^^ as above.

Other corrections

to

In the course of the evaluation the NPL
intercomparison measurements v/ere reviewed and a

correction was introduced relating to standard iron
foils which were used to monitor the fluence. No
other significant corrections to the data were made,
since so far as could be ascertained, all the
participating laboratories made equivalent corrections
in obtaining the neutron flux density. There was a
lack of detailed information in some cases,

especially on the values of J and (3^i used in obtaining
the neutron flux density. Table I shows the input
data taken from Table 2e of reference 1 , and also
the revised data after the evaluation.

Uncertainties and correlations

Systematic uncertainties were generally
estimated by the participating laboratories (except
for IMM) at approximately the 99^ confidence level,
and then halved to give 13* levels. This
recipe is a compromise between the assumptions (a)

that the uncertainty has infinite degrees of freedom
and a Gaussian probability distribution, when the

factor would be about O.k, and (b) that the
uncertainty has a rectangular probability
distribution, when the factor would be about 0,6. The
l!f uncertainties for the participating laboratories
are listed in Table III. These uncertainties are
mostly based on their reports to BIPM, apart from
those due to our evaluation of the imcertainty in
neutron energy (see below). All the systematic
uncertainties were finally combined by adding in
quadrature

.

It is clear that the proton recoil telescope
measurements (BCMN, NPL) and the stilbene crystal
results (IMM) are correlated through 1^, The adopted
energy of the experiments (see the previous section)
had an estimated J/<^ uncertainty of _+ 60 keV,
corresponding to a liS" uncertainty of _+ 30 keV, which
mostly affected the associated particle methods
(BIPM, ETL, IMM). It was assumed that this energy
Toncertainty was 70^ correlated between BIPM, ETL,

IMM and NPL, the correlation of NPL being of the
opposite sign to the other laboratories. In the
case of IMM, who used- both associated particle and
stilbene crystal methods for measuring neutron flux,
we have assumed that their final result was an
average value of the three methods.

Analysis of data and derivation of cross section

One method to derive a reaction cross section
from the intercomparison results would be to convert
each of the I8 intercomparison measurements into a
cross section value and to derive a weighted mean
value after giving due attention to the complex
correlations between the measurements of laboratories
using the same or similar m^ethods, and between
measurements using the same foils at different

laboratories. However, this method does not at the
same time demonstrate clearly how each laboratory's
measurements stand in relation to the others. The
least squares technique described below is therefore
preferred since it yields more information, and the

covariance problems are easier to handle.

The first stage of the analysis is to derive
optimum values for the foil activities per unit
neutron fluence using the least-squares technique
described by Hayes and Axton'^'^, which reduces the

problem to the choice of only one ar-bitrary zero.
In this example a set of six iron foils were
provided as transfer instruments. Each of five
laboratories irradiated some or all of the ssunples

in its own absolutely calibrated field of '^k MeV
neutrons, and the basis for the intercomparison is

the saturation p-particle counting rate induced in
the foils by unit neutron fluence.

The output data consists of the systematic
error, or bias, (x) , made by each laboratory and the
optimum value for each foil activity, together with
a covariance matrix of random errors. These
estimates are necessarily relative to the bias of

one particular laboratory which is taken to be zero.
There is no way to determine the true origin, (x)

,

and the best choice will depend on the paxticular
circumstances. The most likely position of the

true zero is that which gives a weighted mean of

zero for the x's. It is the difficulty associated
with the determination of the weights for the

measuring laboratories which presents the greatest
problem in this type of analysis.

It was decided that the weight for each
laboratory should be derived from the variance-
covariance matrix, (Table IV) derived in the previous
section for the systematic uncertainties in the

value of A/0. It will be recalled that only the

random uncertainties in the value of A/0 were used
to determine the weights for the Hayes-Axton
analysis.

The calculated biases of the laboratories, (x)

,

and best values of A/0 for the foils are given in
Table V.

The second stage of the analysis is to derive
a cross section value from each optimiam foil
activity according to the equation

M
Tkm

1

Er(1 + k)

where 6pe is the cross section, A is the saturated

P activity, 0 is the neutron flux density, M is the
atomic weight, L is Avogadro's number, a is the
isotopic abundance of 5&pe and m is the mass of the
foil. Ep is the |3 efficiency N^j/N^ as determined
by ^Ttpycoincidence coimting at NPL, where Nc and N,

are the coincidence and y count rates, k is a small
correction which combines the effects due to the
efficiency of the |3 counter to y rays and the
complex decay scheme of ^^Ibi. A small correction
was then made to allow for the production of
by the 57Fe(n,np+pn+d)5DMn reactions by reducing the
cross section by (O.I3 _+ O.O^t) %.

The conversion of the activities into cross
section values introduces a further uncertainty due
to that in the P particle counting efficiency.
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which is partly correlated and partly uncorrelated
between different foils (see Table VI). The random
(uncorrelated) part is added to the foil covariance
matrix which is then used to provide the final
weighted mean cross section value with its associated
random and systematic uncertainties. Several other
common systematic uncertainties, e.g. in the

half-life, isotopic abundance of 56Fe, the correction
for 56Mn production by the competing reactions, are

negligible.

Cross section results

The average value of cfpe» ^^e(n,p)^^y[n
cross section, was calculated, as discussed in the

previous section, to be (109.2 _+ 1.0) mb. The
uncertainty was the sum in quadrature of four
components: random uncertainty of x (0.15?^),

systematic uncertainty of x (0.76%), random
uncertainty in the mean (0.33^) and systematic
uncertainty in ETp (1+k) (0.2?^).

It is interesting to compare this value of (Ipg

with values derived independently by several of the
participating laboratories, which were based on the
same or similar measurements. The result from ETL''^

was (107.1 ± 3.1) mb at 1^.80 MeV, based on kn^y
coincidence counting of their own foils. However
they have subsequently reduced the estimate of their
neutron energy to 1^.75 MeV, which would alter this
result. Their values of E>(3 and k used in the (3

counting were close to the values used here but apply
to foils of slightly different thickness. The BCMN
value3 ^as 109.8 mb at l^t.SO MeV, based on an
absolute measurement of the foil activity with a
calibrated Nal crystal. The derived value for their
(3 counting efficiency agreed very closely with the
value used here, as did their cross section when
converted to our median energy of 14.73 MeV. The
IMM result'^5 ^as (110.9 + 1.7) mb at 14. 80 MeV, based
on knpy coincidence counting with a p counting
efficiency of only O.38 and a k-correction of nearly
10^. Their iron foils were irradiated at distances
between 3 and 7 cm from the target , which seem rather
close in view of possible geometrical uncertainties.

Discussion

The intercomparison has yielded a value for

6Fe of (109.2 +_ 1.0) mb at 14.74 MeV, in fair
agreement with the measurements of Robertson et al "^^

and Ryves et al 9 and the evaluation of Simons and
McElroy ''5. It is 3% above the ENDF/B-IV Dosimetry
File evaluation of Dudey and Kennerley 16, due to
the weight given there to the measurements of Liskien
and Paulsen ^7 which are now obsolete 1°. The present
evaluation depends entirely on a consistent
assignment of neutron energies for the measurements,
and an assessment of correlated and uncorrelated Itf

uncertainties. It is apparent that the cross section
results of the participating laboratories differ
over quite a large range of approximately y/o, but
the reasons for these differences are unresolved.
It is possible that there is some fine structure in
the 56Fe(n,p) excitation function. If such an
intercomparison were repeated it would be
advantageous to: (a) measure the absolute activities
of the iron foils, e.g. by kn^y coincidence coimting,
or with a calibrated Nal crystal (b) measure (not
calculate) the neutron energy to at least + 20 keV,

perhaps with a Si detector, or work at about 950 to
the direction of low energy deuteron beam, when the
neutron energy from the D-T reaction is close to

14.00 MeV and almost independent of the deuteron
energy (c) use several methods for determining
neutron flux density to reduce correlations (d) have
more laboratories participating.
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Table I Intercomparison results

Lab

BIPM

ETL

BCMN

NPL

IMM

Method*

AP

AP

AP,CM

NP

BIPM REPORT EVALUATION {^k.^l) MeV)

Foil

no

E
n

MeV

A/0

xlO
^

E **
n

MeV

A/0
i.

xlO

random

uncertainty

¥f 14.68 3.20 14.63 3.205 0.13

3.14 3.145 0.16

k% 3.16 3.165 0.17

kk 14.75 3.21 14.72 3.267 0.3

3.14 3.196 0.3

3.17 3.226 0.3

¥f 14.80 3.22 14.80 3.247 0.8

3.22 3.247 0.9

48 3.18 3.207 0.9

hk 14.67 3.216 14.72 3.156 0.29

h5 . 3.193 3.143 0.20

k8 3.205 3.141 0.36

k? 3.231 3.187 0.11

k9 3.195 3.133 0.47

57 3.174 3.115 0.15

47 14.80 3.24 14.72 3.282 0.3

h9 3.17 3.211 3.0

57 3.19 3.231 0.6

*AP - associated particle

T - proton recoil telescope

CM - n-acoincidence

NP - Stilbene spectrometer

** Evaluated measurement energy

Table II Correction factors used for (A/0) ratios

Lab J/J' to
^y'^H ^ overall

l4.73MeV correction . factor

1.0017

1.0177

1 .0085

0.981^

1.013^

a Average value for associated particle and stilbene crystal methods

b Average value for iron foils

BIPM 1.0140 0.

ETL 1.0190 0.9988

BCM 1 .0085

NPL 0.9988 0.984^ 0.9967 1.0020

IMM 1.022 0.9988 1.004
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Table Xll 1-'^ uncertainties %

NPL BCM BIPM ETL IMM

Neutron flux

0^
geometry 0.3

n scatter, atten O.I5

background 0.1

Si(p,X) 0.1

aperture edge effect 0.25

radiator composition 0.1

p scatter 0.1

energy, +30 keV O.I8

a -count

a -solid angle

D(d,p)T reaction

Si(n,X)

a -scatter

neutron flux density

correlated random

weighting of methods

Foil

dfi' /dE correction
Fe n

distance

correlated random 0.^

counter-plateau 0.5

Total uncertainty 1 .14

0.8

OA
0.25

0.75

0.1^

0.15

0.15

1.23

0.58

0.25

0.25

0.1

0.1

0.1

0.2

0.3

0.79

0.^

0.5

0.1

0.1

0.3

0.5

0.2

1.05

0.6

0.75

0.3

0.5

0.3

0.3

1.20

Note: correlated uncertainties are underlined.

Table VI Data for iron foils

Table IV Covariance matrix for lab weights

BIPM ETL BCMN NPL IMM

BIPM 0.620

ETL 0.193 1.110

BCMN 0.000 0.000 1.500

NPL -0.051 -0.060 0.6^+0 1.300

IMM 0.080 0.100 0.320 0.320 l.^ifO

Table V Evaluated (A/0) ratios (xlO )

Foil

no

kk

45

k7

h8

k9

57

mass

mg

412.79

405.67

413.67

408.52

408.08

402.45

E^(1+k) % uncertainty in Ep(1+k)

random systematic
(correlated)

0.7174 0.354 0.2

0.7269 0.304

0.7229 0.507

0.7220 0.346

0.7201 0.446

0.7263 0.415

Foil 44 45 48 47 49 57 Bias

Lab %

NPL 3.156 3.143 3.141 3.187 3.133 3.115 -1.35+0.21

BCMN 3.247 3.247 3.207 +1.22+^0,72

ETL 3.267 3.196 3.226 +1.13+0.25

BIPM 3.205 3.145 3.165 -O.69+.O.15

IMM 3.282 3.211 3.231 +1.78+0.45

Best 3.225 3.173 3.187 3.230 3.175 3.159

value

Uncer- 0.20 0.20 0.23 0.26 0.76 0.31

tainty
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C + n POLARIZATION MEASUREMENTS AND THE CARBON STANDARD

J. L. Weil, T. W. Burrowst and F. D. McDanieltt
University of Kentucky

Lexington, Kentucky 40506, USA

The asymmetry of polarized neutrons scattered from carbon has been measured at several
angles for neutron energies of 4.60, 4.82 and 5.17 MeV. From an analysis of the measured
asymmetries together with previously measured total and differential cross sections, the
scattering phase shifts of carbon have been determined with more precision and accuracy
than previously available, making carbon more useful as a neutron scattering standard.

[C(n,n), measured asymmetry, E = 4.6 - 5.2 MeV, calculated scattering phase shifts.]

Introduction

These measurements were undertaken for two reasons;
to improve the precision of the 12c(n,n)12c scattering
phase shifts, and to test a prediction that carbon
would be a good polarization analyzer in the energy
range 4.5 - Ej^ - 5.3 MeV. More precise phase shifts
will improve the usefulness of carbon as a neutron
scattering standard, since scattering cross sections
can be easily calculated at any place in the range of
energy where the phase shifts are known. The analyz-
ing power can also be calculated from the phase shifts.
A prediction of large analyzing power was made by Ga-
lati et^ al. -' based on a phase shift analysis of dif-
ferential cross section measurements on '^C (n, n) '^C
in the energy range 3 f Ejj - 7 MeV. Those derived
phase shifts are shown in Fig. 1.

Experimental Method

Neutrons with a polarization of 12-15% were pro-
duced using the D(d,n)3He reaction. Deuterons from the

University of Kentucky Van de Graaff accelerator were
incident on a 3 cm long gas cell filled with 2 atm of
deuterium and sealed from the vacuum with a 3.45 micron
Mo foil. Neutrons coming off at 45° to the incident
beam direction were used for the scattering. The

PULSED BEAM

BRASS

Sa LEAD
CZ3 LI,CO, + PARAFFIN

POLARIZATION ANALYSER

WUTRON SOURCE

AXIS OF ROTATION Of
SHIELDING ASSEMBLY
NORMAL TO PAGE

Fig. 2. Experimental apparatus used for measuring
the asymmetry.

energy spread of the neutrons is given in Table I.

The experimental setup is shown in Fig. 2. Most c

the data were taken with a 4 cm diameter by 5 cm high

cylinder of reactor grade graphite as the scattering
sample. Some points were also measured with a 2 cm
diameter x 5 cm high sample to check the accuracy of
the corrections for sample size effects.

The scattered neutrons were detected in two NE218

180*
'

I
' ' ' '

I

'

'^C(n,n)'^C

T—

r

T

f

3/2 7/2

•_J

—I—I—I I I I I I I I I I I I I I I I I I I I I I I

3.0 3.5 4.0 4.5 5.0

En (MeV)

5.5

5/2

J I L

6.0 6.5
-1—1 I L

7.0

Fig. 1. Phase shifts from Galati 0(9) measurements. Oversize and open symbols at 4.60, 4.82 and 5.17
MeV are the phase shifts from the present work.
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Table I. Neutron Energies

,

Energy Spreads and Scatter-

ing Angle s

E ae e
labn n

(MeV) (MeV)

4.60 0. 32 50°, 70 °, 85°, 135°

4.82 0.29 50°, 70 °, 85°, 120°, 135°, 150°

5.17 0.25 70°

liquid scintillators 3.8 cm high x 3.5 cm diameter
coupled to 56 AVP phototubes . The incident neutron
beam was very tightly collimated with copper apertures
and the whole polarimeter was housed in a massive
Li2C03 loaded paraffin shield to reduce room background.
Brass shadow bars of 20 and 28 cm length near the de-
tectors served to further attenuate the neutrons coming
directly from the neutron source by factors of 3 to 20

.

The incident deuteron beam was pulsed in tJie accel-
erator terminal and bunched with a Mob ley compression
system into bursts of about 1 ns duration. The time-
of-flight method and gamma-ray suppression by pulse
shape discrimination were used to further reduce the

background. The detection system was electronically
biased to accept only those neutrons above 1.68 MeV.
The system and methods are modified slightly from those
of Sherwood et al . ^ For each data point, scattering
measurements were made with the polarimeter at ± 45°

relative to the incident deuteron beam in order to can-
cel out geometrical asymmetries. At each angle, sam-
ple-out measurements were made to determine the back-
ground which was then subtracted. If Nj; and N-^ repre-
sent the numbers of neutrons detected by the right and
left detectors respectively, then the measured asymme-
try is given by

Pl(45°) A2(e2)
Nt. - NR

Experimental Results

The asymmetry in the scattering of polarized neu-
trons from carbon was measured at three incident neu-
tron energies. The energies and laboratory scattering
angles are given in Table I. The asymmetries have been

0.2

0.1

<
If)
'9-

-0.1

-0.2

T T T 1

'2c(n,n)'2c

En = 4.60 MeV

i Present work

§ Drigo, 4.7 MeV

i Hoi* <A2>E
— Galati <A2>e

using P|= -0.156

30° 60° 90'

Slab

120° 150° 180°

Fig. 3. Asymmetry measurements from this work and

by Drigo. Calculated asymmetries from results of
Holt and Galati.

corrected for finite geometry and for multiple scatter-
ing using the Monte Carlo program PMSl-^ and also
corrected for the variation of intensity of the incident
neutrons across the face of the sample. The latter
correction was small (5 2.5%) but the finite geometry
and multiple scattering corrections ranged from 30% to

70% for the large diameter sample. After correction,
the asymmetries measured with the large and small scat-
tering samples agreed to within 0.3%. The overall un-
certainty in the measured asymmetries is estimated to
range from 6% to 18%.

The asymmetries measured in this work are shown in

Figs. 3, 4 and 5, along with asymmetry measurements
made by Drigo et^ aJ^. at nearby energies. The polari-
zation predicted by the Galati phase shifts was averaged
over the neutron energy range of the present work, then
multiplied by a value of incident neutron polarization
P]^(45°) determined as described below, and the resulting
asymmetry vs. angle is plotted in the same figures.

0.2

0.1 -

00

<

If)

-0.1 -

-0.2

J Present work

5 Drigo, 4.7 MeV

J Holt (A2\

— Galati <A2>,

I L

using P| =-0.142

_L _L
30° 60° 90° 120° 150° 180°

Fig. 4. See caption of Fig. 3.
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<
If)

qT
I

-0.1 -

-0.2

'2c(n.n)'2c

En= 5.17 MeV

# Present Work

$ Drigo, 5.2 MeV

—Galati (A2)gUSing P, =-0.120

0 30° 60° 90° 120° 150 180°

Fig. 5. See caption of Fig. 3.
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Analyzing powers measured by Holt et_ al- were also

energy averaged, multiplied by our derived value of

P2^(45°), and plotted on the figures for comparison.

The three polarization experiments agree reasonably
well in the forward hemisphere at all three energies,

but at 4.60 and 4.82 MeV, in the backward hemisphere,
the Drigo and Holt asymmetries are somewhat smaller in

magnitude than the present work. The asymmetries pre-
dicted by the Galati phase shifts have the same gener-
al shape as the measurements, but differ in magnitude
from the present data in at least one hemisphere at

each energy, indicating a need for some modification
of those phase shifts.

Analysis

The data were analyzed by doing a least-squares fit

simultaneously to the total cross section, the differ-
ential scattering cross section and the presently
measured asymmetries at each of the three energies,
with the carbon scattering phase shifts and the

D(d,n)3He source polarization as adjustable parameters.
The total cross section was taken from NBS 1386 ^nd was
energy averaged over the range of energy spread used
in the asymmetry measurements so as to be comparable
to the asymmetry. The measured differential cross
sections given in Galati et a2^.1 were also averaged
over the same energy interval before fitting.

The phase shift values determined in this analysis
are given in Table II and are also shown as oversize
symbols in Fig. 1. There it can be seen that the

Pl/2' ^3/2 ^"^^ '^5/2 phase shifts from the present
analysis agree very well with the values determined by
Galati. Our 03^2 phase shift is slightly larger than
Galati' s, though not outside the combined xincertain-

ties of the rwo experiments. The S-wave phase shifts
determined from the present work do appear to disagree
significantly with those of Galati, being somewhat
higher.

Not only are the S]_/2 ^3/2 Phase shifts deter-
mined with the aid of the asymmetry different from
those derived from the differential cross sections
alone, but the uncertainties are 2-3 times smaller, as

Fig. 6. Carbon analyzing power calculated from
phase shifts deduced in the present work, and from
Galati phase shifts. The data points are our asym-
metries divided by the D(d,n)3He polarization de-
termined in the least squares fit.

Table_II^ i_^Inin)_l_C_Scattering_Phase_Shifts_^^

E 6^
n S

6
p

6
p

6

\ iut; V f J./ ^ -*/ ^ S/2J/ ^

4.60 57 -15 133 -8.0 136

4.82 61 -13 141 -8.6 142

5.17 50 -14 144 -7 140

Uncertainties (energy averaged)

6

^1/2 \. 6 6

^1/2 °5/2

Galati , et al

.

+90 ±2° ±3° ±2° ±8°

This work ±3-6 0 <±2iiO ±3-4° <±3° ±2-3°

can be seen from the preliminary estimates given in

Table III. The other three phase shifts are determined
with about the same precision in the two analyses. The

effect of these relatively small changes in the phase

shifts on the predicted carbon analyzing power is shown

in Fig. 6. It can be seen that the asymmetry is indeed
quite sensitive to the phase shifts, and that even poor
resolution measurements with a precision of only 6-18%

are of great help in pinning down the values.

The differential scattering cross sections are also

significantly affected by the changes in the phase

shifts. The cross sections calculated from the new and
old phase shifts show differences ranging up to 10%,

depending on incident energy and scattering angle.

Such differences can be measured experimentally with
careful work, and hence are significant for the use of

carbon as a standard.
It should also be noted that these measurements and

analysis show that carbon is an excellent polarization
analyzer, with an analyzing power close to 100% at a

scattering angle of 70° over a neutron energy range of
at least 4.5 to 5.3 MeV.
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PARASITIC ABSORPTION AND LEAKAGE CORRECTIONS FOR MnSO, BATHS
4

H. Goldstein and L. Chen
Columbia University

New York, N,Y. 10027, USA

Using ENDF/B-V cross sections plus new evaluations for sulfur, corrections for fast

neutron absorption and leakage have been calculated for measurements of v by the MnS04
bath techniques. Transport calculations were performed in spherical geometry, chiefly
with ANISN, using a specially devised 118 group cross section set.

[ MnS04-bath, v.

Introduction

252Cf, 0(n,a), 0(n,p), S(n,a), S(n,p), leakage ]

At the previous meeting in this series H.J.C.
Koutsf^l) referred to the 2.5% discrepancy then exist-
ing between the scintillator and MnS04-bath measure-
ments of V for ^^^Cf as "unsettling", adding: "this
must absolutely be cleared up." Although the magni-
tude of the discrepancy has decreased somewhat in the
intervening years, it still seems to be highly signi-

ficant. Accordingly, a computational project has been
undertaken to re-evaluate some of the corrections
inherent to the MnS04-bath technique. These include
absorptions arising from the 0(n,a), 0(n,p), S(n,p)

and S(n,a3 reactions. Because the reactions are

significant mainly in the MeV range they are referred
to as "fast neutron absorption." One other correction
is relatively accessible to calculation--the leakage

fraction through the external surface of the tank.

This paper constitutes a progress report on the pres-

ent status of the calculations.

Description of Computational Problems

The actual source-tank arrangement was approxi-

mated by a one-dimensional spherical geometry consist-
ing of four regions: 1} a source region of 1 cm radius

containing no material, 2) a source cavity, essenti-
ally empty out to 7.62 cm radius, 3) a layer of pure
aluminum, .03" (or .0762 cm) thick, 4) the MnS04 bath
out to a radius of cm. It was assumed there is no

reflector outside the bath. For most of the calcula-

tions ^4 = 52.07 cm, corresponding to the smallest

dimension of a cylindrical tank employed by J.R. Smith

(private communication) although other radii were used

on occasion. The spherical geometry substantially

overestimated the actual leakage from the cylindrical

tank, but it was possible to calculate an accurate

correction (see below). For all other purposes the

spherical approximation is adequate.

Cross sections employed were derived from ENDF/B-

V, except for sulfur, for which a new evaluation was

used, produced by the Brookhaven National Nuclear

Cross Section Center. Multigroup cross sections were

processed by MINX through P3-order transfer coeffi-

cients. A special 118 group structure was constructed

from the 171 Vitamin-C groups. Some of the finer

groups in Vitamin-C were combined at high energies

(> 12 MeV) in the epithermal range, and at several

other energy intervals. However additional groups

were introduced to delineate the lowest three reso-

nances in Mn, and to give a better picture of the

resonance behavior of the 0(n,a) reaction in the 4-6

MeV range.

Transport calculations were performed mainly with

ANISN. A series of optimization calculations indica-

ted the desirability of setting the computational

parameters at and Ar = 0.2 cm. As these choices

resulted in long computer runs, some problems were

performed with reduced quadrature order and broader

space intervals. The fission source spectrum was of

the Maxwellian evaporation form. A variety of MnS04

concentrations were assumed, with N^^fj/Npi ratios vary-
ing from 3.647 x 10"3 to 2.817 x 10-2, although most
of the results reported here are for a ratio of .01818
(the "standard solution")

.

Parasitic Fast Neutron Absorption

Table 1 lists the absorption per source neutron
for the four fast-neutron reactions, assuming standard
solution, outer radius = 52,07 cm and a source tempe-
rature of 1.39 MeV. It will be noted from the table
that the tank is so large that the absorptions are for
present purposes identical with those resulting from a

point isotropic source in an infinite medium. Various
characteristics of these absorption rates can there-
fore be more easily studied in terms of the infinite
medium geometry. For example. Table 2 shows the effect
of varying the Maxwellian source temperature, other
parameters being kept the same as in Table 1. In the
Table, R stands for the reaction absorption rate, and
E the average source energy, assuming a Maxwellian
shape. The large values of the derivative, especially
for the (small) 0(n,p) absorption rate, is consistent
with the high energy thresholds of the reactions.

Table 1. Fast Neutron Absorptions per Source Neutron

r4 = 52.07 cm ^[^/Nj^ = .01818 9 = 1.39 MeV

0(n,a) 0.388% S(n,p) 0.0806%

0(n,p) 0.00199% S(n,a) 0.0948%
Fast 0.0821%
Thermal 0.0127%

Total = 0.5654% (Total, infinite medium, = 0.5723%)

Table 2. Dependence of Parasitic Absorption
On Variation of Source Temperature

W^H = -01818 , Reference 9 =1.39 MeV

Reaction
3

3

In R

In E

0(n,p) 7 10

0(n,a) 2 93

S(n,p) .- 2 13

S(n,a) [fast] I 59
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Variation of the fast absorption rates with MnS04

concentration has been studied primarily in the infi-

nite medium. Table 3 shows that when expressed in

absorption rate per nucleus the 0(n,a) absorption per

source neutron is nearly independent of concentration.
Over the entire range a 13.5% change in oxygen concen-

tration produces only a 2.7% change in the absorption
per nucleus. Considering the three most concentrated
solutions only the effect is even more striking--a

6.2% change in concentration changes R/N^ by only
0.19%. Similar effects are seen for other reactions.

Table 3. Variation of 0(n,a) Absorption
With MnS04 Concentration

Nmh/Nh

3.647x10-3
4.611x10-3
1.329x10-2
1.797x10-2
2.833x10-2

Nq (per tarn cm)

.03384

.03415

.03619

.03690

.03843

R/N
o

0.10915
0.10865
0.10648
0.10645
0.10628

of the leakage is at high energy. However the frac-

tion of the leakage in the lowest ("thermal") group i

unexpectedly high, about 23%. Since the lower groups
do not yet include thermal upscattering, it is not at

all clear that the transport of thermal neutrons has

been correctly described. More accurate values will

have to await projected calculations including upscat

tering.

The experimental tank used by J.R. Smith is much

closer to a right square cylinder with above radius

and half-length. An approximate corrected value for

the leakage in this geometry has been obtained by
assuming that in each group the ratio of the leakage

for the infinite reflected to the unreflected sphere

is independent of radius in the range of r from 52 cm

to about 75 cm. Using reflected leakages obtained
from calculations on a very large sphere (r ^ 90 cm),

the corrected leakage for the actual tank was found t

be 0.197%, less than half that of the unreflected 52

sphere.
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Reference

For purposes of the experimental corrections it

therefore suffices to assume that the absorption rate
per nucleus is constant. These results further sug-

gest that the variation in the absorption rate for a

change in a group cross section is directly given in

terms of the group absorption rate. This can be seen

by symbolically writing the absorption rate as an

inner product over neutron phase space

H.J.C. Kouts, "Neutron Cross Section Needs",

p. 6 of NBS Special Publication 425, Proceedings
of a Conference on Nuclear Cross Sections and

Technology, Washington, 1975.

R. <£„(})>

SO that on changing we have

«Rx = < ^^x > + < 6<i>
>

A variation in Z^^ may be due to a change in the micro-

scopic cross section or to a change in concentration.
In the latter case

6Nv > + <

Tlie observed constancy of absorption rate per nucleus
is equivalent to saying that SRy_ is given only by the
first term on the right, and that therefore the second
term is negligible. If this is generally assumed then
the fractional change in R^ arising from a fractional
change in the cross section' in some group G is simply

^x R^

R 61 RXX X

where R^^. is the contribution of group G to Rj^. De-
tailed calculations with a linear perturbation code
show that this conclusion holds to within 10% even in

the worst case.

Leakage Correction

The full range of leakage calculations has not
yet been performed. For a spherical unreflected tank
of outside radius 52.07 cm, N^^/Nh = .0182 and
6 = 1.390 MeV, the leakage rate per source neutron is

0.452%. The fract^ional change in the leakage per frac-
tional change in E is about 2.6, indicating that most
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THE APPLICATION OP A TIME-CORELELATED ASSOCIATED PARTICLE METHOD

FOR ABSOLUTE CROSS-SECTION MEASUREMMTS OP HEAVY ITOCLIDES

R. Arlt, W. Grimm, M. Josch, G, Musiol, H,-G. Ortlepp, G. Pausch,
R. Teichner, and W. Wagner

Technical University of Dresden, Dresden 8027, QDR

and

I. D. Alkhazov, L. V. Drapchinsky, V. N, Dushin, S, S. Kovalenko,
0. I. Kostochkin, K. A, Petrzhak, and V, I, Shpakov

V. G, Khlopin Radium Institute, Leningrad 197022, USSR

The joint fission cross-section measurements program of the V, G. Khlo-
pin Radium Institute and the Technical University of Dresden is described.
The errors and uncertainties of the time correlated associated particle method
of fission cross-section measurements for 2,6, 8.5, and 14.7-MeV neutrons are
discussed. Experimental results of absolute fission cross-section measurements
of 2^^U, 238u, 237Np, and 23ypu for 14.7 MeV-neutrons and of 235u for 2.6 and
8.2-MeV neutrons are given. •

. .

[fission cross sections, absolute measurements, time correlated associated
particle method, 2.6, 8.2, and 14.7 MeV-neutrons

.j

Introduction

According to the 1976 NEANDC/NEACRP
Specialists' Meeting on Past Neutron Cross
Sections the following recomendations are
given to achieve a higher accuracy in fission
cross-section measurements: 1j2
-a variety of techniques and detectors should
be used and in addition to measurements with
"white spectrum" neutron sources, experiments
at few spot point neutron energies should be
carried out;
- the corrections to be applied to the raw
data of measurements should be minimal;
- the sources of background should be care-
fully investigated;
- 23Su(n,f), 235u(n,f), 239pu(n,f) cross
sections and their ratios should be measured
with the same experimental set-ups to recog-
nize systematical errors.

Up to this time, most of fission cross-
section measurements have been carried out
using the "white spectinzm" neutron sources.
In a considerable part of these measurements
a standard had been used, for example the
cross section of (n,p)-scattering.

At the V. G. Khlopin Radium Institute
the absolute measurements of fission cross
sections. for 14,7 MeV-neutrons were started
in 1972.^ These measurements developed futher
since 1975 in collaboration with Technical
University of Dresden. The Joint
program provided the increase of the number
of neutron energy spot points and parallel
independent measurements with the same
targets using different set-ups. This prog-
ram corresponds to most of the recomenda-
tions mentioned above.

The time correlated associated particle
method (TCAPM) was employed because of the
low level of corrections to be applied to
the experimental data. The increase of the
number of neutron energy spot points caused
some experimental problems, which were mainly
connected with the associated particle (AP)
detection. In the present work the TCAPM was
applied in connection with the T(d,n)4-He
(En = 14.7 MeV) and D(d,n)3He (E^ = 2.6 and
8.2 MeV) reactions. Experimental data have
been obtained for nuclides 235u, 238u, and
239Pu. The '^-^Y^p fission cross-section
measurements had also been included in our

program, following the suggestion to use this
value as a secondary standard. 4-

Time correlated associated particle
meihod

The base idea of TCAPM is illustrated
in Pig. 1

.

FT

APD ,D

Pig. 1 . Scheme of the TCAPM

A charged particle beam (B) is hitting
a target (NT), where neutrons and associated
particles are produced The associated
particles detector (APD) is counting all
charged particles within the solid angle

fixed by the diaphragm D, The detector
produces the timing signals for all neutrons
within the cone ASd N* fission target
(FT) should be large enough to make the base
of the neutron cone to be situated inside the
fission target. The fission events are regis-
tered in coincidence with the associated par-
ticles. Provided the two main geometrical
constraints are met: 1) the solid angle of
the cone of neutrons associated with the
detected alphas is sufficiently smaller than
that subtended by the fissionable target,
and 2) the fission target nonuniformity is
negligible, the indused fission cross section
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6f can be determined from the fonnula

6f = Nc/(Kap-n),

where is the number of the coincidences,
Nap is the number of the associated particles
ana n is the number of fissionable nuclei per
cm^.

The TCAPM has the following advantages

:

- the exact knowledge of the AP-detection
efficiency is not necessary;

- no geometrical factors are to be taken
into accoimt;

- fission events induced by background neu-
trons (scattered neutrons or neutrons from
other reactions) are considerably suppressed;

- the systematical errors of the experijnen-
tal data are relatively small.

Typical corrections and errors of the
measurements are summarized in Table 1

.

Table 1 . Typical values of corrections
and measurement errors of the TCAPM.

deposit. To meajsure the deposit nonuniformity
in" the case of ^^Bu an optical method (ellip-
sometry) and electron X-ray microprobe ana-
lysis were used.

Correction
(in %)

Error
(in %)

Coincid. statistics 0.5-1 0

Targets
Areal density
Layer nonvmiformity

0.7-f .0
0,2-1 .0

Chamber efficiency
Discrim. threshold
Pragm. absorption

+(0.5-1.5)
+(0.3-1 .0)

0.1-0.3
0.2

AP detection
Statistics
Background +(0.3-4.0)

negligible
0.1-0.5

Keutron cone
Keutr. scattering
Cone broadening

+(1 - 3)
no correct.

0.3
0.2

Random coincidences -(2 - 5 ) 0.2-0.5

Fissile targets

The fissionable samples were prepared
and calibrated at the V. G. Khlopin Radium
Institute. The fissile materials were depos-
ited on 0.1 mm thick polished Hi - Cr - alloy
disks, 21 mm in diameter, using a method of
high frequency sputtering on rotated and cool-
ed backings. Alpha coimting was used in a low
and intermediate (2/3 OT) geometry to measure
the areal density, accuracy of about ^% being
achieved.

The following o( -decay half-lives were
used to calculate the deposit densities:
T(235u) = (7.0381 ± 0.0048)«10Sy (ref.5)
T(238u) = (4.4683 ± O.O029);109y (ref.5)
T(237jip) = (2.14 i O.OD'IO^y (ref.^)
T(239pu) = (2.4335 ± 0.0029)'104y (ref.7)

The nuclides of high purity were used
to prepare the fissionable samples. The
admixtures of other nuclides did not exceed
0.1 per cent.

The deposit nonuniformity was determi-
ned separately. The high oC-activity samples
(^^"Pu and ^3'Np) were scanned by a detector
with a small entrance diaphragm. The 235u
samples were investigated using a low geo-
metry counting system with diaphragms of
different diameters placed in front of the

Fission events detection efficiency

Parallel plate pulse current ionization
chambers were used in all the measurements
for fission events detection. To estimate the
detection efficiency we have to calculate the
absorption of the fission fragments in the
fissile layer and take into accoiint the coun-
ting losses due to timing discriminator
threshold. The absorption of fission fragr-
ments was calculated as a function of the
fissile layer thickness, the neutron energy,
the range of fission fragments and the
fission product anisotropy.°»9 The counting
•losses due to discriminator threshold have
been found to be less than ^%, This value was
obtained by the pulse-height spectrum
analysis.

Corrections and uncertainties
due to the neutron cone geometry

The calculations of the neutron fluence
attenuation due to the scattering on struc-
tural materials were performed by the method
based on the solution of the inverse problem
of the radiation transfer theory.^'-' The
transfer equations were solved by the Monte-
-Carlo method, the real geometry of the
experiment and all the structural materials
as well as the air and the chamber gaseous
mixture being taken into accoxmt. The cross-
-section values from the EIIDI.-2' ' and angular
distributions from Ref. 12 were used In
calculations. The statistical errors of the
calculations did not exceed 0,1 - 0,2%. The
calculations results are practicaly insensi-
tive to the accuracy of both geometrical
parameters and nuclear data involved. The
correction values calculated did not exceed
3%, and their total errors were estimated to
be less than 0,3% in all the cases.

The Coulomb multiple scattering of the
associated particles leads to broadening of
the neutron cone. However, the systematic
error will be negligible if the topography
of the neutron cone is known and its long-
-time stability is ensured.

Broadening of the neutron cone was
calculated according to Mollier's charged
particle multiple scattering theory. ^3 The
calculation results showed this broadening
to be about 2° even in the most critical case
of 2.6-MeV neutrons.

Nevertheless, the cone profile was
mapped and its long-time stability control-
led carefully for each AP-counting system, the
cone profile being measured by a small plas-
tic scintillator in coincidence with the AP.
An example of the cone profile for the case
of 2.6-MeV neutrons is shown in Fig. 2.

Experimental results

The fission cross-section measurements
have been carried out using the neutron gene-

rator (150 keV deuteron energy) of Technical
University of Dresden (for 2.6 and 14.7-MeV

neutrons) and the tandem-generator of Central
Institute for Nuclear Research, Rossendorf

,

GDR (for 8.2-Mev neutrons). The electronic
data acquisition system including two CAMAC
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Table 2, Main feattires of the measurements
for 2,6 and H,7-MeV neutrons
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Fig, 2, Neutron cone profile in the
case of 2,6- MeV neutrons

crates was connected on-line to KRS-4200 CRo-

botron Dresden) computer. The set-up block-
-diagram has been published earlier. ^4

a) Measurements for 14,7-MeV neutrons

The T(d,n)4He reaction was employed to
produce neutrons, A 100 microns thick WE-102A
plastic scintillator with time photomultipli-
er was used in this case to detect the asso-
ciated oC-particles. The main features of
the experiment are given in Table 2,

Preliminary data on these measurements
have been published earlier,^-'' Recently,
special efforts have been made to investigate
the sources of background in the AP detecr-
tion. Pig. 3 shows all the components of this
background

.

ALPHA

TON
/ \TR

PILE-UP

k
\\ / \

\ PROTON

1^
GAMMA

ACTIVATION \

IX 200 300

Pig. 3» Pulse-height spectrum of the
AP-channel for the case of 14.7-MeV
neutrons

.

The main component of the background is
due to iJ'-rays and is found to be 0.3%,

The results of measurements are listed
in Table 3» The correction values and the
measurement error copjpqnents are similar to
that listed in Table I

.

2.6 MeV 14.7 MeV

Neutron targets

Backings
Deuteron energy
Beam current
Beam diaphragm
AP angle with respect
to beam
Chamber angle
Neutron energy (MeV)
Number of AP per sec
Time resolution of
coincidence sirquit

0.3 - 0.6 mg/cm^
Ti - D Ti - T

0.5 mm thick, Cu
120 keV
300-400(^1 A

0 3 mm

90°
770

2. 60+0.1

5

104

2-3 nsec

130 keV
10-30(^A
0 2 mm

165°
15°

14.70+0.15^
(1-2)-105

2 nsec

b) Measurements for 2.6-MeV neutrons

The main features of these experiments
are given in Table 2. The method proposed
earlier 17 was applied to register 700-keV
helions of D(d,n)^He reaction. The surface

-barrier detector with 100 f<m-depth of de-
pleted zone was used to detect helions,
being protected from scattered deuterons by
230 Mg per cm^ thick aluminium filter. The
3He pulse-height spectrum was monitored
continuously during the measurements. An
example of such spectrum is shown in Pig. 4.

CHANNELS

Pig. 4. Pulse-height spectrum of the
AP-channel for the case of 2.6-MeV
neutrons

.

The proton and triton background under
the ^He peak was rather small, the back-
ground value being determined by linear
extrapolation. The background due to scattei^
ed deuterons was found to be negligible on
the basis of the good separation of the ^He
peak from noise, and scattered deuterons. The
separation of ^He peak depends strongly on the
quality and thickness of the aluminum filter.

The measured value of 235u fission cross
section for 2.6-MeV neutrons was found to be
1.215 - 0,028 bams. The measurement error
component are the same as listed in Table 1

•

992



Table 3. Measurements results for 14.7-MeV
neutrons (in comparison with data obtained
in V. G, Khlopin Radium Institute)

Nuclide

Fission cross section (bams)

This work Radiiim Institute

235u 2.085 ± 0.023
23§U 1.166 i 0.021
23^1Tp 2.226 ± 0.024
23ypu 2.394 i 0.024

2.096 + 0.034
1.178 ± 0.024
2.292 ± 0.044
2.505 i 0.045

c) Measurements for 8.2-MeV neutrons

The D(d,n)3He reaction was used to
produce neutrons with energy of 8.2 MeV,
This neutron energy corresponds to the
second fission plateau. A modified method
described earlier by Shuster''° and Bartle
et al^° was applied to detect associated
3-MeV helions. A target of thin, deuterated
polyethylene film was tised for neutron,
production. Associated helions were detected
by A E - Ej. telescope comprising two thin
(12|^m and 40 Mm) completely depleted silicon
detectors. In this way ot-particle background
in A E - Ej. energy window of two channel
discriminator 20 ^^as decreased to 2 - 3% of
total 3He count. The background was determi-
ned by replacement of deuterated polyethylene
target with carbon foil as described by
Bartle et al.''^

To increase fission counting rate the
measurements were carried out with the ioniz-
ation chamber containing five successive
targets of fissionable nuclide. The Monte-
-Garlo method permits to perform correct
calculations of the neutron fluence attenua-
tion.

Experimental set-up (Pig. 5) was placed
inside a 45 cm diameter vacuum cdamber
coupled to the ion guide of the tandem-
-generator. In Table 4 the main features of
the experiment are summarized.

Pig. 6 shows charged particle spectrum
measured at deuteron energy of about 8 MeV.

N
9000

«000

7000

eom

i.-J

: 8 MeV, 0,1 ajA

(CDjV FOIL 300^g/cm'

SiCAul 40 pm

CHANNELS

Pig. 6, Charged particle spectrum
measured at deuteron energy of about
8 MeV with the target of deuterated
polyethylene

The 3He peak was identified by coincid-
ences with neutrons, detected with the use of
(n, y )-discriTn1 nation.

In Pig. 7 a contour map of the two-
-dimensional ( AE,Ej,)-spectrum is shown. A
fast two-channel analyser was used as a
particle identifier for the associated 3He
particles. 2^

The fission cross-section value of '^-^-'U

obtained in these measurements is
1.74 - 0.11 bams. This value is in good
agreement with estimated one proposed in
EEDP-B/IV.

The values of corrections and measure-
ment errors are given in Table 5» The measu-
rement time was not sufficient to get a good
statistics. Therefore, the result is preli-
minary, but it shows that the AP cooonting
system developed enables precise fission
cross-section measurements in the region of
the second fission plateau. Puther efforts
will be made in future to get the results
with better accuracy.

Table 4. Main features of the measurements
for 8,2-MeV neutrons

TO PREAMPLIFIER ASSOCIATED NEUTRON CONE

MULTIPLATE
PULSE FISSION
CHAMFER

CEUTERON BEAM COLLI-
MATOR

SOLID STATE - DETECTOR
TELESCOPE

Pig. 5. Scheme of the experimental
set-up for the case of 8.2-MeV neutrons.

Neutron target thickness
Heutron target diameter
Deutron energy
Average beam current
Beam collimator

Amgle of AP I^^He oAngle of fission chamber
Angle of neutron target
Average number of AP per sec
Telescope time resolution
Telescope energy resolution 1

"=^3511 layer density (mg/cm2)

0.6-1 .G.mg/cm2
20 mm
9 MeV

400-600 nA
2 diaphragms

0 3 IDlll

42°

n 55.5°
68°

300-800
2 nsec

30 keV/90 keV
1.422 ± 0.013

SuTTiTTiary

Absolute fission cross-section measure-

ments at several spot point neutron energies

(2.6, 8.2, 14.7 MeV) have been carried out

using the time correlated assiciated particle

993



Pig. 7. Contour map of the two-dimens-

ional spectrum of the AP-channel for

the case of 8.2-MeY neutrons

Table 5« Values of corrections and errors
of measurements for 8.2-MeV neutrons

Correction Error
(in %) (JjL %)

Coincidence statistics 5.6

Targets
Areal density
Layer nonuniformity

0.9
1.14

Chamber efficiency
Extrapolation to zero

pulse height + 3.3 1.4
Fragment absoiption +2.2 0.2

AP detection
Statistics
Alpha background

negligible
+ 2.1 0.5

Neutron cone
Ueutron scattering
Cone broadening

+ 0.23 0.4
0.5

Random coincidences -7

method. The method applied provides a high
accuracy of measurements not only for 14-MeV
neutrons but also for the neutron energies
in the region of the first and the second
fission plateaus.
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ABSOLUTE MEASUREMENTS OP IHDUCED FISSION CROSS SECTIONS OP HEAVY

NUCLIDES FOR BOTH ^^^Cf FISSION SPECTRUM NEUTRONS

AND H.7 - Mm NEUTRONS

V. M, Adamov, I. D, Alkhazov, S. E. Gusev, L. V, Drapchinsky,
V. N. Duahin, A. V. Pomichev, S. S, Kovalenko, 0. I. Kostochkin,

L, Z. Malkln, K. A. Petrzhak, L. A, Pleskachevsky , and V. I, Shpakov
V. G. Khlopin Radium Institute, Leningrad 197022, USSR

and

R. Arlt and G. Musiol
Technical University of Dresden, Dresden 8027, GDR

An application of the time correlated associated particle method to
absolute induced fission cross-section measurements for 252cf fission
spectnjm neutrons and 14»7-MeV neutrons is described. The errors and
imcertainties of the proposed modification of the TCAPM are given. New
results of absolute cross-section measurements of 234u and 23du for ^Qth

Cf fission spectrum neutrons and 14.7-MeV neutrons as well as of 235u
for 14 - 15-MeV neutrons are presented. The experimental results of cross-
-section measurements of 233u, 238u, 237Np, 239pu, and 242pu obtained
earlier have been revised on the basis of more reaJistic calculations of neutron
scattering.

[pission cross section, absolute measurements, time correlated associated
particle method, 252cf fission spectmam neutrons, 14.7-MeV neutrons]

Introduction

Absolute measurements of fission cross
sections of 234u and 23bu induced by 252cf
fission spectiTJm neutrons and 14#7-MeV neu-
trons as well as repeated measurements of
fission cross section of 235u^foT 14-15-MeV
neutrons have been made at V.G, Khlopin
Radivun Institute as part of a continuing
program whicn oegan in 1972. The

earlier developed time correlated associated
particle method was used to perform these
measurements. This method i-s such as to mini-
mize the number and the values of corrections
to the experimental data.

Spontaneous fission fragments of the
neutron source were the associated particles
for the ^52cf fission spectrum neutron mea-
surements, the niomber of neutrons being de-
termined by the number of these fragments
measured and by the average number of prompt
neutrons, V » a value known to a high preci-
sion (0.4%).

The advantage of the method in this
case are as follows

:

- there is no need of either neutron flux
determination or 100% detection efficiency
of 252cf fragments;
- the effects connected with scattered
neutrons are reduced to minimvun.

Because of the absence of single-
valued correlation between the neutron and
associated fragment directions, the angular
dimension of the target as seen from the
source should be teiken into account.

The following corrections are to be
introduced into the results measured:

1 . For the solid angle subtended by
the target of nuclide measured.

2. For neutron scattering which causes
neutron flux attenuation.

3. For the nonxinifoimity of the target
layer thickness.

4. For the efficiency of the fissile

nuclide fragment detection.
The geometrical conditions of the

measurements and experimental set-up were
described earlier. '»2 A flat target of a
fissionable nuclide and 252cf source of the
smallest possible dimension, both deposited on

thin backings, were fixed in assembly by
means of the thin supports (see Pig. 1).

LAYER OF NUCLIDE MEASURED

UPPER BACKING

FlXim SPRING

LOWER BACKING

^^^Cf source is deposited on

the lower tacking ( is not seen).

Pig. 1. Assembly for holding the 252cf
source and fissionable nuclide target

The fission events of both the source
and the target as well as coincidences
between them were registered in the measure-
ments. The cross-section values were calcula-
ted using the formula:

Sf = '

Nf V G n

where Nq is the number of coincidencjs , Nf is
the number of 252cf fission events; V is "tlie

252cf prompt neutron average number; G is
geometi-ical factor, which is defined by the
solid angle subtended by the target, by the
dependence of effective layer thickness on
the neutron angular distribution, and by the
neutron scattering; n is the number of fis-
sile nuclei per 1 cm^.

The assembly design ensured fixing the
source relative to the fissionable layer with

Measurements for 252cf iissxon
spectrum neutrons
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an accuracy of ± 10 microns; this gave a cor-

rect determination of the geometrical factor.
The mass of structural materials in the vici-
nity of both the target and the source was
minimized and did not exceed 1.5 g« The other
structural elements were spaced at a distance
of 20 - 30 cm from the assembly. The effect
of neutron scattering on these elements was
minor because of the small solid angle and
was suppressed to a large degree due to the
high time resolution of coincidence circuit
(20 nsec).

In our previous works the geometrical
factor was computed analyticaly under certain
assumption's? In particular the effects of
neutron multiple scattering and neutron
spectrum attenuation were neglected and
obsolescent data on neutron cross sections
were xised.^

Recently a new method to calculate
finite geometry effects was developed based
on the inverse problem of the irradiation
transfer theory. 5 The set of transfer equa-
tions was solved by the Monte-Carlo method
for real experimental conditions taking into
account all the structtiral materials and the
gaseoxis mixture filling the chambers. The
group approach (number of groups was 20) was
realized in calculations. Group cross sect-
ions were obtained from the files of the
EHDIi-2 libraiy " by averaging over the
fission spectrum. In case of elastic scatter-
ing the angular distributions of scattered
neutrons were taken from Ref. 7.

Statistical accuracy of calculations was
about 0.1%. The total error in the definition
of the geometrical factor value includes also
the uncertainties of the cross-
section values used in the calculation and
the errors in distance measuring. The latter
error component was estimated by variation
of geometrical values in the limits of errors.

The losses in the fission events count-
ing occur because of both the absorption of
fragments in the target layer and the discri-
mination in the counting channel. The correc-
tion, for the fission fragment absorption was
introduced using the expression proposed by
White.° The correction for channel discrimi-
nation was determined using the fragment
pulse-height spectrum analysis.

As in previous measurements, the fis-
sion fragments of both 252Qf source and
nuclide measured were detected by ionization
current pulse chambers. The coincidences were
registered by circuits with triple duplica-
tion. The operation of these circuits were in
addition checked by a time-amplitude
converter.

Fission targets were prepared of nucli-
des of mass-separator purification by high
frequency sputtering on rotating cooled
backings. The admixtures of other nuclides in
the targets did not exceed 0,1%, The deposit
uniformity had been checked by ot-counting
scanning. The masses of fissionable deposits
were detennined by oC-counting with a low
geometry surface-barrier detector. The fol-
lowing ot-decay half-lives were used to
calculate the deposit masses:
T(234u) = (2.488 + 0.0l6)'105y (see ref. 9}
T(23bu) = (2.391 ± 0.018)'107y (see ref. 10)

To prepare the targets we had rather
small amounts of fissionable substances
available. Therefore, we did not succed in
good uniformity of deposits. The nonunifor-

mity of the targets were 5%. Besides, the
masses of fissionable deposits were too small

(50 ftg/cm2) to giioy^ sufficient
counting statistics. Therefore the data
obtained have rather high errors and are to
be regarded as preliminary. Later on
these measurements are supposed to be repea-
ted to get more precise results. The compo-
nents of data errors are presented in
Table 1.

Table 1 . Error components for ^^^Cf
fission spectinim neutron measurements
(in %)

Error sources Nuclides

234u 236u

V (252cf

)

0.35 0.35
Geometrical factor 0.71 0.71
Measurement of ot-activity 0.36 1.04
Half-life 0.64 0.80
Coincidence statistics 4.5 4,5
Extrapolation to fragment
zero pulse-height 0.30 0.45
Correction for fragment
absorption 0.30 0.30

Total fission cross-section
error 4.65 4.78

The results of measurements are given
in Table 2. These results were obtained for
the first time. The method of calculation of
geometrical factor, described above, was
employed to recompute the fission cross
sections of a number of nuclides using the
experimental data obtained earlier. All the
results of these computations are given in
Table 2 as well.

Table 2, Measurement results for 252cf
fission spectrum neutrons

Nuclides
Fission cross section (mb)

This work Other authors

233U
234u
235U

236u
238u
239Pu
242pu

1910
1220
1241

610
344

1831
1092

29
60
18

30
6
27
18

1207
1204

324
1800

52 (ref. 20)
29 (ref .21)

1
4'

(ref .20)
60 (ref. 22)

Measurements for 14 - 15-MeV neutrons

The method used to perform the measure-
ments of fission cross section of 234u and
23du for 14.7-MeV neutrons has been descri-
bed earlier. ''2 Neutrons were produced by the

T(d,n)^He reaction using a 130-keV deuteron beam.
The fission target was set up at the angle of

15° with respect to the direction of the
beam. Accurate calculation under real expe-
rimental conditions gave neutron energy
value 14.7 1 0.2 MeV. We detected associated
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alphas in a small solid angle as well as
coincidences between alphas and fission
events of the target. The main geometrical
constraint was met: the base of the neutron
cone, determined by the alphas detected, is

situated inside the fission target.
The fission cross sections were calcula-

ted from the formula:

where "Sq is the number of coincidences. Wot
the number of associated alphas, n is the
number of fissionable nuclei per 1 cm^.

The experimental set-up allows oae to

vary the position angles of the

alpha detector and the fission target such

as to vary the neutron energy from 14.0 -

14.7 Mev. To detect associated alphas a sur-
face-barrier detector was used. The pulse-
-height spectrum of charged particles is
given in Pig. 2. The peaks of alphas and
protons from D(d,p)3H reaction, which have
nearly the same energy, were effectively
separated by means of 600 fig/cm2 thick filter
placed in front of the detector.

1000 .

0

50 100 150 200 CHAHHALS

Pig. 2. Charged particle pulse-height
spectrum measured by associated
particle detector

The background in the amplitude window
for oc-particle detection was determined by
replacement of the tritium target with a

deuterium one and was found to be negligible
(less than 0.1%). The fission events were
detected by pulse current ionization chamber.

The following corrections were introdu-
ced into the experimental data: for the
neutron flux attenuation, for the efficiency
of the fission detection, for the random
coincidences.

The correction for the neutron flvx
attenuation was calculated by the method
mentioned above and used to compute the
geometrical factors. The calculations in
this case were much simpler due to the
strong collimation of the neutron cone. The
effects of neutron multiple scattering and
the decrease of energy of neutrons enter-
ing target after scattering were taken into
accoxint. In calculating the fission events
caused by neutrons with decreased energy the
values of fission cross sections were taken
from Ref. 11. The set-up design provided
a very small amount of structural materials
in the vicinity of the targets. The thick-

ness of the backings did not exceed 0.9 mm.
Therefore, the total value of correction was
less than 2%,

The neutron cone could be larger than
that of detected alphas due to Coulomb scat-
ter ng of alphas in neutron generator target.
This circumstance does not affect the result
if the diameter of the fission target is
rather large and the base of neutron cone is
completely within the surface of this target.

To determine the value of this broadening the
neutron beam profile was measured by means of
plastic scintillator of 2 mm diameter in
coincidence with alphas. This profile as

shown in Pig. 3 is narrower than the fission target.

1500 .

500

4° s" 0° 2° 4° 6° iJ

TARQBT 12°

Pig. 3» Heutron cone profile (in com-
parison with fissionable nuclide
target angular dimension)

In addition, the calculation according
to the theory of charged particle multiple
scattering '3 iiag shown that the broade-
ning of neutron beam is described by the
Gaxissian distribution with half-width of no
more than 10', i.e. a negligible value.

Because of neutron beam collimation the
coincidence number is 20 - 30 times less than
the total fission number which results in
high level of random coincidences. The accu-
rate definition of the correction for random
coincidences electronic set-up was used which
provided for the simtiltaneous separate recor-
ding of both total coincidences and random
ones by the same circuit.

The targets of fissionable nuclides
described above were used in the measurements.
The corrections for absorption of fragments
in the deposits calculated according to
Carlsson were equal to zero because of
large tranfer velocity brought in by neutron
momentum. The corrections for extrapolation
to zero pulse-height obtained, as in previous
case, by the pulse-height spectrum analysis
were fovuid to be below 1%. The nonunifoimity
of the fissionable deposits leads to appre-
ciable distortion of the results because of
neutron beam collimation. The correction for
nonuniformity was evaluated only approxima-
tely, thus, the errors of results include the
maximum value of nonxiniformity. The compo-
nents of errors as well as the values of
errors themselves are presented in Table 3»
The results obtained are presented in Table 4»
As in the previous case, these results are
regarded as a preliminary ones due to high
values of errors.

We have earlier performed analogous mea-
surements; the results for some heavy nucl ides
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were published. To carry out tkese measu-
rements we had the tritium and fissionable
targets on backings of significant

thickness (2-3 nna) which resulted in the
increased effect of neutron attenuation and
corresponding high values of corrections
(of the order of 10%). The corrections were
calculated by means of analytical method
including a number of assumptions. Now the
corrections for the effects of finite geo-
metry have been recalculated by means of the
more precise Monte-Carlo method described
above. The corrected data obtained are given
in Table 4»

Table 3. Error components for 14«-7-MeV
neutron measurements (in %)

Nuclides
Error sources

234u 235u

Measurement of oC -activity 0.36 0.62 1.04
Half-life 0.64 0.20 0.80
Coincidence statistics 1.00 0.70 1.00
Neutron flux attenuation 0.30 0.30 0.30
Extrapolation to fragment
zero pulse-height 0.20 0.20 0.20
Correction for fragment
absorption 0.20 0.30 0.20
Konuniformity of fissio-
nable deposit 5.00 1.00 4.50
Background in associated
particles 0.05 0.05 0.05

Total fission cross-section
error 5.17 1.46 4.81

Table 4. Measurement results for 14.7-
-MeV neutrons

Nuclides

-

Fission cross section (bams)

This work Other authors

233u
234u
236u
238u

2.254
1.91
1.62
1.178

0.043 2.360
0.11 2.09
0.08
0,024

237Np 2.292 0.049

239Pu 2.505
+

0.051

242pu 2.050 + 0.040

1.63
1 .29
1.193
1.149
2,36
2.50
2.61
2.58

0.080
0.06
0.05
0.02
0,020
0.025
0.09
0.07
0.08
0.09

(ref.11)
(ref.23)
(ref.11)
(ref.24)
(ref.25)
(ref.17)
(ref. )

(ref. )

(ref. )

(ref.11)

To check the validity of new calcula-
tions perfoimed the 235u fission cross
section was remeasured. At the same time
another measurement of this nuclide was per-
formed using another set-up in Dresden (GDR)
in collaboration with the Technical Universi-
ty of Dresden. 16 In both cases the thin tar-
get backings (not more than 0.3 mm) and the
minimal masses of structural materials were
used. The values of corrections for neutron
scattering were found to be 1.9% and 2,4%
respectively.

The results of these measxirements as
well as the data of previous measurements

recorrected by the new method for the neutron
scattering are listed in Table 5. The good
agreement between the given values confirms
that the method used ensures accurate calcu-
lations of the corrections. It should be no-
ted that the results obtained are in good
agreement with the data given in ref . i 7, 18

In order to measure in detail the
dependence of 235u fission cross section on
neutron energy in the region of 14 - MeV
cross-section measurements were performed
for 14.0 - MeV and 14.5 - MeV neutrons, neu-
tron energy being varied by the choice of
the angle between the deutron beam and the
neutron cone axis (45° and 90*'). The results
given in Table 5 show that the 235u fission
cross section is constant over the neutron
energy range of 14.0 -- 14.7 MeV. The same
conclusion was drawn by Cance and Grenier.19
Such absence of energy dependence favours the
use of this value as a standard one, since
the errors of neutron energy determination
does not lead to the error in the cross-sec-
tion measurement.

Table 5. Results of the 235u fission cross-
-section measurements for 14 - 15-MeV
neutrons (bams)

14.7 MeV 14.5 MeV 14.0 MeV

2.06210.039
(ref. 19)

This work 2.096±0.031 2.1 01 ±0.034 2.084±0.034
Previous 2.08910.040
measixre-
ments
Measvire- 2.085±0.023
ments at
Technical
University

Other 2.063±0.039
authors (ref.17, 19)

2.075+0,040
(ref. 18)

2. 191 ±0.040
(ref.25)

2.21 3±0. 022
(ref.24)

It should be emphasized that the fissi-
on cross-section values for 14-MeV neutrons
obtained by the absolute measurements (these
results and results by Cance and Grenier
(ref. 17,19) are systematically lower than the
data of"shape"measurements (for example1°>25)

,
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OBSERVATIONS ON THE CONFERENCE in the breaks!

Herbert Goldstein
Columbia University

New York, New York

I am glad that in his introduction Hank Motz
has partially "gotten me off the hook" by stressing
that it's not my job to give a summary. At the

previous conference in this series, in 1975, the

summary was presented by a panel of three experts
headed by E. P. Wigner. I am clearly a poor sub-
stitute on all accounts. The best that I can hope
to offer are some overall impressions or observations
on the Conference. Indeed, because most of the time
there were three simultaneous sessions, it would be
better to say impressions of one-third of a Confer-
ence. You may have attended an entirely different
one-third of a Conference than I did, and your
conclusions may therefore be quite different. It's
not even a randomly selected one-third, because
there is a natural bias to try to select papers of

interest to me. I was only partially successful in

my attempt. That fellow you saw running back and
forth across the corridor from one room to the other
was me. I always seemed to come into a session just
as they finished the paper I wanted to hear.

The designation of my talk as "impressions" or

"observations" is particularly useful, because it

gives me leave to mention something of the history
of this series. This Conference is the fifth in a

series that started back in 1966, although its

origins were earlier than that. There were a group
of us in the '60s who were attempting to devise some

type of meeting or conference that would bring
together the separate groups of those who were
measuring cross sections and those who were using
cross sections. Before that time there was very
little in the way of conversation between the two

groups. There were only some sort of formal notes
passed between them. Our first conference in 1966
was, therefore, an attempt to overcome that barrier.
It was not completely successful. We had a hard
time, I remember, explaining what this peculiar
process of evaluation was. Neither the measurers
nor the users quite understood. Still, the idea
seemed to catch on. Successive conferences were
held in 1968, 1971, and 1975. Today, observing the

fifth conference, I think we can apply the words of

a famous commercial: "Baby, you've come a long
way!" There is now a firm partnership among the

measurers, users, and evaluators of cross sections.
Very often they wear each other's hats.

Well, what sort of a meeting have we had?

Certainly, from the point of view of the hospitality

that we received, it's been a very successful meeting,

as I'm sure you will agree. I don't know what kind

of strings our hosts pulled, but they have even man-

aged to give us five days of perfect weather. And if

you don't think that is a major accomplishment, you

should be here at other times in Knoxville and see

what the weather can be. One might get the impression

they also arranged to have a whiskey named appropriate-

ly for this conference. Coming up on the road from

the Hyatt Regency Hotel to the Center here, you are

confronted with a big billboard that advertises

Benchmark Bourbon Whiskey. For the actual arrange-

ments and the program, we owe a great thanks to the

Deputy Chairmen of the meeting, Fred Maienschein of

ORNL and Pete Pasqua of UT, and to our Secretary,

Cleland Johnson. And above all, I think, we must ten-

der our grateful thanks to the staff who have taken

care of us so well—even though I'm somewhat doubtful

as to just what it was that they put in the tea we had

Especially, we are indebted to someone who, to

the sorrow of all of us, could not be here—Joe Fowler
has been the prime mover of this conference and was
really the one who pushed it through. Regrettably,
a few months before the meeting, when he had already
rounded up most of the invited speakers, he became
quite ill and had to undergo heart surgery. Since
then, he has had a stormy convalescence; and un-

fortunately, he has not recovered quite well enough
to be here. I miss Joe Fowler terribly in this meet-
ing. It does not seem to be a proper conference
without his vigorous enthusiasm and his infectious
laughter. We all, I know, wish him well and hope
that he will have a speedy and complete recovery.

The previous meeting, held four years ago in

Washington, was, I believe, the first in this series
to be called an international meeting and to have a

title referring to nuclear cross sections rather than
neutron cross sections. These designations have been
continued in our present meeting, so it's fair to try

to compare them and to note any changes. Statisti-
cally, the two meetings are almost the same. The
number of papers here is down slightly. The number
of people attending is just about the same—maybe
slightly lower. Comparing the domestic and foreign
contribution, the number of papers from outside
America went up somewhat compared to 1975, and since

the number of papers from the U.S. went down somewhat,
there seems to be something of a trend. So, I think
we can congratulate ourselves that we have been
really running an international meeting. I must say

though, parenthetically, that as coming from the host

country, I have been somewhat embarrassed at the re-

peated discussions of data sets generated in the U.S.

which are not available in general. It struck me as

being what the British call "bad form." One would
hope that at an international conference, we could
really talk on an equal basis.

Both in 1975 and now the program committee tried

very hard to broaden the conference so as to include

applications involving charged particles, and to go

beyond the range of fission and fusion situations,

e.g. to include cross section questions for neutrons
above 20 MeV. In that respect, it seems to me there

wasn't much difference between the two conferences.

In both of them there were about the same number of

tutorial papers, trying to introduce us to fields out-

side of what, perhaps, are our normal interests. In

addition, there were some contributed papers referring

to such exotic fields; with somewhat fewer in this

conference than in the previous one. Some of these

tutorial papers outside our standard concerns said

rather frankly that they had at best only minor needs
for cross sections. Others, such as the papers on
medical cancer radiation studies or the papers on

applications for geological prospecting, presented
some interesting problems but not ones having the

same degree of difficulty or sophistication as in

fission or fusion. Perhaps what is even more import-

ant, these fields seem to lack the kind of funding

structure that would support work on cross sections to

meet their particular needs. Of course, astrophysics

can always be depended upon to post some interesting

and challenging problems of cross section measure-

ment and predictions—problems that the physicists

particularly like to tackle. And we were promised

that if we succeed in solving the shopping list of

questions presented here, by the time of the next

conference they will have a whole batch of new ones!

It should be noted that there was a significantly

increased interest in neutron cross sections in the

1000



range from 20 to 40 MeV. Most of the new interest

arises out of the use of "white" sources, particularly

deuterons on beryllium or lithium targets, in such
widely dispersed fields as cancer radiation therapy

and radiation damage in the solid state. We heard
repeated mention of a new gadget—the Fusion Materials
Irradiation Facility—which is being designed now and

which will be operational in a few years, producing
intense beams of neutrons up to 40 MeV.

With all due acknowledgment to the significance
of these new fields, I felt, nonetheless, that the

overwhelming majority of both the papers and those
attending were still concerned with fission-fusion
applications and, in particulari with neutron cross
sections from the thermal range up to 20 MeV. What,
perhaps, is the difference from the previous meeting
is that there has been a shift from the classical
fields of core physics and shielding devices to topics
which we have usually considered as more peripheral

—

safeguards, waste disposal, dosimetry, radiation
damage, or fuel cycles of an exotic nature. Again, in

some of the cases there didn't seem to be much of

interest from the cross section point of view. As I

recall, Willie Higginbotham got up and said in the

first sentence of his paper that there were no safe-
guard interests in cross sections. But there certain-
ly were serious needs presented in waste disposal,
dosimetry, and radiation damage. Don Smith, for

example, gave one of the best papers I've heard at

this conference, in a masterful review of the radia-
tion damage and dosimetry problems, and convinced me,

for one, of the importance and seriousness of the

cross section needs for these areas.

Well, if we look primarily at neutron cross
sections and at the fission and fusion applications,
what sort of a meeting has it been? A very normal,
active, busy scientific meeting, I would say. The
corridors, refreshment room, Smokey's Palace and all,

have been humming with exchanges and comparisons of

data, questions being asked, experiments being planned.
Even the regularly scheduled sessions, by and large,

have been well attended with intent and responsive
audiences. I have been impressed with the general
high level of competence and sophistication of the

papers. In short, there is every evidence that this
sort of artificial field we created some fifteen years
ago—this mixture of users of cross sections and of

those who measure them—has reached a level of matur-
ity, of steady, competent progress.

But by the same token, at least based on the part
that I attended, there have been few surprises, few
exciting developments, to set things buzzing, to

leave people raring to get back to their laboratories
and institutions to try out something new. About the

closest to that kind of excitement that I heard was
the paper by Dr. Muradyan on a novel detector, the
Romashka detector. Using multiple coincidences among
a large number of detectors surrounding the sample,
the detector measures primarily the multiplicity of

particles emitted from the sample. One can, therefore,
rather clearly distinguish among neutron scattering
events, where there wouldn't normally be more than
one particle coming out, capture events where there
would be a moderate multiplicity of resultant par-
ticles, and fission events, where there would be a

larger multiplicity. It seems to me we have here a

fresh approach (though it has its forerunners in some
experiments that have been done at ORNL) , and it

appears to provide a clean way of separating between
various kinds of events in simultaneous measurements.

Otherwise, I noted relatively little new in
experimental techniques. I observed in particular

that there are still very few people who are willing
or capable of doing differential experiments in that
wide empty range between 7 and 13 MeV. If I counted
correctly, it appears that the only groups involved
in this area are the TUNL Laboratory people here in

this country and a combined Russian-Dresden group.
Considering the importance of this region for fusion
applications and for reactor shields, one would hope
that more people would make such measurements.

One other experimental paper that struck me
particularly was on the study of fine structure of
the fission cross section in what would normally be
called sub-threshhold materials, for example. Pa,
where the interpretation of the cross section fitted
in very neatly with a triple hump barrier representa-
tion of the fission process. At each of these con-
ferences we add one more hump to the fission barrier.
What's for the next time?

Controversies about particular cross sections
can be depended to liven up a conference of this
nature. In 1975, for example, there was much dis-
cussion about discrepancies. A lot was said, for
example, about the ^Li(n,a) measurements at the
resonance. This time I heard only one reference to

that particular problem, and indeed that was a remark
about how much better things are now than they were
four years ago. Also, the question of fission decay
heat, which was a controversy at that time, seems to

be satisfactorily resolved now, according to the
measurements and comparisons presented by Dickens
early Monday. However, we still have our share of

discrepancies and controversies. We still have the

problems of the 238u (n,Y) reaction. That seems
never to leave us— it appears to provide a lifework
for some people. And there is always the attempt at

changing the ^^^U inelastic cross sections. There it

is mostly, I think, a matter of trying to force
agreement with fast criticals, especially so as to

resolve the discrepant central reactivity worth that

has also been with us, one feels, from time immemor-
ial. Perhaps that will be solved shortly with some
very clever measurements which are underway here in

Oak Ridge. The very first paper we had on Monday, by
Herb Kouts, reminded us of the pronouncement in the

^^^5 conference that the discrepancy on v for

Cf, between the liquid scintillator and the MnSOZj

bath techniques, was a national scandal, and we heard
the reiteration that four years later it is still a

national scandal. But again, while we did not see
the resolution of it this time, there seems to be
hope. Indeed, new values were whispered around in

the corridors for measurements by those two different
techniques that are now a good deal closer; and J. R.

Smith pointed out how a shift in a sulphur cross
section (which depends mostly on rather primeval
valued might very well take care of the difference.
We can hope for a final resolution in a year or two.

A new discrepancy or controversy has come to

the fore, one which might turn out to be quite
^mportant for fusion applications. It concerns the
Li(n,n't) reaction, which we saw in several papers

may have a really crucial effect on the design of

breeding blankets for fusion reactors. A particu-
larly fine paper was presented by Dr. Swinhoe on

this reaction, presenting British measurements, and
supporting evidence, indicating the cross section is

at least 10% lower than previously thought. Undoubt-

edly this report will spark some new investigations.

Getting away from the measurements of cross
sections, I have been impressed by the number, and
especially the quality, of the cross section eval-
uations presented here—some of those from the

United States, and especially those presented by the

1001



French participants. These evaluations struck me as

being painstaking, knowledgable, with a good deal of

thought and intelligence having gone into them.

Noticeable has been the number of experimenters who
have switched hats temporarily and performed evalu-
ations directly for ENDF/B. It is a trend to be
welcomed, and one would hope it would continue. We
were also treated to a discussion of the growing
complexity of the nuclear models which are used in

the evaluation. While these models are developed on

the basis of our knowledge of nuclear physics, they

are not constructed primarily to answer questions of

nuclear physics, e.g. not to do global fits, but
rather to fit and extrapolate data for particular
elements. One development which seems to be just
starting now—and I think it's been long overdue

—

has been attempts to make a consistent, complete
analysis by some sort of unified model code. Right
now, we do a patch job, with an optical model code
here, a coupled channel code there, or a direct
interaction program here, each with somewhat differ-
ent parameters and different assumptions, and without
recognition of the interrelations between these. We
might look forward to some admittedly monster-size
code which does it all in one throw of the dice.

The appearance of these new high-quality eval-
uations underscores a problem that I sense will be

of growing importance to us in the U.S.— the long
time interval before such "state-of-the-art" cross
section data are fed into reactor or shield calcula-
tions. There are two aspects to the problem. One
is the time-lag built into the cycle of ENDF/B cross
section sets. The evaluations described here this
week can enter into the stream of official ENDF/B
sets only as part of ENDF/B-VI , and that is so many
years downstream the powers-that-be don't even want
to set a date. Meanwhile, we are practically frozen
into sets with old and poor evaluations. Those who
manage ENDF/B should provide—and publicize widely

—

some mechanism for making the new evaluations avail-

able promptly and in suitable format, even if they
have to be used in parallel with officially approved
ENDF/B sets. The other aspect relates to the size
and required computing time for our cross section
processing codes. Even minor changes in input point
cross section data often call for the running of

such elaborate and time-consuming processing codes
that an elapsed time of two months for such changes
is not unusual. No wonder there is a tendency to

take the easy way out and keep using an existing
multigroup library long after it has been obsoleted
by the existence of new and better microscopic data.

Some way should be provided to provide more easily
for changing input data, preferably by interactive
communication with the computer.

There were, however, some aspects which I

looked for in this meeting which seem to be absent.

The buzz phrases in the 1975 meeting were "sensitivity
analysis" and "uncertainty analysis." Just to

remind you of the difference between these, sensitiv-
ity analysis talks about what is the change in an

integral experiment—or in integral calculational
result—for a change in a given cross section. It is

a variational derivative of the particular integral
quantity with respect to a cross section change.

Uncertainty analysis convolutes the variational
derivative with the covariance matrices (i.e.,

uncertainty matrices) for the cross section, leading

to the uncertainty in the integral quantity that is

traceable to uncertainty in the cross sections.

When I first saw the program for this meeting,

I looked at the titles of the papers and wondered,

"What has happened to sensitivity analysis?" There

didn't seem to be any discussion or any papers with

that phrase in the title. Well, it hasn't dis-
appeared, in fact. There were a lot of papers that
discussed or used both sensitivity analysis and
uncertainty analysis. In fact, these techniques
have grown to the status that we sort of take them
for granted and use them just as regular tools.
But, for the most part, sensitivity analysis is
being used to produce adjusted cross sections. In
effect, one says: "If I know how much effect on an
integral experiment a change in cross section will
produce, and I find out how much the result of an
integral calculation differs from the experiment,
then I can go and move that cross section in value a

little bit and change the calculation until it

agrees with experiment." The technique is not
particularly new, and it's not the original motiva-
tion behind the creation of the idea of sensitivity
analysis. When I first saw sensitivity analysis
used in this manner to produce adjusted sets, I

called it a number of things, of which "perversion"
was the most polite. Listening to some of the
papers this week, I have had a slight change of

heart about it, mainly as the result of the quality
of the discussions and of the efforts that had gone
into the way the procedure is being used, specifi-
cally in the French work, and in some of the work
here at Oak Ridge described in a paper by Dr. Yeivin.
In these papers adjustment based on sensitivity
analysis has been used in a very intelligent manner,
both to modify the cross sections and to select
those integral experiments which are most

dependable.

I must say, however, that I'm still upset about
it. No matter how you clothe the description of the
adjustment procedure it bears a very close resem-
blance to the favorite technique of my undergraduate
days when we called it a "fudge factor": the right
answer divided by the wrong answer! My difficulty
with it, I think, was highlighted by the very fine
paper presented by Dr. LeSage—an analysis of a very
carefully chosen set of integral experiments of high
quality in which he tried to analyze separately the

uncertainties due to the experiments themselves and
the uncertainties resulting from the calculational
methods involved. Very roughly, if you take the

difference between a measured integral quantity and
calculated value, and subtract from this difference
the expected uncertainty arising from the measurement
technique and the calculational method, then the

result should be the measure of errors in the cross

section input. But Dr. LeSage found that the

calculational errors are hard to pin down quantita-
tively and are often the same order of magnitude as

the uncertainties which might be attributed to cross
sections. So that when you make an attempt to

adjust the cross sections, you're also grappling
with very uncertain errors in the calculational
methods used to obtain the integral experiment
figures. One begins to question whether you are

correcting the cross sections to agree with experi-
ments or to compensate for the errors of your cal-

culational difficulties. I'd like, for example, to

make a comparison of the adjusted cross sections for

sodium as developed, say, for fast reactor core
analysis with those which were adjusted to meet the

shielding experiments. I wonder how well they agree
between them.

But, as I said, this is not what sensitivity
analysis had been invented for. One of its first

purposes was to try to give a quantitative under-

pinning to the statement of accuracy to which one

wants a cross section measured. On the basis of the

sensitivity analysis, one could say, "I need a cross

section of such and such an accuracy." And some

such applications of sensitivity analysis have
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indeed been made. But the other reason for sensitiv-
ity analysis was to provide a physical understanding
of why neutrons and gamma rays in bulk materials
behave the way they do. What we seek to find is the

connection between the microscopic interaction and
the macroscopic behavior. In the period between the

1975 meeting and now, a number of elegant and ingeni-
ous tools have been designed, based on sensitivity
analysis and its offspring—contributon fluxes—at

Oak Ridge and at Los Alamos to help us reach this
kind of understanding. There is none of it in the

present meeting; it has totally disappeared and I

can't quite understand why. One answer I've been
getting is that the funding agencies won't support
that kind of effort, even though people agree in the

long run it must help. Surely, if you understand
how neutrons and gamma rays behave in bulk materials,
it must certainly help in assessing computational
methods and in knowing how to use cross sections.
The indifference to this type of analysis is strange.
You always require that sort of attempt at "under-
standing" in making and reporting microscopic cross
section measurements—there it's called "nuclear
physics." The result, I would say, is that for the
past few years we have not had any reactor physics,
only reactor computations. There's a big difference
between the two. I hope things will change in the
future

.

Well, my time is running out and there are
obviously a number of questions that one might ask
about this meeting. One is, have we had too many
meetings? In a tutorial paper on fusion needs for
cross sections, Dr. Haight presented a slide which
listed the meetings within the past five years at
which similar talks and analyses of cross section
needs for fusion had been presented. As I recall,
it listed about six or seven meetings between 1975
and the present one which had similar papers.
Nonetheless, I have come to the feeling that a

meeting such as the one we've just had was indeed
necessary. For one thing, we can't all expect to go

to Harwell and to Kiev and the rest, in addition to

Knoxville. There are many of us who can attend only
one out of every five or six of these meetings; and
for those of us it gives us a welcome chance to

catch up with what's going on. More important, the
researchers in the field—a field which, as I said,
is somewhat of a creation of the application needs

—

have difficulty in finding a proper home in the
various professional societies. So a meeting in
this series is great, not only as a place to present
our results, but also to enable us to get together
and compare notes, and not least, to boost our
morale a bit.

The obvious next question is "When should the
next meeting be?" or, rather, if I may ask: "Should
there be a next meeting?" Indeed, I think that's
part of a much bigger question. Let me refer back
to my statement that this was a normal, busy, regular,
professional scientific meeting, about the same size
and scope as we had four years ago. That surprised
me a good deal. There seemed to be relatively
little cognizance of what's going on in the outside
world. I acknowledge that thorium got a big play in
this conference compared to the last conference.
There were any number of papers that discussed
thorium cross sections—experiments and calculations.
But consider what seems to be in the wind now

—

what's happening in that outside world from which
we've insulated ourselves for five days. The funding
agencies have been warning us of coming cuts in
support for cross section work. They seem to be
coming for two reasons. One is that we are being
successful; we're getting closer and closer to the
goals that have been set for us. That was evident

both in the papers of Odelli Ozer that started off

this conference and in that of Dr. Hammer in which
he compared the accuracies needed and the accuracies
available now and concluded that you're getting
pretty close to them today. But the other, perhaps
more important reason, is the shifting emphasis away
from the neutronic area, per se , to questions involv-
ing primarily various safety aspects of nuclear
energy. While there may be some interaction between
neutronics and safety, nonetheless there is relative-
ly little need for cross sections in the safety
area.

But there are other events in the wind.

I come from the battle zone—from New York
State. I come from a campus on which we have been
trying for 17 years to get a small Triga research
reactor activated, from a campus which a few months
ago saw our President, Dr. McGill, get up and say

that as long as he's President of the University,

the reactor will not be activated. When we pressed
him for his reasons, he admitted that there was no

question about the safety of the reactor, but that

very frankly, he's scared. He is frightened of the

physical mob damage that would be done to the

University if we went ahead. We have had a Master
Energy Plan announced for New York State for the

next 15 years which is notable for its omission of

any role for nuclear energy. In their summary

report, the proponents say frankly why. Not that

there are overwhelming doubts on the safety of

nuclear energy, rather that it will not be acceptable
to the public. We heard last night a preview of the

Kemeny Commission recommendations, which, if they are
taken seriously (and I think they are likely to)

,

will mean, in effect, a long delay in any future

progress in nuclear energy in this country.

So, with these developments as a background, it

wouldn't have surprised me to have come to this

conference to have found very poor attendance and
even poorer interest—a lackadaisical interest in

the situation. The bustling, active, vigorous
meeting that we have had was therefore something of

a surprise. At first I thought it was just a case

of the corpse walking and talking because it didn't
know it was dead. But as I listened to the talks

and I saw the professional and competent way that

we've been plugging at the problems of implementing
nuclear energy, of grappling with how to best use it

and develop it to fill our needs well past the

beginning of the 21st century, of how to get at the

proper mix of various types of cycles to use our

resources intelligently, I came to the feeling you
here at the conference are wiser and more farsighted
than I am. The true lesson of this conference is a

reaffirmation that nuclear energy is necessary for

all of the countries represented here, and that the

outside world, despite the present perturbations,

will eventually realize it.

We shall yet overcome.
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CINDA INDEX

Element Quantity Energy (eV) Type Documentation Lab

S A Min Max Ref Vol Page Date

Comments

H 001

H 001

H 001

H 001

H 002

H 002

H 002

H 002

H 002

H 002

H 002

H 002

HE 003

HE 003

HE 003

HE 003

LI

LI

LI 006

LI 006

LI 006

LI 006

LI 006

LI 006

LI 007

LI 007

LI 007

LI 007

LI 007

LI 007

LI 007

LI 007

LI 007

LI 007

LI 007

TOTAL XSECT

ELASTIC SCAT

DIFF ELASTIC

POLARIZATION

TOTAL XSECT

ELASTIC SCAT

ELASTIC SCAT

DIFF ELASTIC

DIFF ELASTIC

N, GAMMA

N . GAMMA

N2N REACTION

N, GAMMA

N, PROTON

N, PROTON

N, PROTON

NONEL GAMMA

NONEL GAMMA

TOTAL XSECT

IJ , TR ITON

N.TRITON

N, TRITON

N.TRITON

N . TH ITON

TOTAL XSECT

DIFF EUSTIC

DIFF ELASTIC

DIFF ELASTIC

DIFF INEUST

DIFF INELAST

DIFF INELAST

NONEL GAMMA

NEUT EMISSN

N.TRITON

N.N TRITON

3.0+6 4.2+7

2.0+7

2.0+7

1.7+7

7.0+6 2.3+7

5.1+6 1.5+7

7.0+6 2.3+7

1.5+7

9.0+6

NDG

2.5-2

1.1+7

2.5-2

2.5-2

2.0+3

1.1+7

2.5+7

1.0+4

2.5+4

1.0+6

2.0+7

7.0+5 2.0+7

3.0+6 4.0+7

2.5-2

1.0+0 1.0+3

NDG

1.0+5

3.0+4

4.0+7

1 .4+7

1.5+7

8.0+6

1.4+7

1.5+7

8.0+6

2.0+7

5.1+6 1.5+7

NDG

4.7+6 1.4+7

2.0-2

3.0+6

7.0+6

5.1+6

1.0+5

7.0+6

5. 1+6

5.0+5

Expt 79KNOX AB 4 1079 NBS Kellie+TOF.GRPH. CFD ACCEPTED VALUE

Revw 79KNOX GA 1 1079 NBS Wasson+STATUS OF STANDARDS.

Revv; 79KNOX GA 1 1079 NBS Wasson+STATUS OF STANDARDS . GRPH

.

Revw 79KNOX GA 1 1079 NBS Wasson+STATUS OF STANDARDS.

Expt 79KNOX EC 7 1079 OHO Kulkarni+6 ES. GRPH. CFD DEL.SEL.

Expt 79KNOX AB 2 1079 NIL Gul+DRVD FROM LEG FIT. CFD EXPT.TH.

Expt 79KNOX EC 7 1079 OHO Kulkarni+6 ES. GRPH. CFD TOT. DEL.

Expt 79KN0X AB 2 1079 NIL Gul+TOF . ANGDIST . GRPH , TBL. CFD EXPT.TH

Expt 79KNOX EC 7 1079 OHO Kulkarni+2 ES.TOF . ANGDISTS. GRPHS.

Revw 79KNOX DB 3 1079 DUB Luschikov+ MEAS TBD.

Expt 79KNOX DB 4 1079 DUB Al fimenkov+TOF . REL CL. TBL. CFD TH.EXP

Expt 79KNOX EC 7 1079 OHO Kulkarni+2 ES.TOF. DBL DIFF. GRPHS.

Revw 79KNOX DB 3 1079 DUB Luschikov+ MEAS TBD.

Expt 79KNOX AC 6 1079 NBS Bowinan+2ES. B-10 (N , A )/HE-3 (N , P) RATIO

Expt 79KNOX AC 6 1079 ORL Bowman+ORELA . B 10 ( N , A) /H£3(N , P) RATIO

Revw 79KNOX GA 1 1079 NBS Wasson+STATUS OF STANDARDS. GRPH.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Revw 79KNOX DB 5 1079 TOH Sugiyama. REVIEW .DATA STATUS. NDG

Expt 79KNOX AB 4 1079 NBS Kellie+TOF.GRPH. CFD ENDF/B-V

Expt 79KNOX CA 3 1079 HAR Swinhoe.CS MEAS AS SYSTEM CHECK.

Expt 79KNOX AC 2 1079 NBS Czirr+D-10/LI-6 CS RATIO, TBL. GRPH

.

Revw 79KNOX GC 8 1079 GGA Cheng+ENDF/B-IV. V REVIEWED.

Revw 79KNOX GA 1 1079 NBS Wasson+STATUS OF STANDARDS. GRPH.

Expt 79KNOX IB 2 1079 GHT Wagemans+ U235 REL LI6.

Expt 79KNOX AB 4 1079 NBS Kellie+TOF.GRPH. CFD ENDF/B-V

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION . GRPHS.

Expt 79KNOX AB 3 1079 TOK BabB+TOF.3 ES.6 ANGS. GRPHS CFD ENDF

Exth 79KNOX GB 7 1079 OHO Knox+MULTI-CHANL, LVL R-MATRIX. CURVS

.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION . GRPHS.

Expt 79KNOX AB 3 1079 TOK Baba+TOF.3 ES,6 ANGS. GRPHS CFD ENDF

Exth 79KNOX GB 7 1079 OHO Knox+MULTI-CHANL, LVL fi-MATRIX. CURVS.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Expt 79KNOX AB 3 1079 TOK Baba+TOF.3 ES.6 ANGS. GRPHS CFD ENDF

Revw 79KNOX GC 8 1079 GGA Cneng+ENDF/ B-I V. V REVIEWED.

Expt 79KNOX CA 3 1079 HAR Swi nhoe .ACT. GRPH. CFD ENDF.OTH EXPTS.
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Element Quantity Energy (eV) Type Documentation Lab Comments
s A Min Max Ref Vol Paj56 Date

LI 007 N , N TRITON 2.8+6 2. 0+7 Re vw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. GRPHS

BE 007 N, ALPHA REAC NDG Hevw 79KNOX DB 3 1079 DUB Luschikov+ THR,EPI-THR TBD. (N,2A).

BE 009 TOTAL XSECT 1.0+6 2. 0+7 Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

BE 009 DIFF EUSTIC 7.0+6 1

.

5+7 Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

BE 009 DIFF INELAST 7.0+6 1

.

5+7 Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

BE 009 NEUT EM ISSN NDG Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

g 01

0

t . u+u 2. 0+7 Revw 1 R I naignL+uo run rUolui^.NUu.

B 010 N , GAMMA 1. 2+6 Revw 79KNOX GA 1 1079 NBS Wasson+STATUS OF STANDARDS. GRPH.

B 010 N .TRITON 2. 0-2 3. 0+4 Ex pt 79KNOX IB 2 1 079 GHT Wagemans+U235 REL BIO.

B 010 N, ALPHA REAC 1 . 0+0 1

.

0+3 Ex pt 79KNOX AC 2 1079 NBS Czirr+B-10/LI-6 CS RATIO. TBL, GRPH

.

B 010 N, ALPHA REAC 2.5-2 1

.

0+4 Ex pt 79KNOX AC 6 1079 NBS Bowman+2ES.B-10(N, A)/HE-3(N, P) RATIO

B 010 N, ALPHA REAC 5.0-1 1

.

0+4 Exth 79KNOX AC 4 1079 NBS Carlson+SOLID BIO VS BF3.TH CFD EXPT

B 010 N. ALPHA REAC 2. 0+3 2. 5+4 Ex pt 79KNOX AC 6 1079 ORL Bowman+OREU.BIOCN, A)/HE3(N, P) RATIO

B 01

1

TOTAL XSECT 1.0+6 2. 0+7 Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION . GRPHS.

B 01

1

DIFF INELAST 4.8+6 6. 0+6 Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

B CKP N, ALPHA REAC 5. 0-1 1

.

0+4 Ex th 79KNOX AC 4 1079 NBS Carlson+SOLID BIO VS BF3.TH CFD EXPT

c 012 TOTAL XSECT 1 . 0+6 2. 0+7 Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

c 012 TOTAL XSECT 2. 5+6 2. 5+7 E X pt 79KN0X EC 6 1 079 LAS Lisowski+TRNS, GRPH. CFD ENDF.OTHS.TBL

c 012 TOTAL XSECT 1. 5+7 Revw 79KNOX GA 1 1 079 NBS Wasson+STATUS OF STANDARDS.

c 012 ELASTIC SCAT 1. 5+7 Rev w 79KNOX GA 1 1079 NBS Wasson+STATUS OF STANDARDS.

c 012 DIFF ELASTIC 1. 5+7 Revw 79KNOX GA 1 1079 NBS Wasson+STATUS OF STANDARDS.

c 012 POLARIZATION 4.6+6 5. 2+6 Ex pt 79KNOX IB 7 1 079 KT Y Weil+3ES. ASYM. CALC SCAT PHASE SHIFTS

c 012 N , GAMMA 6. 0+6 Theo 79KNOX AB 5 1079 WAU Johnson .(N,G),(G.N),(P,G) CALC. CFD.

c 012 NONEL GAMMA 2. 0+7 Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

c 012 MONEL GAMMA 7.0+5 2. 0+7 Revw 79KNOX DB 1 079 TOH Sugiyama. REVIEW. DATA STATUS. NDG

c 012 NEUT EMISSN NDG Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

c 012 N , DEUTERON 2. 7+7 6. 1+7 Revw 79KNOX CA 1 1 079 LRL Haight+CS FOR FUSION. NDG.

c 012 N, ALPHA REAC 2.7+7 6. 1+7 Revw 79KNOX CA 1 1 079 LRL Haight+CS FOR FUSION. NDG.

c 01 3 TOTAL XSECT 1 . 0+6 2. 0+7 Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

c 01 3 DIFF INELAST 4.8+6 6. 0+6 Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

c 013 GAMMA,

N

1

.

0+7 Theo 79KNOX AB 5 1079 WAU Johnson. COUPL CHANL CALC CFD EXPT

N 014 NONEL GAMMA 2. 0+7 Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

N 014 NONEL GAMMA 7.0+5 2. 0+7 Revw 79KNOX DB 5 1079 TOH Sugiyama. REVIEW. DATA STATUS. NDG

N 014 N. PROTON 2.7+7 6. 1+7 Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

N 014 N, DEUTERON 2.7+7 6. 1+7 Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.
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Element Quantity Energy (eV) Type Documentation Lab

S A Min Max Ref Vol Page Date

Comments

N 014

0 016

0 016

0 016

0 016

0 016

0 016

F 019

F 019

NA 023

NA 023

MG

MG

MG

MG

AL 027

AL 027

AL 027

AL 027

AL 027

AL 027

AL 027

AL 027

AL 027

AL 027

AL 027

AL 027

AL 027

SI

SI

SI

SI

SI

P 031

S

N, ALPHA REAC

TOTAL XSECT

DIFF EUSTIC

DIFF ELASTIC

N. PROTON

N.DEUTEfiON

N, ALPHA REAC

NONEL GAMMA

NONEL GAMMA

NEUT EM ISSN

NEUT EMISSN

NONEL GAMMA

NONEL GAMMA

NEUT EMISSN

NEUT EMISSN

NONEL GAMMA

NONEL GAMMA

NONEL GAMMA

NONEL GAMMA

NXN REACTION

NEUT EMISSN

NEUT EMISSN

NEUT EMISSN

N, PROTON

N, PROTON

N, ALPHA REAC

N, ALPHA REAC

N. ALPHA REAC

TOTAL XSECT

NONEL GAMMA

NONEL GAMMA

NEUT EMISSN

NEUT EMISSN

NEUT EMISSN

NEUT EMISSN

2.7+7 6. 1+7

2.4+6

1.2+7

5.0+6

2.7+7

2.7+7

2.7+7

7.0+5

NDG

1.5+7

7.0+5

NDG

1.5+7

6.1+7

6.1+7

6.1+7

2.0+7

2.0+7

2.0+7

2.0+7

2.0+7

7.0+6

2.0+7

1.4+7

5.3+6

7.0+5

1 . 5+7

NDG

1.5+7

1.5+7

NDG

1.5+7

4.7+6 1.4+7

1.5+7

1.5+7

3.0-3 5.0+1

2.0+7

7.0+5 2.0+7

NDG

1.5+7

NDG

NDG

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Expt 79KNOX GC 2 1079 ORL Johnson+ORELA ,TOF .TRNS. 2.35 MEV CS.

Theo 79KNOX EC 1 1079 TNL Hogue+FINITE GEOM.MULT SCT CORR.GRPH

Expt 79KNOX GD11 1079 UI Kor zh+TOF . CFD OPTMDL.GRPH,

Revw 79KNO^ CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Revw 79KNOX DB 5 1079 TOH Sugiyama. REVIEW. DATA STATUS. NDG

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Revw 79KNOX GB 3 1079 ORL Hetrick+EVAL DATA CFD MEAS.GRPHS.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Revw 79KNOX DB 5 1079 TOH Sugiyama . REVIEW . DATA STATUS. NDG

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION, NDG.

Revw 79KNOX GB 3 1079 ORL Hetrick+EVAL DATA CFD MEAS.GRPHS.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Theo 79KNOX GB 6 1079 TIT Kitazawa+SPIN DEP EVAP MDL.GRPHS. CFD

Expt 79KNOX DB 6 1079 TOH Hino+T0F.4ES.TBL,GRPH. CFD ORL EXPTS

Revw 79KNOX DB 5 1079 TOH Sugiyama. REVIEW. GRPHS. DATA STATUS

Theo 79KNOX GB 2 1079 ORL Fu .K-F, PRE-COMPD CALC . CUR VS . CFD EXPT

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Expt 79KNOX AB10 1079 TOK Iwasaki+TOF. ANGDIST, INTEG. GRPHS. CFD

Revw 79KNOX GB 3 1079 ORL Hetrick+EVAL DATA CFD MEAS.GRPHS.

Eval 79KNOX AB 7 1079 ORL Fu+LEAST SQUARES CALC . NDG. TBD.

Theo 79KNOX GB 2 1079 ORL Fu .H-F, PRE-COMPD C ALC . CUR VS . CFD EXPT

Expt 79KNOX CA 3 1079 HAR Swinhoe . ACT. GRPH. CFD ENDF.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. TBL.

Theo 79KNOX GB 2 1079 ORL Fu .H-F, PRE-COMPD CALC . CUR VS . CFD EXPT

Expt 79KNOX AC 3 1079 LAS 3rugger+T0F. 3 T. SINGLE CRYSTAL. GRPH

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Revw 79KNOX DB 5 1079 TOH Sugiyama . REVIEW . DATA STATUS. NDG

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Revw 79KNOX GB 3 1079 ORL Hetrick+EVAL DATA CFD MEAS.GRPHS.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.
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S A Hin Max Ref Vol Page Date

S 032 ABSORPTION 2.5-2

S 032 N, PROTON H.O+6 2.0+7

CA NONEL GAMMA 2.0+7

OA NONEL GAMMA 7.0+5 2.0+7

CA NEUT EMISSN NDG

CA NEUT EMISSN 1.5+7

CA 040 N, PROTON 1.5+7

CA 040 N, TRITON 1.5+7

SC 045 TOTAL XSECT 2.0+3

TI NXN REACTION 1.5+7

TI NEUT EMISSN NDG

TI NEUT EMISSN 1.5+7

TI N, ALPHA REAC 1.5+7

TI 046 NXN REACTION 1.5+7

TI 046 N, PROTON 1.5+7

TI 046 N, PROTON 1.5+7

TI 046 N, ALPHA REAC 1.5+7

TI 048 NXN REACTION 1.5+7

TI 048 N, PROTON 1.5+7

TI 048 N, PROTON 1.5+7

TI 048 N, ALPHA REAC 1.5+7

V 051 NONEL GAMMA 2.0+7

V 051 NONEL GAMMA 7.0+5 2.0+7

V 051 NXN REACTION 1.5+7

V 051 NEUT EMISSN NDG

V 051 NEUT EMISSN 1.5+7

V 051 N, PROTON 1.5+7

V 051 N, ALPHA REAC 1.5+7

V 051 N, ALPHA REAC ^ 5+7

CR TOTAL XSECT 1.0+6 4.5+6

CR ELASTIC SCAT 1.5+6 4.0+6

CR DIFF EUSTIC 1.5+6 4.0+6

CR DIFF ELASTIC 1.4+7

CR DIFF INELAST 1.5+6 4.0+6

CR DIFF INEUST 4.0+6 1.2+7

Revw 79XNOX GA 4 1079 INL Smith+CS ERROR EFFECT UPON CF-252 NU

Eval 79KNOX AB 7 1079 ORL Fu+LEAST SQUARES CALC.GRPH.TBL.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Revw 79KNOX DB 5 1079 TOH Sug i yam a . REVI EW . GR PHS . DATA STATUS

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Revw 79KNOX GB 3 1079 ORL Hetrick+EVAL DATA CFD MEAS.GRPHS.

Exth 79KNOX GC12 979 SMU Woo+{N.T)/(N.P) RATIO CALC CFD MEAS.

Exth 79KNOX GC12 979 SMU Woo+ACT.TBL.CFD OTH EXPT.

Ex pt 79KNOX GD 9 1079 IJI Razbudey+TRNS. CS=0,263+-0.007 B.CFD.

Theo 79KNOX GB 2 1079 ORL Fu.H-F.PRE-COMPD CALC . CUR VS . CFD EXPT

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Revw 79KNOX GB 3 1079 ORL Hetrick+EVAL DATA CFD MEAS.GRPHS.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. TBL.

Theo 79KNOX GB 2 1079 ORL Fu.H-F.PRE-COMPD CALC. NDG.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. GRPH

Theo 79KNOX GB 2 1079 ORL Fu.H-F.PRE-COMPD CALC. NDG.

Theo 79KNOX GB 2 1079 OHL Fu .H-F, PRE-COMPD CALC. NDG.

Theo 79KNOX GB 2 1079 ORL Fu.H-F.PRE-COMPD CALC. NDG.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. GRPH

Theo 79KNOX GB 2 1079 ORL Fu .H-F, PRE-COMPD CALC. NDG.

Theo 79KNOX GB 2 1079 ORL Fu.H-F.PRE-COMPD CALC. NDG.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Revw 79KNOX DB 5 1079 TOH Sugiyama. REVIEW. DATA STATUS. NDG

Theo 79KNOX GB 2 1079 ORL Fu .H-F, PRE-COMPD CALC. NDG.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Revw 79KNOX GB 3 1079 ORL Hetrick+EVAL DATA CFD MEAS.GRPHS.

Theo 79KNOX GB 2 1079 ORL Fu.H-F.PRE-COMPD CALC. NDG.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. TBL.

Theo 79KNOX GB 2 1079 ORL Fu.H-F.PRE-COMPD CALC. NDG.

Ex pt 79KNOX BB 9 1079 ANL Smith+50-100KEV RESOL. GRPH. CFD.

Ex pt 79KNOX BB 9 1079 ANL Smith+DRVD FROM LEG FIT. 3-5 PCT ACC.

Ex pt 79KNOX BB 9 1079 ANL Smith+ANGDISTS. GRPH. 5-8 PCT ACC.

Ex pt 79KNOX BB 5 1079 IRK Winkler+TOF. lOPCT. ANGDIST CFD OPTMDL

Ex pt 79KNOX BB 9 1079 ANL Smith+ANGDISTS, INTEG.GRPHS. CFD ENDF.

Ex pt 79KNOX BB 5 1079 IRK Winkler+TOF. DBL. DIF.ANGINTEG GRPH.
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Element Quantity Energy (eV) Type Docunentation Lab Comments

S A Min Max Ref Vol Page Date

CR NONEUSTIC 1.5+6 4.0+6

CR NONEL GAMMA 2.0+7

CR NONEL GAMMA 7.0+5 2.0+7

CR NXN REACTION 1.5+7

CR NEUT EMISSN NDG

CR NEUT EMISSN 1.5+7

CR N, ALPHA REAC 5.0+6 1.5+7

CR 050 DIFF EUSTIC 1.5+6 3.0+6

CR 050 DIFF INELAST 1.5+6 3.0+6

CR 050 NXN REACTION 1.5+7

CR 050 N, PROTON 1.5+7

CR 050 N, ALPHA REAC 1.5+7

CR 052 DIFF ELASTIC 1.5+6 3.0+6

CR 052 DIFF INEUST 4.0+6 1.2+7

CR 052 DIFF INELAST 1.5+6 3.0+6

CR 052 NXN REACTION 1.5+7

CR 052 N, PROTON 1.5+7

CR 052 N, ALPHA REAC 1.5+7

CR 054 DIFF EUSTIC 1.5+6 3.0+6

CR 054 DIFF INEUST 1.5+6 3.0+6

MN 055 RES INT ABS 5.0-1

MN 055 N, GAMMA 2.5-2

MN 055 NEUT EMISSN NDG

FE TOTAL XSECT 1.0+6 4.5+6

EE EUSTIC SCAT 1.5+6 4.0+6

FE DIFF EUSTIC 1.5+6 4.0+6

FE DIFF EUSTIC 1.2+7

FE DIFF INEUST 1.5+6 4.0+6

FE NONEUSTIC 1.5+6 4.0+6

FE NONEL GAMMA 2.0+7

FE NONEL GAMMA 1.0+7

FE NONEL GAMMA 7.0+5 2.0+7

FE NXN REACTION 1.5+7

FE NEUT EMISSN NDG

FE NEUT EMISSN 1.5+7

Ex pt 79KNOX BB 9 1079 ANL Smith+TOT- INTEG EL = SNE.5 PCT ACC.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Revw 79KNOX DB 5 1079 TOH Sugiyama. REVIEW. DATA STATUS. NDG

Theo 79KNOX GB 2 1079 ORL Fu.H-F.PRE-COHPD CALC . CUR VS . CFD EXPT

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Revw 79KNOX GB 3 1079 ORL Hetrick+EVAL DATA CFD MEAS.GRPHS.

GCIO 1 n7Q GEL Paulsen+EXPT IN PROGRESS. NDG.

Ex pt 79KNOX GD10 1079 IJI Pasechnik+TOF. ANGDISTS.GRPH. CFD CALC

Ex pt 79KNOX GDIO 1079 IJI Pasechnik+TOF.ANGDISTS.GRPH.CFD CALC

Theo 79KNOX GB 2 1079 ORL Fu .H-F. PRE-COMPD CALC. NDG.

Theo 79KNOX GB 2 1079 ORL Fu .H-F, PRE-COMPD CALC. NDG.

Theo 79KNOX GB 2 1079 ORL Fu. H-F. PRE-COMPD CALC. NDG.

Ex pt 79KNOX GDIO 1079 IJI Pasechnik+TOF . ANGDISTS. GRPH . CFD CALC

Ex pt 79KNOX BB 5 1079 IRK Winkler+1.43, 1.46HEV LVL.CFD DWBA.

Ex pt 79KNOX GDIO 1079 IJI Pasechnik+TOF. ANGDISTS. GRPH. CFD CALC

Theo 79KNOX GB 2 1079 ORL Fu.H-F.PRE-COHPD CALC. NDG.

Theo 79KNOX GB 2 1079 ORL Fu. H-F, PRE-COMPD CALC. NDG.

Theo 79KNOX GB 2 1079 ORL Fu. H-F, PRE-COMPD CALC. NDG.

Ex pt 79KNOX GDIO 1079 IJI Pasechnik+TOF . ANGDISTS. GRPH. CFD CALC

Ex pt 79KNOX GDIO 1079 IJI Pasechnik+TOF . ANGDISTS. GRPH . CFD CALC

Eval 79KNOX GA 5 1079 BNL Holden.BNL 325. RIA=14. 0+-0. 3 BARNS.

Ev al 79KNOX GA 5 1 079 BNL Holden.BNL 325.CS=13.3 +-0.2 BARNS.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Ex pt 79KNOX BB 9 1 079 ANL Smith+50-1 OOKEV RESOL. GRPH. CFD.

Ex pt 79KNOX BB 9 1079 ANL Smith+DRVD FROM LEG FIT. 3-5 PCT ACC.

Ex pt 79KN0X BB 9 1 079 ANL Smith+ANGDISTS. GRPH. 5-8 PCT ACC.

Theo 79KNOX EC 1 1079 TNL Hogue+FINITE GEOM.MULT SCT CORR. GRPH

Ex pt 79KN0X BB 9 1079 ANL Smith+ANGDISTS, INTEG. GRPHS. CFD ENDF.

Expt 79KN0X BB 9 1079 ANL Smith+TOT- INTEG EL = SNE.5 PCT ACC.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Theo 79KNOX GB 6 1079 TIT Kitazawa+SPIN DEP EVAP MDL. GRPHS. CFD

Revw 79KNOX DB 5 1079 TOH Sugiyama. REVIEW. DATA STATUS. NDG

Theo 79KNOX GB 2 1079 ORL Fu .H-F, PRE-COMPD CALC . CUR VS . CFD EXPT

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Revw 79KNOX GB 3 1079 ORL Hetrick+EVAL DATA CFD MEAS.GRPHS.

'I
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FE N. ALPHA REAC 5. 0+6 1

.

5+7 Ex pt 79KNOX GC10 1079 GEL Paul sen+ANGDISTS, ANGINTEG. GRPHS. CFD,

FE 05t EVALUATION 3. 0+6 4. 0+7 Eval 79KNOX AB 9 1079 LAS Arthur+H-F CALC.DWBA MOLS. GRPHS. CFD.

FE 054 DIFF ELASTIC 8. 0+6 1

.

2+7 Expt 79KNOX BB 3 1079 TNL El Kadi+T0F.3ES. GRPHS. CFD OPTMDL.OTH

FE 054 DIFF ELASTIC 1. 5+6 3. 0+6 Expt 79KNOX GDIO 1079 IJI Pasechnik+TOF. ANGDISTS.GRPH.CFD CALC

FE 054 DIFF INEUST 8. 0+6 1

.

2+7 Expt 79KNOX BB 3 1079 TNL El Kadi+TOF. PRELIM. NDG. ANAL TBC

FE 054 DIFF INELAST 1. 5+6 3. 0+6 Expt 79KNOX GDIO 1079 IJI Pasechnik+TOF. ANGDISTS.GRPH.CFD CALC

FE 054 NXN REACTION 1. 5+7 Theo 79KNOX GB 2 1079 ORL Fu.H-F.PRE-COMPD CALC . CUR VS. CFD EXPT

FE 054 N , PROTON 1, 0+6 2. 0+7 Eval 79KNOX AB 8 1079 HED Schenter+ENDF/B-V. LST SQ. GRPHS. CFD.

FE 054 N. PROTON 1. 5+7 Theo 79KNOX GB 2 1079 ORL Fu.H-F.PRE-COMPD CALC . CUR VS . CFD EXPT

FE 054 N, PROTON 1. 5+7 Exth 79KNOX GC12 979 SMU Woo+(N.T)/(N,P) RATIO CALC CFD MEAS.

FE 054 N, TRITON 1, 5+7 Exth 79KNOX GC12 979 SMU Woo+ACT.G,M ISOMER CS.CFD TH.TBL.

FE 054 N. ALPHA REAC 1. 5+7 Theo 79KNOX GB 2 1079 ORL Fu.H-F.PRE-COMPD CALC . CUR VS . CFD EXPT

FE 056 EVALUATION 3. 0+6 4. 0+7 Eval 79KNOX AB 9 1079 LAS Arthur+H-F CALC.DWBA MOLS. GRPHS. CFD.

FE 056 DIFF ELASTIC 8. 0+6 1

.

2+7 Ex pt 79KNOX BB 3 1079 TNL El Kadi+TOF. 3ES. GRPHS. CFD OPTMDL.OTH

FE 056 DIFF INELAST 8. 0+6 1

.

2+7 Ex pt 79KNOX BB 3 1079 TNL El Kadi+TOF. PRELIM. NDG. ANAL TBC

FE 056 NXN REACTION 1. 5+7 Theo 79KNOX GB 2 1079 ORL Fu.H-F.PRE-COMPD CALC . CUR VS . CFD EXPT

FE 056 N, PROTON 4. 0+6 2. 0+7 Eval 79KNOX AB 7 1079 ORL Fu+LEAST SQUARES CALC .GRPH.TBL.

FE 056 N. PROTON 1. 5+7 Theo 79KNOX GB 2 1079 ORL Fu.H-F.PRE-COMPD CALC . CUR VS. CFD EXPT

FE 056 N. PROTON 1. 5+7 Ex pt 79KNOX IB 6 1079 NPL RYVES+CS=109.2+-1 .OMB.CFD EVAL, EXP.

FE 056 N. ALPHA REAC 1. 5+7 Theo 79KNOX GB 2 1079 ORL Fu.H-F.PRE-COMPD CALC . CUR VS . CFD EXPT

FE 058 N, GAMMA 2. 5-2 2. 0+7 Eval 79KN0X AB 8 1079 HED Schenter+ENDF/B-V. LST SQ. GRPHS. CFD.

CO 059 RES INT ABS 5. 0-1 Eval 79KNOX GA 5 1079 BNL Holden.BNL 325. RIA=1550+-28 BARNS.

CO 059 N, GAMMA 2. 5-2 Eval 79KNOX GA 5 1079 BNL Holden.BNL 325.CS=98.65+-0.09 BARNS.

CO 059 NEUT EMISSN NDG Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

NI TOTAL XSECT 2. 0-3 2. 2+0 Ex pt 79KNOX AC 7 1079 CAI Adib+TOF.TOT CS DEP ON WAVELENGTH.

E

NI ELASTIC SCAT 2. 0-3 2. 2+0 Expt 79KNOX AC 7 1079 CAI Adib+TOF.COH. INCOH SCT CS GVN.CFD

NI DIFF EUSTIC 5. 0+6 7. 0+6 Ex pt 79KNOX GD1

1

1079 IJI Korzh+3ES.T0F.CFD OPT. STAT, CC MDL.

NI DIFF INEUST 5. 0+6 7. 0+6 Ex pt 79KNOX GD11 1079 IJI Korzh+3ES.T0F,CFD OPT, STAT, CC MDL.

NI NONEL GAMMA 2. 0+7 Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

NI NONEL GAMMA 5. 3+6 7. 0+6 Ex pt 79KNOX DB 6 1079 TOH Hino+T0F.4ES.TBL,GRPH.CFD ORL EXPTS

NI NONEL GAMMA 7. 0+5 2. 0+7 Revw 79KNOX DB 5 1079 TOH Sugiyama. REVIEW. DATA STATUS. NDG

NI NXN REACTION 1. 5+7 Theo 79KNOX GB 2 1079 ORL Fu.H-F,PRE-COMPD CALC . CUR VS . CFD EXPT

NI NEUT EMISSN NDG Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

NI NEUT EMISSN 1. 5+7 Revw 79KNOX GB 3 1079 ORL Hetrick+EVAL DATA CFD MEAS. GRPHS.

NI N, ALPHA REAC 1. 5+7 Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. TBL.

1020



Element Quantity Energy (eV) Type Documentation Lab Comments

S A Min Max Ref Vol Page Date

NI N, ALPHA REAC 5. 0+6 1

.

5+7 Ex pt 79KNOX GC10 1079 GEL Paulsen+ANGDISTS. ANGINTEG. GRPHS. CFD.

NI 058 DIFF EUSTIC 2. 4+7 Expt 79KNOX BB 4 1079 OHO Yamanouti+TOF . ANGDISTS. GR PHS OPTMOL

NI 058 DIFF EUSTIC 1

.

5+6 3. 0+6 Ex pt 79KNOX GD10 1079 IJI Pasechnik+TOF.ANGDISTS.GRPH. CFD CALC

NI 058 DIFF ELASTIC 5. 0+6 7. 0+6 Ex pt 79KNOX GD1

1

1079 IJI Korzh+3ES.T0F.CFD OPT. STAT, CO MDL.

NI 058 DIFF INELAST 2. 4+7 Ex pt 79KNOX BB 4 1079 OHO Yamanouti+TOF. ANGDISTS. GRPHS OPTMOL

NI 058 DIFF INELAST 5, 0+6 7
1 • 0+6 7QKN0X GD 1

1

1 07Q IJI Korzh+^FS TOF CFD OPT STAT CC MDl

NI DTFF TNFI A ST 1 ^ v+u J • 0+6 Ex pt 7Qi^ MOV GDI 0 IJI

NI 058 NXN REACTION 1

.

5+7 Theo 79KNOX GB 2 1079 ORL Fu .H-F, PRE-COMPD CALC.NDG.

NI 058 N , PROTON 1

.

5+7 Theo 79KNOX GB 2 1079 ORL Fu .H-F, PRE-COMPD CALC.NDG.

NI 058 N, ALPHA REAC 1

.

5+7 Theo 79KNOX GB 2 1079 ORL Fu .H-F, PRE-COMPD CALC.NDG.

NI 060 TOTAL XSECT 1, 0+6 4. 5+6 Ex pt 79KNOX BB 9 1079 ANL Smith+50-100KEV RESOL.GRPH. CFD.

NI 060 ELASTIC SCAT 1. 5+6 4. 0+6 Ex pt 79KNOX BB 9 1079 ANL Smith+DRVD FROM LEG FIT. 3-5 PCT ACC.

NI 060 DIFF EUVSTIC 1

.

5+6 4. 0+6 Ex pt 79KNOX BB 9 1079 ANL Smith+ANGDISTS.GRPH.5-8 PCT ACC.

NI 060 DIFF ELASTIC 2. 4+7 Expt 79KNOX BB 4 1079 OHO Yamanouti+TOF . ANGDISTS. GRPHS OPTMOL

NI 060 DIFF ELASTIC 1. 5+6 3. 0+6 Ex pt 79KNOX GD10 1079 IJI Pasechnik+TOF.ANGDISTS.GRPH. CFD CALC

NI 060 DIFF ELASTIC 5. 0+6 7. 0+6 Ex pt 79KNOX GD1

1

1079 IJI Korzh+3ES.T0F.CFD OPT, STAT. CC MDL.

NI 060 DIFF INEUST 1, 5+6 4. 0+6 Expt 79KNOX BB 9 1079 ANL Smith+ANGDISTS, INTEG. GRPHS. CFD ENDF.

NI 060 DIFF INELAST 2. 4+7 Ex pt 79KNOX BB 4 1079 OHO Yamanouti+TOF . ANGDISTS. GRPHS OPTMOL

NI 060 DIFF INELAST 1

.

5+6 3. 0+6 Ex pt 79KNOX GD10 1079 IJI Pasechnik+TOF.ANGDISTS.GRPH. CFD CALC

NI 060 DIFF INEUST 5. 0+6 7. 0+6 Ex pt 79KNOX GD1

1

1079 IJI Korzh+3ES.T0F.CFD OPT. STAT. CC MDL.

NI 060 NONEUSTIC 1

.

5+6 4, 0+6 Ex pt 79KNOX BB 9 1079 ANL Smith+TOT- INTEG EL = SNE.5 PCT ACC.

NI 062 DIFF EUSTIC 5. 0+6 7. 0+6 Ex pt 79KNOX GDI 1 1079 IJI Kor2h+3ES.T0F.CFD OPT, STAT. CC MDL.

NI 062 DIFF EUSTIC 1. 5+6 3. 0+6 Ex pt 79KNOX GD10 1079 IJI Pasechnik+TOF.ANGDISTS.GRPH. CFD CALC

NI 062 DIFF INEUST 1

.

5+6 3. 0+6 Ex pt 79KNQX GDIO 1079 IJI Pasechnik+TOF.ANGDISTS.GRPH. CFD CALC

NI 062 DIFF INEUST 5, 0+6 7, 0+6 Ex pt 79KNOX GD1

1

1079 IJI Korzh+3ES.T0F.CFD OFI.STAT.CC MDL.

NI 064 DIFF EUSTIC 5. 0+6 7. 0+6 Ex pt 79KNOX GD1

1

1079 IJI Korzh+3ES.T0F.CFD OPT, STAT, CC MDL.

NI 064 DIFF EUSTIC 1

.

5+6 T.J • 0+6 Expt 79KNOX GDIO 1079 IJI Pasechnik+TOF.ANGDISTS.GRPH. CFD CALC

NI 064 DIFF INEUST 1

.

5+6 3. 0+6 Ex pt 79KNOX GDIO 1079 IJI Pasechnik+TOF.ANGDISTS.GRPH. CFD CALC

NI 064 DIFF INEUST 5. 0+6 7. 0+6 Ex pt 79KNOX GD1

1

1079 IJI Kor zh+3ES.T0F . CFD OPT, STAT, CC MDL.

CU TOTAL XSECT 2. 0-3 2. 2+0 Ex pt 79KNOX AC 7 1 079 CAI Adib+TOF.TOT CS DEP ON WAVELENGTH,

E

CU EUSTIC SCAT 2. 0-3 2. 2+0 Expt 79KNOX AC 7 1079 CAI Adib+TOF.COH, INCOH SCT CS GVN.CFD

CU NONEL GAMMA 2. 0+7 Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

CU NONEL GAMMA 1, 4+7 Theo 79KNOX GB 6 1079 TIT Kitazawa+SPIN DEP EVAP MDL. GRPHS. CFD

CU NONEL GAMMA 5. 3+6 7. 0+6 Expt 79KNOX DB 6 1079 TOH Hino+T0F.4ES.TBL,GRPH. CFD ORL EXPTS

CU NONEL GAMMA 7. 0+5 2. 0+7 Revw 79KNOX DB 5 1079 TOH Sugiyama . REVIEW .GRPHS. DATA STATUS
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Comments

CU

CU

CU

CU

CU 063

CU 063

CU 063

CU 063

CU 063

CU 063

CU 063

CU 063

CU 065

CU 065

CU 065

CU 065

CU 065

CU 065

ZN

ZN

GA

AS 075

AS 075

AS 075

SE

SE 077

SE 077

SE 078

SE 079

SE 079

SE 080

SE 080

SE 080

SE 081

SE 082

NXN REACTION

NEUT EMISSN

NEUT EMISSN

N. ALPHA REAC

DIFF ELASTIC

DIFF INEUST

NONEL GAMMA

N2N REACTION

NXN REACTION

N, PROTON

N. ALPHA REAC

N, ALPHA REAC

DIFF EUSTIC

DIFF INEUST

N2N REACTION

NXN REACTION

N , PROTON

N, ALPHA REAC

NONEL GAMMA

NEUT EMISSN

NEUT EMISSN

N, GAMMA

SPECT N.GAMM

RESON PARAM

NEUT EMISSN

N , GAMMA

RESON PARAM

N, GAMMA

N , GAMMA

RESON PARAM

N.GAMM

A

N.GAMM

A

RESON PARAM

RESON PARAM

N, GAMMA

1.5+7

NDG

1.5+7

1.5+7

8.0+6

8.0+6

1.i)+7

NDG

1.5+7

1.5+7

3.0+6

1.5+7

8.0+6

8.0+6

1.0+7

1.5+7

1.5+7

1.5+7

7.0+5

NDG

NDG

1.0+i»

Maxw

1.0+4

NDG

1.0+3

1.0+3

5.3+5

1.0+3

1.0+3

5.3+5

1.0+3

1.0+3

1.0+3

5.3+5

1.2+7

1.2+7

1.0+7

1.2+7

1.2+7

2.0+7

3.0+6

3.0+6

4.0+5

4.0+5

1.3+6

4.0+5

4.0+5

1 . 3+6

4.0+5

4.0+5

4.0+5

1.3+6

Theo 79KN0X GB 2 1079 ORL Fu .H-F, PRE-COMPD CALC . CUR VS . CFD EXPT

Revw 79KN0X CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Revw 79KN0X GB 3 1079 ORL Hetrick+EVAL DATA CFD MEAS.GRPHS.

Revw 79KN0X CA 1 1079 LRL Haight+CS FOR FUSION. TEL.

Expt 79KN0X BB 3 1079 TNL El Kad i+TOF. 3ES. GRPHS. CFD OPTMDL.OTH

Expt 79KNOX BB 3 1079 TNL El Kad i+TOF . PRELIM . NDG. ANAL TBC

Theo 79KNOX GB 6 1079 TIT Kitazawa+SPIN DEP EVAP MDL. GRPHS. CFD

Eval 79KNOX AB 7 1079 ORL Fu+LEAST SQUARES CALC . NDG. TED.

Theo 79KNOX GB 2 1079 ORL Fu .H-F, PRE-COMPD CALC . CUR VS . CFD EXPT

Theo 79KNOX GB 2 1079 ORL Fu .H-F. PRE-COMPD CALC . CUR VS . CFD EXPT

Expt 79KNOX EC 6 1079 ANL Winkler+ACT.TBP. SPEC AVG CS CALC.

Theo 79KNOX GB 2 1079 ORL Fu .H-F . PRE-COMPD CALC . CUR VS . CFD EXPT

Expt 79KNOX BB 3 1079 TNL El Kad i+TOF . 3ES. GRPHS. CFD OPTMDL.OTH

Expt 79KNOX BB 3 1079 TNL El Kad i+TOF . PRELIM. NDG. ANAL TBC

Eval 79KNOX AB 7 1079 ORL Fu+LEAST SQUARES CALC.GRPH.TBL.

Theo 79KN0X GB 2 1079 ORL Fu .H-F , PRE-COMPD CALC. NDG.

Theo 79KN0X GB 2 1079 ORL Fu .H-F , PRE-COMPD CALC. NDG.

Theo 79KNOX GB 2 1079 ORL Fu .H-F , PRE-COMPD CALC. NDG.

Revw 79KNOX DB 5 1079 TOH Sugiyama. REVIEW. DATA STATUS. NDG

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Theo 79KNOX GB 1 1079 LRL Gardner+DBL PEAK.EDBW MDL. CFD MEAS.

Theo 79KNOX GB 1 1079 LRL Gardner+DBL PEAK.EDBW MDL.GRPH. CFD.

Theo 79KNOX GB 1 1079 LRL Gardner+DBL PEAK.EDBW MDL.G STF,

Revw 79KN0X CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Theo 79KNOX GD 1 1079 KRU Leugers+30 KEV CS.TBL.H-F CALC.

Theo 79KNOX GD 1 1079 KRU Leugers+WG CALC. CFD EXPT.KT=30 KEV.

Expt 79KNOX CC 1 1079 lEJ Herman+ACT. GRPHS. CFD STAT MDL CALCS.

Theo 79KN0X GD 1 1079 KRU Leugers+30 KEV CS.TBL.H-F CALC.

Theo 79KNOX GD 1 1079 KRU Leugers+WG CALC. CFD EXPT.KT:30 KEV.

Expt 79KN0X CC 1 1079 IBJ Herman+ACT. GRPHS. CFD STAT MDL CALCS.

Theo 79KNOX GD 1 1079 KRU Leugers+30 KEV CS. TEL. H-F CALC.

Theo 79KNOX GD 1 1079 KRU Leugers+WG CALC. CFD EXPT.KT=30 KEV.

Theo 79KN0X GD 1 1079 KRU Leugers+WG CALC. CFD EXPT.KT=30 KEV.

Expt 79KN0X CC 1 1079 IBJ Herman+ACT. GRPHS. CFD STAT MDL CALCS.
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BR NEUT EMISSN NDG Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

BR 080 N. GAMHA 1 0+3 4 .0+5 Theo 79KNOX GD 1 1079 KRU Leugers+30 KEV CS.TBL.H-F CALC

.

BR 080 RESON PARAM 1 0+3 4 0+5 Theo 79KNOX GD 1 1079 KRU Leugers+V/G CALC.CFD EXPT.KT = 30 KEV.

BR 032 N, GAMMA 1 0+3 4 0+5 Theo 79KNOX GD 1 1079 KRU Leugers+30 KEV CS.TBL.H-F CALC.

BR 082 RESON PARAM 1 0+3 4 0+5 Theo 79KNOX GD 1 1079 KRU Leugers+WG CALC.CFD EXPT.KT=30 KEV.

KR N, GAMMA 1. 0+3 4 0+5 Exth 79KNOX GD 1 1079 KRU Leugers+TOF.MAXW AVG CS.TBL.H-F CALC

KR 079 N , GAMHA 1. 0+3 4 0+5 Theo 79KNOX GD 1 1079 KRU Leugers+30 KEV CS.TBL.H-F CALC.

KR 079 RESON PARAM 1, 0+3 4 0+5 Theo 79KNOX GD 1 1079 KRU Leugers+WG CALC.CFD EXPT.KT=30 KEV.

KR 080 N, GAMMA 1 0+3 4 0+5 Exth 79KNOX GD 1 1079 KRU Leugers+TOF.MAXW AVG CS.TBL.H-F CALC

KR 031 N , GAMl-lA 1. 0+3 4 0+5 Theo 79KNOX GD 1 1079 KRU Leugers+30 KEV CS.TBL.H-F CALC.

KR 031 RESON PARAM 1. 0+3 4 0+5 Theo 79KNOX GD 1 1079 KRU Leugers+WG CALC.CFD EXPT.KTr30 KEV.

KR 082 N , GAMMA 1. 0+3 4 0+5 Exth 79KNOX GD 1 1079 KRU Leugers+TOF.MAXW AVG CS.TBL.H-F CALC

KR 082 RESON PARAM 1, 0+3 4 0+5 Theo 79KNOX GD 1 1079 KRU Leugers+WG CALC.CFD EXPT.KT=30 KEV.

KR 083 N , GAMMA 1. 0+3 4 0+5 Exth 79KNOX GD 1 1079 KRU Leugers+TOF.MAXW AVG CS.TBL.H-F CALC

KR 083 RESON PARAM 1. 0+3 4 0+5 Theo 79KNOX GD 1 1079 KRU Leugers+WG CALC.CFD EXPT.KT=30 KEV,

KR 03« N, GAMMA 1. 0+3 4 0+5 Exth 79KNOX GD 1 1079 KRU Leugers+TOF.HAXIV AVG CS.TBL.H-F CALC

KR 084 RESON PARAM 1. 0+3 4 0+5 Theo 79KNOX GD 1 1079 KRU Leugers+WG CALC.CFD EXPT.KT=30 KEV._

KR 085 N, GAMMA 1

.

0+3 4 0+5 Theo 79KNOX GD 1 1079 KRU Leugers+30 KEV CS.TBL.H-F CALC.

KR 086 N , GAMHA 1

.

0+3 4 0+5 Theo 79KNOX GD 1 1079 KRU Leugers+30 KEV CS.TBL.H-F CALC,

KR 036 RESON PARAM 1. 0+3 4 0+5 Theo 79KNOX GD 1 1079 KRU Leugers+WG CALCCFD EXPT,KT=30 KEV,

SR 086 N, PROTON 1

.

5+7 Exth 79KNOX GC12 979 SHU Woo+(N,T)/(N,P) RATIO CALC CFD HEAS,

SR 036 N.TRITON 1. 5+7 Exth 79KNOX GC12 979 SMU Woo+ACT.TBL. CFD TH CALCG ISOMER.

Y 089 N , GAMMA 5. 0+5 3 0+6 Expt 79KNOX CC 5 1079 BRC Grenier+TOF.GRPHS. CFD STATHDL.OTH.

Y 089 N, GAMMA 1. 0+3 1 0+6 Theo 79KNOX GB 1 1079 LRL Gardner+DBL PEAK, ED3W MDL.CFD HEAS,

Y 089 N, TRITON 1

.

5+7 Exth 79KNOX GC12 979 SMU Woo+ACT.TBL. CFD TH CALCH ISOMER,

Y 039 RESON PARAM 1. 0+3 r 0+6 Theo 79KN0X GB 1 1079 LRL Gardner+DBL PEAK.EDBW MDL.G STF,

ZR NEUT EMISSN NDG Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

ZR 090 N . GAMHA 1. 0+3 1 0+6 Theo 79KNOX GB 1 1079 LRL Gardner+DBL PEAK.EDBW MDL.CFD MEAS.

ZR 090 RESON PARAM 1

.

0+3 1 0+6 Theo 79KNOX GB 1 1079 LRL Gardner+DBL PEAK.EDBW MDL.G STF.

ZR 096 TOTAL XSECT 3. 0+2 4 0+4 Ex pt 79KNOX CC 4 1079 BOL Coceva+TOF.TRNS SPEC. RES ANAL.

ZR 096 RESON PARAM 3.0+2 4 0+4 Ex pt 79KNOX CC 4 1079 BOL Coceva+TRNS.EO.I.PI.WN 14 RES.TBL,

ZR 096 STRNGTH FUNG 3. 0+2 4 0+4 Ex pt 79KNOX CC 4 1079 BOL Coceva+SO.SI DRVD.

NB 093 TOTAL XSECT 1. 0+4 1 1+7 Tneo 79KNOX CC 2 1079 LAS Lagrange+J.L.M, OPTMDL CALCCFD,

NB 093 DIFF EUSTIC 1

.

0+4 1 1+7 Theo 79KN0X CC 2 1079 LAS Lagrange+J, L.M. OPTMDL CALC.CFD.

NB 093 POTNTAL SCAT 1

,

0+4 5 0+7 Theo 79KNOX CC 2 1079 LAS Lagrange+J.L.M OPTMDL CALC.CFD.
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NB N GAMMA 5. 0+5 -3

J • 0+6 Ex pt 1 7 I" >^

"

CC 1 07Q BRC Grpnipr+TOF TiRPH'^ PFD ^TATMDI DTH

NB 093 N, GAMMA 1. 0+1 3. 0+6 Theo 79KNOX GB 1 1079 LRL Gardner+DBL PEAK.EDBW MDL.CFD HEAS.

NB 093 SPECT N.GAMM Maxw Theo 79KNOX GB 1 1079 LRL Gardner+DBL PEAK.EDBW MDL.GRPH. CFD.

NB 093 NONEL GAMMA 2. 0+7 Re V w 7<5KNQX
f ^ l\ 11 V./ /L CA 1 1 079 LRL Haitrht+rS FOR FUSION NDGllCJi.^llL>^V.rvJ L \Jl\ 1 UOXv^llsllJ.i'vIa

NB 093 NONEL GAMMA 5. 3+6 7

.

0+6 Ex pt 79KNOX DB 6 1 079 TOH Hino+T0F.4ES.TBL,GRPH. CFD ORL EXPTS

NB NONFI r.AMMA 7. 0+5 0
c. • v+f DRL/O 1 070 Siia-ivamn RFUTFU nRPH*^ HflTfl STATIl*^oUg i ydlu danCVlL.n* Ufi r no • ut\ Ln 0 1 H 1 Uo

MR 1. 5+7 Theo GB 2 1 079 ORL Fu .H-F, PRE-COMPD CALCCURVS.CFD EXPT

NB NDG f 7M1 WA CA 1 1 n7Q LRL Ha i cr hi- j.rS FOR FIISTOW Mnr.

MR HOT W F I IT RM '^M 1. 5+7 E x pt / y I\. HUA AB 10 1 07 Q 1 u\ iwa sa Ki + 1 ur • hhuUIo 1 , xniLU* un rno • v^r u

NB IX L. u i cnxooi*! 1. 5+7 Re V w GB 3 1 07Q Un Li Hp!- »~ i n b-j-F Ufl I HflTfl PFH MFflS PRPHSntr L r 1 K+C Vn L> Un in V^r L* l i [jno • un rno

•

NB NEUT FMTSSN 1. 5+7 Theo 7QKN0X GBll 1079 TRM Gupta+EXCITON MDL.SPEC FOR 3 ANGS.

NB 093 N , PROTON 1. 5+7 Theo 79KNOX GB 2 1 079 ORL Fu .H-F , PRE-COMPD CALCCURVS.CFD EXPT

NB 093 N, ALPHA REAC 1. 5+7 Revw 79KNOX CA 1 1 079 LRL Haight+CS FOR FUSION. TBL.

NB 093 N, ALPHA REAC 1. 5+7 Theo 79KNOX GB 2 1079 ORL Fu .H-F, PRE-COMPD CALCCURVS.CFD EXPT

NB RFSON PARAM 1, 0+4 iJ • 0+6 Theo 7QKN0X GB 1 1 079 LRL Gardner+DBI PEAK FDBW MDL G STF

NB OQ^ STRNGTH FIJNf 1. 0+4 c,J ' 0+7U+ ( Theo 7QKN0X
f 7 (V 11 WA CC 2 1 07Q LAS Lacransp+.I I M OPTMDI CAIT CFD

MO NONFI GAMMA 0+7U+ ( t ^IV 1« WA CA 1 1 n7Q LRL Haidht+rS FOR FUSION NDP.

MO WONFl PtAMM A 7. 0+5 u+ 1 / ^ [\ U UA DB 5 1 070 TOH Slier ivama RFVIFU DATA STATUS NDH

MO 1* n cn^ J, xwit 1. 4+7 Ex pt GCn 1 07Q A UW Sr i ni u a<;a*RFI AI ISOM TS TRI rFD

MO 0Q2 N, ALPHA REAC 1

.

4+7 Ex pt 7QKN0X
1 ^ IV 11 >-/A GC1

1

1 07Q AUW Sri ni vasa+RFL AL ISOM CS TBL CFD

MO N?N RFATTTON 1. 4+7 Ex pt ( ^ I\ 11 *-/

A

GC11 1 07Q AUW Sri ni vasa+RFI AI TBI CFD FXPT THtJl XllXVC10CJ^Iil_>Li< nLj* lUL^aVL Lf I_>A1 X| 111*

MO 096 1. 4+7 Ex pt 7QICN0Y
f ^ i\ 11 WA GCl 1 1 070i\j 1 y AUW ^ri ni va<^a+RFI AI TRI fFD FYPT TH

MO 0Q7 11 f vjm 1 1 1n 1. 0+1 n+7 Ev al I ^ I\ 11 ^A FB 5 1 07Q HED Sohpnt-pr+I FAST SO CAIC GRPH CFD

MO nQ7 hi PROTDM 1

.

4+7 Ex pt GC11 1 070y\j 1 y A UW *^riniu^i'^a-».RFI AI TR! PFD F YPT TH

MO 1

.

4+7 7QK wnY
( ^ rv 11 wA GC11 1 07Q

1 y~> 1 y AUW Sr i ni vs*;pn.RFI AI TRi fFD FYPT TH

MO 100 1. 4+7 ( ^ IN. I1 WA GC11 1 070 AUV Sri ni ua-^a+RFI Al TBI CFD FXPT TH01 X11XVCjO(3~11I-<1-> nLrf* X VJ i-i % \jL U LJAl 1 ^ XII*

TC M r.AMMA 1

.

0+3 1 U+D FvL. V di. 7 Q fd nY FB 5 1070
1 u 1 y HFD Sr'h(ini-i=>r4.I FAST SO PAI C T.R PH PFD

RU 1 n 1 M n A M A 2. 0+3 1 U+D F\/ 7 Qlf MOV FB 5 1 07Q HFnn L. U S/^honi-ot»j.I FAST SD TAIT HR PH rFPl

RU 102 M r.AMMA 2. 0+3 1 n+^iU+;;? Ev al 7 Ql<r WHY
( ^ rw I1 WA FB 5 1 070

' yj 1 y HED Sphpnff^r+I FAST SO fAIf HR PH fFD

Pit 1 nil 2. 0+3 1 U+t^ c, V ai f yi\ NUA FB 5 1 07Q urn S/-. Hi=»n i- J.I CAST Sn TAir PH PFD

RH 103 N, GAMMA 1. 0+4 4. 0+6 Revw 79KNOX DB 1 1079 ANL Poenitz+GRPHS. FLUCTUATIONS NOTED

RH 103 N. GAMMA 1. 0+3 1

.

0+6 Eval 79KNOX FB 5 1079 HED Schenter+LEAST SQ CALC GRPH. CFD.

RH 103 N, GAMMA 1. 0+4 3. 0+6 Theo 79KN0X GB 1 1079 LRL Gardner+DBL PEAK.EDBW MDL.CFD MEAS.

RH 103 SPECT N.GAMH Maxw Theo 79KNOX GB 1 1079 LRL Gardner+DBL PEAK.EDBW MDL.GRPH. CFD.

RH 103 RESON PARAM 1. 0+4 3. 0+6 Theo 79KNOX GB 1 1079 LRL Gardner+DBL PEAK.EDBW MDL.G STF.
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PD 102 N, TRITON 1,5+7

PD 104 TOTAL XSECT 1.0+0

PD 104 N, GAMMA 1.0+4

PD 104 N, GAMMA 2.0+3

PD 104 RESON PARAM NDG

PD 105 TOTAL XSECT 1.0+0

PD 105 DIFF ELASTIC 1.0+0

PD 105 N, GAMMA 1.0+0

PD 105 N, GAMMA 1.0+4

PD 105 RESON PARAM 1.0+0

PD 105 STRNGTH FUNC 1.0+0

PD 106 TOTAL XSECT 1.0+0

PD 106 N. GAMMA 1.0+4

PD 106 RESON PARAM 1.0+0

PD 106 STRNGTH FUNC 1.0+0

PD 108 TOTAL XSECT 1.0+0

PD 108 DIFF EUSTIC 1.0+0

PD 108 N, GAMMA 1.0+0

PD 108 N, GAMMA 1.0+4

PD 108 N, GAMMA 2.0+3

PD 108 RESON PARAM 1.0+0

PD 108 STRNGTH FUNC 1.0+0

PD 110 TOTAL XSECT 1.0+0

PD 110 N, GAMMA 1.0+4

PD 110 RESON PARAM 1.0+0

PD 110 STRNGTH FUNC 1.0+0

AG NONEL GAMMA 7.0+5

AG 107 N, GAMMA

AG 107 RESON PARAM 1.6+1

AG 109 N. GAMMA 1.0+3

AG CMP N, GAMMA 1.6+1

AG CMP RESON PARAM 1.6+1

CD NEUT EMISSN NDG

CD 106 N, PROTON 1.5+7

CD 106 N.TRITON 1.5+7

Exth 79KNOX GC12

4.0+4 Expt 79KNOX CC 3

4.0+6 Revw 79KN0X DB 1

1.0+5 Eval 79KNOX FB 5

Expt 79KNOX CC 3

2.0+3 Expt 79KNOX CC 3

4.0+4 Expt 79KNOX CC 3

4.0+4 Expt 79KNOX CC 3

4.0+6 Revw 79KNOX DB 1

2.0+3 Expt 79KNOX CC 3

2.0+3 Expt 79KNOX CC 3

4.0+4 Expt 79KNOX CC 3

4.0+6 Revw 79KNOX DB 1

1.5+3 Expt 79KNOX CC 3

2.0+4 Expt 79KNOX CC 3

4.0+4 Expt 79KNOX CC 3

4.0+4 Expt 79KNOX CC 3

4.0+4 Expt 79KNOX CC 3

4.0+6 Revw 79KNOX DB 1

1.0+5 Eval 79KNOX FB 5

1.5+3 Expt 79KNOX CC 3

1.5+3 Expt 79KNOX CC 3

4.0+4 Expt 79KNOX CC 3

4.0+6 Revw 79KNOX DB 1

4.0+4 Expt 79KNOX CC 3

4.0+4 Expt 79KNOX CC 3

2.0+7 Revw 79KNOX DB 5

1.7+1 Expt 79KNOX AC 1

Expt 79KNOX AC 1

1.0+5 Eval 79KNOX FB 5

Expt 79KNOX AC 1

1.7+1 Expt 79KNOX AC 1

Revw 79KNOX CA 1

Exth 79KNOX GC12

Exth 79KNOX GC12

10^2 5

979 SMU Woo+ACT.TBL. CFD TH CALC.

1079 GEL Staveloz+TRNS.TOF.RES PAR ANAL. NDG.

1079 ANL Poenitz+GRPHS.FLUCTATIONS NOTED.

079 HED Schenter+LEAST SQ CALC. GR PH. CFD.

079 GEL Staveloz+NDG. PRELIM. TBC.

079 GEL Staveloz+TRNS.TOF.RES PAR ANAL. NDG.

079 GEL Staveloz+TOF.RES PAR ANAL. NDG.

079 GEL Staveloz+TOF.RES PAR ANAL. NDG.

079 ANL Poenitz+GRPHS.FLUCTATIONS NOTED.

079 GEL Staveloz+WN.WG. NDG.AVG WG GVN.

079 GEL Staveloz+SO GVN. 200 RES.D GVN.

079 GEL Staveloz+TRNS.TOF.RES PAR ANAL. NDG.

079 ANL Poenitz+GRPHS.FLUCTATIONS NOTED.

079 GEL Staveloz+WN DRVD. PRELIM .TBC.

079 GEL Staveloz+GRPH. PRELIM. TBC.

079 GEL Staveloz+TRNS.TOF.RES PAR ANAL. NDG.

079 GEL Staveloz+TOF.RES PAR ANAL. NDG.

079 GEL Staveloz+TOF.RES PAR ANAL. NDG.

079 ANL Poenitz+GRPHS.FLUCTATIONS NOTED.

079 HED Schenter+LEAST SQ CALC. GRPH. CFD.

079 GEL Staveloz+NDG. PRELIM. TBC.

079 GEL Staveloz+SO GVN. TBC.

079 GEL Staveloz+TRNS.TOF.RES PAR ANAL. NDG.

079 ANL Poenitz+GRPHS.FLUCTATIONS NOTED.

079 GEL Staveloz+WN DRVD. PRELIM .TBC.

079 GEL Staveloz+GRPH. PRELIM. TBC.

079 TOH Sugiyama. REVIEW. DATA STATUS. NDG

079 BNL Liou+HFBR. LATTICE BINDING EFFECT.

079 BNL Liou+16.3 EV RES.WG GVN. GRPH.

079 HED Schenter+LEAST SQ CALC . GRPH. CFD.

079 BNL Liou+AGCI, AG2(0) .CAPT YLD MEAS.

079 BNL Liou+AGCI. AG2(0). 16. 3 EV RES.WG GVN.

079 LRL Haight+CS FOR FUSION. NDG.

979 SMU Woo+(N.T)/(N,P) RATIO CALC CFD MEAS.

979 SMU Woo+ACT.G.M ISOMER CS.CFD TH.TBL.



Element Quantity Energy (eV) Type Documentation Lab Comments
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CD 113 SPECT N.GAMM 1.0+3

CD 1in N, GAMMA 5.3+5 1.3+6

CD 114 N, PROTON 1.5+7

CD 114 N.TRITON 1.5+7

CD 116 N, GAMMA 5.3+5 1.3+6

IN NEUT EMISSN NDG

IN 115 N. GAMMA 5.0+3 3.5+5

IN 115 STRNGTH FUNC 5.0+3 3.5+5

SN NONEL GAMMA 2.0+7

SN NONEL GAMMA 7.0+5 2.0+7

SN NEUT EMISSN NDG

SN 112 N, GAMMA 2.4+4

SN 112 N, PROTON 1.5+7

SN 112 N, TRITON 1.5+7

SB NEUT EMISSN NDG

TE 130 N, TRITON 1.5+7

I 127 INELST GAMMA 3.0+6 1.4+7

I 127 N2N REACTION 9.3+6 2.0+7

I 127 NEUT EMISSN NDG

CS 133 N, GAMMA 5.0+3 1.0+5

BA DIFF EUSTIC 1.4+7

BA DIFF INELAST 4.0+6 1.2+7

BA 130 N, GAMMA 2.4+4

BA 138 DIFF INEUST 4.0+6 1.2+7

BA 138 N, GAMMA MAXW

LA 139 N.TRITON 1.5+7

CE 140 N. GAMMA MAXW

ND SPECT N.GAMM 2.4+4

ND 142 N. GAMMA 5.0+3 3.5+5

ND 142 STRNGTH FUNC 5.0+3 3.5+5

ND 143 N. ALPHA REAC NDG

ND 144 N, GAMMA 5.0+3 3.5+5

ND 144 STRNGTH FUNC 5.0+3 3.5+5

ND 145 TOTAL XSECT 2.0-2 3.5+2

ND 145 RES INT ABS 2.0-2 3.5+2

Revw 79KNOX EC 5 1079 KUR Muradyan.MULT SPEC. BRIEF REVIEW.

Ex pt ( yKNUX CC 1 1 079 IB J nerman+flt 1 . GnrHi). Lr U blAl MDL CALCS.

Exth 79KNOX GC 12 979 SMU Woo+(N,T)/(N.P) RATIO CALC CFD MEAS.

Exth 79KNOX GC12 979 SMU Woo+ACT.TBL.CFD TH CALC.

Ex pt 79KNOX CC 1 1079 IBJ Herman+ACT.GRPHS. CFD STAT MDL CALCS.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Expt 79KNOX GD 6 1079 FEI Kononov+T0F.S0.S1.S2 FROM CS CURVS

Ex pt 79KNOX GD 6 1079 FEI Kononov+T0F.S0.S1.S2 FROM CS CURVS

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Revw 79KNOX DB 5 1079 TOH Sugiyama.REVIEVi.DATA STATUS. NDG

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Ex pt 79KNOX CCIO 1079 BNL Bradley+ACT. REL AU197.TBL.30 KEV CAL

Exth 79KNOX GC12 979 SMU Woo+(N,T)/(N.P) RATIO CALC CFD HEAS.

Exth 79KNOX GC 12 979 SMU Woo+ACT.G.M ISOMER CS. CFD TH.TBL.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Exth 79KNOX GC12 979 SMU Woo+ACT.TBL.CFD TH CALC.G ISOMER.

Ex pt 79KNOX EC 2 1079 CSM Cecil+2ES.57,202 KEV G PROD CS.GRPH.

Ex pt 79KNOX DC 9 1079 CRC Santry+ACT. REL S-32.TBL,GfiPH. CFD

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Eval 7yKN0X FB 5 1079 HED Schenter+LEAST SQ CALC. GR PH. CFD.

Ex pt 79KN0X BB 5 1079 IRK Winkler+TOF. lOPCT. ANGDIST CFD OPTMDL

Ex pt 79KNOX BB 5 1079 IRK Winkler+TOF.DBL.DIF.ANGINTEG GRPH.

Ex pt 79KNOX CCIO 1079 BNL Bradley+ACT. REL AU197.TBL.30 KEV CAL

Ex pt 79KNOX BB 5 1079 IRK Winkler+1.44 MEV LVL.GRPH CFD CC MDL

Ex pt 79KNOX CC11 1079 KFK Beer+ACT.REL AU-1 97.TBL. 30 KEV CALC.

Exth 79KNOX GC12 979 SMU Woo+ACT.TBL.CFD TH CALC.M ISOMER.

Ex pt 79KNOX ecu 1079 KFK Beer+ACT.REL AU-1 97.TBL. 30 KEV CALC.

Revw 79KNOX lA 3 1079 BNL Stelts.HIGH RESOL SPEC TO DERIVE CS.

Ex pt 79KNOX GD 6 1079 FEI Kononov+T0F.S0,Sl.S2 FROM CS CURVS

Ex pt 79KNOX GD 6 1079 FEI Kononov+T0F.S0.S1,S2 FROM CS CURVS

Revw 79KNOX DB 3 1079 DUB Luschikov+ ALF WIDS, J, PI TBD.

Ex pt 79KNOX GD 6 1079 FEI Kononov+T0F.S0.S1.S2 FROM CS CURVS

Ex pt 79KNOX GD 6 1079 FEI Kononov+T0F.S0.S1,S2 FROM CS CURVS

Expt 79KNOX GD 5 1079 NIR Anufriev+CHOPF.TOF. 0.025 EV CS GVN

.

Ex pt 79KNOX GD 5 1079 NIR Anufriev+RIA CALC=245+-30 BARNS.
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ND 145 RESON PARAM 2.0-2 3.5+2

ND 146 N. GAMMA 2.4+4

ND 146 N, GAMMA 5.0+3 3.5+5

ND 146 STRNGTH FUNG 5.0+3 3.5+5

ND 147 RES INT ABS 4.8+0 1.7+2

ND 147 RESON PARAM 1.0-2 1.7+2

ND 148 N, GAMMA 2.4+4

ND 148 N, GAMMA 5.0+3 3.5+5

ND 148 STRNGTH FUNC 5.0+3 3.5+5

ND 150 N, GAMMA 5.0+3 3.5+5

ND 150 STRNGTH FUNC 5.0+3 3.5+5

SM 144 N, GAMMA 5.0+3 3.5+5

SM 144 STRNGTH FUNC 5.0+3 3.5+5

SM 147 TOTAL XSECT 1.5+0 3.0+5

SM 147 N. GAMMA 2.5+3 4.0+5

SM 147 N. GAMMA 1.0+1 1.0+6

SM 147 N, GAMMA 5.0+3 3.5+5

SM 147 SPECT N.GAMM 1.0+5 3.5+6

SM 147 N, ALPHA REAC NDG

SM 147 RESON PARAM 1.5+0 2.0+3

SM 147 STRNGTH FUNC 0.0+0 2.0+3

SM 147 STRNGTH FUNC 5.0+3 3.5+5

SM 148 N, GAMMA 5.0+3 3.5+5

SM 148 STRNGTH FUNC 5.0+3 3.5+5

SM 149 TOTAL XSECT 1.5+0 3.0+5

SM 149 N, GAMMA 2.5+3 4.0+5

SM 149 N, GAMMA 1.0+1 1.0+6

SM 149 N, GAMMA 5.0+3 3.5+5

SM 149 SPECT N.GAMM 1.0+5 3.5+6

SM 149 N, ALPHA REAC NDG

SM 149 RESON PARAM 1.5+0 5.0+2

SM 149 STRNGTH FUNC 0.0+0 4.0+2

SM 149 STRNGTH FUNC 5.0+3 3.5+5

SM 150 N, GAMMA 5.0+3 3.5+5

SM 150 STRNGTH FUNC 5.0+3 3.5+5

Ex pt 79KNOX GD 5 1079 NIR Anufriev+AREA, SHAPE ANAL. 19 RES. NDG.

Expt 79KNOX CCIO 1079 BNL Bradley+ACT. REL AU197.TBL.30 KEV CAL

Ex pt 79KNOX GD 6 1079 FEI Kononov+T0F.S0,Sl,S2 FROM CS CURVS

Expt 79KNOX GD 6 1079 FEI Kononov+T0F.S0,Sl,S2 FROM CS CURVS

Expt 79KNOX GD14 1079 NIR Anufriev+CALC RIA = 210+-90 BARNS.

Ex pt 79KNOX GD14 1079 NIR Anufriev+11 LVLS.TBL RES,2»G»WN.

Expt 79KNOX CC 0 1079 BNL Bradley+ACT. REL AU197.TBL.30 KEV CAL

Expt 79KNOX GD 6 1079 FEI Kononov+T0F.S0,Sl,S2 FROM CS CURVS

Ex pt 79KNOX GD 6 1079 FEI Kononov+T0F.S0.Sl.S2 FROM CS CURVS

Ex pt 79KNOX GD 6 1079 FEI Kononov+TOF.SO,S1.S2 FROM CS CURVS

Ex pt 79KNOX GD 6 1079 FEI Kononov+T0F.S0,S1,S2 FROM CS CURVS

Ex pt 79KNOX GD 6 1079 FEI Kononov+T0F.S0,S1.S2 FROM CS CURVS

Expt 79KNOX GD 6 1079 FEI Kononov+T0F.S0,Sl.S2 FROM CS CURVS

Expt 79KNOX CC 6 1079 JAE Mizumoto+TOF.TRNS.RES PAR ANAL.

Ex pt 79KNOX CC 6 1079 JAE Mizumoto+TOF.GRPH AVG CAPT CS.CFD.

Eval 79KNOX FB 5 1079 HED Schenter+LEAST SQ CALC . GRPH . CFD.

Ex pt 79KNOX GD 6 1079 FEI Kononov+T0F.S0,Sl,S2 FROM CS CURVS

Revw 79KNOX lA 3 1079 BNL Stelts.HIGH RESOL SPEC TO DERIVE CS.

Revw 79KNOX DB 3 1079 DUB Luschikov+ TOT ALF WIDTHS. TED.

Expt 79KNOX CC 6 1079 JAE Mizumoto+CAPT.TRNS. AVG WG GVN.

Ex pt 79KNOX CC 6 1079 JAE Mizumoto+CAPT.TRNS.SO.Sl GVN. GRPH.

Ex pt 79KNOX GD 6 1079 FEI Kononov+T0F.S0.Sl,S2 FROM CS CURVS

Ex pt 79KNOX GD 6 1079 FEI Kononov+TOF.SO,S1,S2 FROM CS CURVS

Expt 79KNOX GD 6 1079 FEI Kononov+T0F.S0,S1.S2 FROT CS CURVS

Ex pt 79KN0X CC 6 1079 JAE Mizumoto+TOF.TRNS.GRPH RES PAR ANAL.

Expt 79KNOX CC 6 1079 JAE Mizumoto+TOF.GRPH AVG CAPT CS.CFD.

Eval 79KN0X FB 5 1079 HED Schenter+LEAST SQ CALC. GRPH. CFD.

Expt 79KNOX GD 6 1079 FEI Kononov+T0F.S0.S1,S2 FROM CS CURVS

Revw 79KNOX lA 3 1079 BNL Stelts.HIGH RESOL SPEC TO DERIVE CS.

Revw 79KN0X DB 3 1079 DUB Luschikov+ TOT ALF WIDTHS. TED.

Ex pt 79KNOX CC 6 1079 JAE Mizumoto+CAPT.TRNS. AVG WG GVN.

Ex pt 79KNOX CC 6 1079 JAE Mizumoto+CAPT.TRNS.SO.Sl GVN. GRPH.

Expt 79KNOX GD 6 1079 FEI Kononov+T0F.S0,Sl.S2 FROM CS CURVS

Ex pt 79KN0X GD 6 1079 FEI Kononov+TOF.SO.S1.S2 FROM CS CURVS

Ex pt 79KNOX GD 6 1079 FEI Kononov+T0F.S0,Sl,S2 FROM CS CURVS
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SM 152 N, GAMMA 5. 0+3 3. 5+5 Ex pt 79KNOX

SH 152 STRNOTH FUNC 5. 0+3 3. 5+5 Ex pt 79KNOX

SM 154 N, GAMMA 5. 0+3 3. 5+5 Ex pt 79KNOX

SM 154 SPECT N.GAMM NDG Revw 79KNOX

EU 151 N. GAMMA 5. 0+3 3. 5+5 Ex pt 79KNOX

EU 151 STRNGTH FUNC 5. 0+3 3. 5+5 Ex pt 79KN0X

EU 153 TOTAL XSECT 2. 0+4 Ex pt 79KNOX

EU 153 N , GAMMA 5. 0+3 3. 5+5 Expt 79KNOX

EU 153 N, GAMMA 2. 5-2 Expt 79KNOX

EU 153 RESON PARAM 2. 0-1 1

.

4+1 Expt 79KNOX

EU 153 STRNGTH FUNC 5. 0+3 3. 5+5 Ex pt 79KNOX

EU 154 TOTAL XSECT 2. 0+4 Expt 79KNOX

EU 154 N. GAMMA 2. 5-2 Expt 79KNOX

EU 154 RESON PARAM 6. 0-1 1

.

7+1 Ex pt 79KNOX

GO N, GAMMA 5. 0+5 3. 0+6 Ex pt 79KNOX

GD 155 N , GAMMA 5. 0+5 3. 0+6 Ex pt 79KNOX

GO 156 N , GAMMA 5. 0+5 3. 0+6 Expt 79KNOX

GD 156 N , GAMMA 5. 0+3 3. 5+5 Ex pt 79KNOX

GD 156 STRNGTH FUNC 5. 0+3 3. 5+5 Ex pt 79KNOX

GD 157 N , GAMMA 5. 0+5 3. 0+6 Ex pt 79KNOX

GD 158 N , GAMMA 5. 0+5 3. 0+6 Ex pt 79KNOX

GD 158 N , GAMMA 5. 0+3 3. 5+5 Ex pt 79KNOX

GD 158 STRNGTH FUNC 5. 0+3 3. 5+5 Expt 79KNOX

GD 160 N . GAMMA 5. 0+5 3. 0+6 Expt 79KNOX

GD 160 N , GAMMA 5. 0+3 3. 5+5 Expt 79KNOX

GD 160 STRNGTH FUNC 5. 0+3 3. 5+5 Ex pt 79KNOX

HO 166 SPECT N.GAMM 4. 0+2 Revw 79KNOX

ER 166 N, GAMMA 5. 0+3 3. 5+5 Ex pt 79KNOX

ER 166 STRNGTH FUNC 5. 0+3 3. 5+5 Ex pt 79KNOX

ER 167 SPECT N.GAMM 2. 0+3 2. 4+4 Revw 79KNOX

ER 168 N, GAMMA 5. 0+3 3. 5+5 Ex pt 79KNOX

ER 168 STRNGTH FUNC 5. 0+3 3. 5+5 Ex pt 79KN0X

ER 170 N . GAMMA 5. 0+3 3. 5+5 Ex pt 79KNOX

ER 170 STRNGTH FUNC "5. 0+3 3. 5+5 Ex pt 79KNOX

YB N, GAMMA 5. 0+3 2, 0+5 Ex pt 79KNOX

GD 6 1079 FEI Kononov+T0F.S0,Sl,S2 FROM CS CURVS

GD 6 1079 FEI Kononov+TOF . SO. SI . S2 FROM CS CURVS

GD 6 1079 FEI Kononov+TOF, SO. SI. S2 FROM CS CURVS

lA 3 1079 BNL Stelts.HIGH RESOL SPEC TO DERIVE CS

GD 6 1079 FEI Kononov+TOF. SO. SI. S2 FROM CS CURVS

GD 6 1079 FEI Kononov+TOF. SO. S1.S2 FROM CS CURVS

GD 7 1079 IJI Vertebnyi+ TRNS.LOW E GRPH.RES ANAL

GD 6 1079 FEI Kononov+TOF . SO. SI . S2 FROM CS CURVS

GD 7 1079 IJI Vertebnyi+CS = 1250+-160 BARNS.

GD 7 1079 IJI Vertebnyi+ TRNS, TEL VJG,G»WN RED.

GD 6 1079 FEI Kononov+TOF . SO. SI . S2 FROM CS CURVS

GD 7 1079 IJI Vertebnyi+ TRNS.LOW E GRPH.RES ANAL

GD 7 1079 IJI Vertebnyi+CS = 3950+-400 BARNS.

GD 7 1079 IJI Vertebnyi+ TRNS. TEL WG.G»WN RED.

CC 5 1079 ERC Grenier+TOF . GRPHS. CFD STATMDL.OTH.

CC 5 1079 BRC Grenier+TOF. GRPHS. CFD STATMDL.OTH.

CC 5 1079 BRC Grenier+TOF. GRPHS. CFD STATMDL.OTH.

GD 6 1079 FEI Kononov+T0F.S0.S1,S2 FROM CS CURVS

GD 6 1079 FEI Kononov+TOF. SO. SI, S2 FROM CS CURVS

CC 5 1079 BRC Grenier+TOF . GRPHS. CFD STATMDL.OTH.

CC 5 1079 BRC Grenier+TOF. GRPHS. CFD STATMDL.OTH.

GD 6 1079 FEI Kononov+TOF. SO. S1.S2 FROM CS CURVS

GD 6 1079 FEI Kononov+TOF. SO. S1.S2 FROM CS CURVS

CC 5 1079 BRC Grenier+TOF. GRPHS. CFD STATMDL.OTH.

GD 6 1079 FEI Kononov+TOF. SO, S1,S2 FROI CS CURVS

GD 6 1079 FEI Kononov+TOF. SO, S1.S2 FROM CS CURVS

lA 3 1079 BNL Stelts.HIGH RESOL SPEC TO DERIVE CS,

GD 6 1079 FEI Kononov+TOF. SO, SI , S2 FROM CS CURVS

GD 6 1079 FEI Kononov+TOF . SO. SI . S2 FROM CS CURVS

lA 3 1079 BNL Stelts.HIGH RESOL SPEC TO DERIVE CS.

GD 6 1079 FEI Kononov+TOF. SO. SI, S2 FROM CS CURVS

GD 6 1079 FEI Kononov+TOF . SO, SI , S2 FROM CS CURVS

GD 6 1079 FEI Kononov+TOF. SO, SI, S2 FROM CS CURVS

GD 6 1079 FEI Kononov+TOF . SO, SI , S2 FROM CS CURVS

CC 9 1079 KFK Eeer+TOF.REL AU-197 GRPH.CFD.
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YB 170 N. GAMMA 5.0+3

LU 175 N, GAMMA 5.0+3

LU 175 N, GAMMA MAXW

LU 176 N, GAMMA MAXW

TA 181 TOTAL XSECT 3.0+4

TA 181 N, GAMMA 1.0+6

TA 181 N, GAMMA 5.0+3

TA 181 SPECT N.GAHM 2.0+1

TA 181 SPECT N.GAMM 1.0+6

TA 181 NONEL GAMMA

TA 181 NONEL GAMMA 7.0+5

TA 181 NEUT EMISSN NDG

TA 181 STRNGTH FUNC 5.0+3

W DIFF ELASTIC 4.3+6

W N, GAMMA 5.0+5

W NONEL GAMMA

W NEUT EMISSN 1.5+7

W NEUT EMISSN NDG

W NEUT EMISSN 1.5+7

W 182 TOTAL XSECT 3.0+5

W 182 DIFF ELASTIC 1.0+4

W 182 DIFF INEUST 1.0+4

W 182 N, GAMMA 5.0+5

W 182 N2N REACTION 2.0+5

W 183 TOTAL XSECT 3.0+5

W 183 DIFF EUSTIC 3.4+6

W 183 DIFF INEUST 3.4+6

W 183 N, GAMMA 5.0+5

W 183 N2N REACTION 2.0+5

W 184 TOTAL XSECT 3.0+5

W 184 TOTAL XSECT 3.0+5

W 184 ELASTIC SCAT 3.0+5

W 184 DIFF EUSTIC 4.0+5

W 184 DIFF INEUST 3.0+5

W 184 DIFF INEUST 4.0+5

2.0+5 Expt 79KNOX CC 9

2.0+5 Expt 79KN0X CC 9

Expt 79KNOX CC11

Expt 79KN0X CC11

4.8+6 Expt 79KN0X FC 7

3.0+6 Theo 79KN0X GB 5

3.5+5 Expt 79KN0X GD 6

1.0+4 Revw 79KN0X lA 3

2.0+6 Theo 79KN0X GB 5

2.0+7 Revw 79KN0X CA 1

2.0+7 Revw 79KNOX DB 5

Revw 79KN0X CA 1

3.5+5 Expt 79KN0X GD 6

8.6+6 Theo 79KN0X CC 8

3.0+6 Expt 79KNOX CC 5

2.0+7 Revw 79KN0X CA 1

Theo 79KN0X CC 7

Revw 79KNOX CA 1

Revw 79KNOX GB 3

5.0+6 Theo 79KNOX CC 8

1.5+7 Theo 79KN0X CC 8

1.5+7 Theo 79KNOX CC 8

3.0+6 Expt 79KN0X CC 5

2.0+7 Theo 79KN0X CC 7

5.0+6 Theo 79KN0X CC 8

Theo 79KN0X CC 8

Theo 79KN0X CC 8

3.0+6 Expt 79KN0X CC 5

2.0+7 Theo 79KN0X CC 7

4.0+6 Theo 79KNOX CC 7

5.0+6 Theo 79KNOX CC 8

4.0+6 Theo 79KN0X CC 7

4.0+6 Theo 79KNOX CC 8

4.0+6 Theo 79KN0X CC 7

4.0+6 Theo 79KN0X CC 8

079 KFK Beer+TOF.REL AU-197 GRPH.CFD.

079 KFK Beer+TOF.REL AU-197 GRPH.CFD.

079 KFK Beer+ACT.REL AU-1 97 . TEL. 30 KEV CALC.

079 KFK Beer+ACT.REL AU-197. TBL. 30 KEV CALC,

079 ANL Poenitz+TRNS.GRPHS. CFD OPTMDL CALCS.

079 LRL Gardner+EDBW MDL WITH GDR. CURV.CFD.

079 FEI Kononov+T0F.S0,S1,S2 FROM CS CURVS

079 BNL Stelts.HIGH RESOL SPEC TO DERIVE CS.

079 LRL Gardner+EDBW MDL WITH GDR . CUR V. CFD.

079 LRL Haight+CS FOR FUSION. NDG.

079 TOH Sugi yam a. REVIEW. DATA STATUS. NDG

079 LRL Haight+CS FOR FUSION. NDG.

079 FEI Kononov+T0F.S0,S1,S2 FROM CS CURVS

079 BRC Delaroche+OPTMDL.STATMDL.CFD.GRPH.

079 BRC Grenier+TOF.GRPHS.CFD STATMDL.OTH.

079 LRL Haight+CS FOR FUSION. NDG.

079 LAS Arthur+PRE-EQUIL STATMDL.GRPH. CFD.

079 LRL Haight+CS FOR FUSION. NDG.

079 ORL Hetrick+EVAL DATA CFD MEAS.GRPHS.

079 BRC Delaroche+OPTMDL.STATMDL.CFD EXP. NDG

079 BRC Delaroche+OPTMDL.STATMDL.CFD EXP. NDG

079 BRC Delaroche+OPTMDL.STATMDL.CFD EXP. NDG

079 BRC Grenier+TOF.GRPHS.CFD STATMDL.OTH.

079 LAS Arthur+PRE-EQUIL STATMDL.GRPH. CFD.

079 BRC Delaroche+OPTMDL.STATMDL.CFD EXP. NDG

079 BRC Delaroche+OPTMDL.STATMDL.CFD.GRPH.

079 BRC Delaroche+OPTMDL.STATMDL.CFD.GRPH.

079 BRC Grenier+TOF.GRPHS.CFD STATMDL.OTH.

079 LAS Arthur+PRE-EQUIL STATMDL.GRPH. CFD,

079 LAS Arthur+PRE-EQUIL STATMDL.GRPH. CFD.

079 BRC Delaroche+OPTMDL.STATMDL.CFD EXP. NDG

079 LAS Arthur+PRE-EQUIL STATMDL.GRPH. CFD.

079 BRC Delaroche+OPTMDL.STATMDL.CFD.GRPH,

079 LAS Arthur+PRE-EQUIL STATMDL, GRPH, CFD,

079 BRC Delaroche+OPTMDL, STATMDL, CFD. GRPH.
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w 184 N, GAMMA 5.0+5 3. 0+6 Expt 79KNOX CC 5 1079 BRC Grenier+TOF.GRPHS.CFD STATMDL.OTH.

w 184 N. GAMMA 5.0+3 2. 0+5 Ex pt 79KNOX CC 9 1079 KFK Beer+TOF.REL AU-197 GRPH.CFD.

w 184 N2N REACTION 2.0+5 2. 0+7 Theo 79KNOX CC 7 1079 LAS Arthur+PRE-EQUIL STATMDL.GRPH. CFD.

w 186 TOTAL XSECT 3.0+5 5. 0+6 Theo 79KNOX CC 8 1079 BRC Delaroche+OPTMDL.STATMDL.CFD EXP. NDG

w 186 DIFF EUSTIC 1.0+4 1

.

5+7 Theo 79KNOX CC 8 1079 BRC Del aroche+OPTMDL , STATMDL .CFD EXP . NDG

w 186 DIFF INEUST 1.0+4 1

.

5+7 Theo 79KNOX CC 8 1079 BRC Del aroche+OPTMDL, STATMDL. CFD EXP . NDG

w 186 N, GAMMA 2.4+4 Ex pt 79KNOX CC10 1079 BNL Bradley+ACT. REL AU197.TBL.30 KEV CAL

w 186 N, GAMMA 5.0+5 3. 0+6 Ex pt 79KNOX CC 5 1079 BRC Grenier+TOF.GRPHS.CFD STATMDL.OTH.

w 186 N2N REACTION 2,0+5 2. 0+7 Theo 79KNOX CC 7 1079 LAS Arthur+PRE-EQUIL STATMDL.GRPH. CFD.

RE 187 N , GAMMA NDG Theo 79KNOX GB 5 1079 LRL Gardner+EDBW MDL WITH GDR.NDG.

OS 186 N, GAMMA 1.0+3 3. 0+5 Theo 79KNOX GB 5 1079 LRL Gardner+EDBW MDL WITH GDR . CUR V. CFD.

OS 187 N. GAMMA 1.0+3 3. 0+5 Theo 79KNOX GB 5 1079 LRL Gardner+EDBW MDL WITH GDR . CUR V. CFD.

OS 188 N, GAMMA 1.0+3 3. 0+5 Theo 79KNOX GB 5 1079 LRL Gardner+EDBW MDL WITH GDR . CUR V. CFD.

OS 190 N , GAMMA 2.4+4 Ex pt 79KNOX CC10 1079 BNL Bradley+ACT. REL AU197.TBL.30 KEV CAL

OS 190 N, GAMMA 5.3+5 1

.

3+6 Ex pt 79KNOX CC 1 1079 IBJ Herman+ACT.GRPHS. CFD STAT MDL CALCS.

OS 192 N, GAMMA 2.4+4 Ex pt 79KN0X CC10 1079 BNL Bradley+ACT, REL AU197.TBL.30 KEV CAL

OS 192 N. GAMMA 5.3+5 1

.

3+6 Ex pt 79KNOX CC 1 1079 IBJ Herman+ACT.GRPHS. CFD STAT MDL CALCS,

IR 191 TOTAL XSECT 2.0-2 1

.

0+2 Expt 79KNOX GD 7 1079 IJI Vertebnyi+ TRNS,LOW E GRPH,RES ANAL

IR igi N , GAMMA 2.5-2 Ex pt 79KNOX GD 7 1079 IJI Vertebnyi+CS = 1100+-200 BARNS,

IR 191 RESON PARAM 6.5-1 1

.

3+1 Ex pt 79KNOX GD 7 1079 IJI Vertebnyi+ TRNS, TEL WG,G»WN RED,

AU 197 TOTAL XSECT 3.0+4 4. 8+6 Ex pt 79KNOX FC 7 1079 ANL Poenitz+TRNS.GRPHS. CFD OPTMDL CALCS.

AU 197 RES INT ABS 5.0-1 Eval 79KNOX GA 5 1079 BNL Holden.BNL 325. RIAr74 . 2+-2 . 0 BARNS,

AU 197 N. GAMMA 5.0+5 3. 0+6 Expt 79KNOX CC 5 1079 BRC Grenier+TOF,GRPHS,CFD STATMDL.OTH.

AU 197 N, GAMMA 2.5-2 Eval 79KNOX GA 5 1079 BNL Holden.BNL 325 . CS=37 . 18+-0 . 06 BARNS.

AU 197 N , GAMMA 1.0+5 3. 0+6 Theo 79KNOX GB 5 1079 LRL Gardner+EDBW MDL WITH GDR. CURV.CFD.

AU 197 N , GAMMA 1.0+5 3. 5+6 Revw 79KNOX GA 1 1079 NBS Wasson+STATUS OF STANDARDS. GRPH. ^

AU 197 N, GAMMA 5.0+3 3. 5+5 Ex pt 79KNOX GD 6 1079 FEI Kononov+T0F.S0.S1,S2 FROM CS CURVS

AU 197 SPECT N.GAMM 2.0+5 6. 0+5 Theo 79KNOX GB 5 1079 LRL Gardner+EDBW MDL WITH GDR . CUR V, CFD.

AU 197 NONEL GAMMA 2. 0+7 Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION, NDG,

AU 197 NONEL GAMMA 1.3+7 Theo 79KNOX GB 6 1079 TIT Kitazawa+SPIN DEP EVAP MDL. GRPHS. CFD

AU 197 NONEL GAMMA 7.0+5 2. 0+7 Revw 79KNOX DS 5 1079 TOH S'jgiyama. REVIEW. DATA STATUS. NDG

AU 197 NEUT EMISSN NDG Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

AU 197 STRNGTH FUNC 5.0+3 3. 5+5 Ex pt 79KNOX GD 6 1079 FEI Kononov+T0F.S0,S1.S2 FROM CS CURVS

HG NEUT EMISSN NDG Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

TL 205 N, PROTON 1.5+7 Exth 79KNOX GC12 979 SMU Woo+(N.T)/(N.P) RATIO CALC CFD MEAS.
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TL 205 N.TRITON 1.5+7

PB NONEL GAMHA 2.0+7

PB NONEL GAMMA 7.0+5 2.0+7

PB NEUT EM ISSN NDG

PB NEUT EM ISSN 1.5+7

PB 201 N.TRITON 1.5+7

BI 209 EVALUATION 1.0-5 2.0+7

BI 209 TOTAL XSECT 1.2+6 1.5+6

BI 209 DIFF ELASTIC 1.5+6 1.0+6

BI 209 DIFF INELAST 1.5+6 4.0+6

BI 209 NEUT EMISSN NDG

TH 230 FISSION Tr 1.0+7

TH 232 TOTAL XSECT 3.0+1 1.8+6

TH 232 TOTAL XSECT 1.0+5 1.1+7

TH 232 TOTAL XSECT NDG

TH 232 TOTAL XSECT 3-0+5 2.1+6

TH 232 TOTAL XSECT 1.0+6 2.0+7

TH 232 ELASTIC SCAT 1.0+6 2.0+7

TH 232 DIFF ELASTIC 1.0+5 1.5+7

TH 232 DIFF ELASTIC 3.0+5 2.1+6

TH 232 DIFF EUSTIC 7.0+5 3.1+6

TH 232 TOT INEUST 1.0+6 2.0+7

TH 232 DIFF INELAST 1.0+6 7.0+6

TH 232 DIFF INELAST 7.0+5 2.1+6

TH 232 DIFF INEUST 3.0+5 2.1+6

TH 232 DIFF INEUST 7.0+5 3.4+6

TH 232 N. GAMMA 1.0+1 1.0+6

TH 232 N. GAMMA 2.0+3 2.1+1

TH 232 N, GAMMA 2.5-2 1.5+7

TH 232 N, GAMMA 3.0+5 2.1+6

TH 232 SPECT N . GAMH 2.0+3 2.1+1

TH 232 INELST GAMMA 7.0+5 2.1+6

TH 232 N2N REACTION 2.5+6 1.5+7

TH 232 NXN REACTION 2.5+6 1.5+7

TH 232 FISSION Tr 1.0+7

Exth 79KNOX GC12 979 SMU Woo+ACT.TBL.CFD TH CALC

.

Revw 79KNOX CA 1 1079 LHL Haight+CS FOR FUSION. NDG.

Revw 79KNOX DB 5 1079 TOH Sugi yam a. REVIEW. DATA STATUS. NDG

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Revw 79KNOX GB 3 1079 ORL Hetrick+EVAL DATA CFD MEAS.GRPHS.

Exth 79KNOX GC12 979 SMU Woo+ACT.TBL.CFD TH CALC.

Eval 79KNOX GC 7 1079 ANL Guenther+CURVS.IN ENDF FORMAT.

Ex pt 79KNOX GC 7 1079 ANL Guenther+TRNS.GRPH. CFD.OPIHDL CALC.

Ex pt 79KNOX GC 7 1079 ANL Guenther+TOF.GRPH. CFD.OPTMDL CALC.

Ex pt 79KNOX GC 7 1079 ANL Guenther+TOF.GRPH. CFD.OPTMDL CALC.

Revw 79KNOX CA 1 1079 LRL Haight+CS FOR FUSION. NDG.

Ex pt 79KNOX EE 1 1079 ANL Meadows. REL U235.GRPH. CFD ENDF OK.

Ex pt 79KNOX FC 7 1079 ANL Poenitz+TRNS.GRPHS.CFD OPTMDL CALCS.

Revw 79KNOX GC 8 1079 GGA Cheng+ENDF/B-IV, V REVIEWED.

Revw 79KNOX lA 2 1079 ORL Dabbs. OREU RVW.NDG.MEAS TBD.

Theo 79KNOX EB 2 1079 BRC Yehia+H-F.STATMDL CALC. NDG.

Theo 79KNOX FC10 1079 TRM Garg+CC, OPTMDL CALC CFD EXPTS.GRPHS.

Theo 79KNOX FC10 1079 TRM Garg+CC. OPTMDL CALC CFD EXPTS.GRPHS.

Revw 79KNOX GC 8 1079 GGA Cheng+ENDF/B-IV, V REVIEWED.

Theo 79KNOX EB 2 1079 BRC Yehia+H-F.STATMDL CALC. NDG.

Ex pt 79KNOX FC 1 1079 BRC Haouat+IES.GRPHS. CFD EVAL. OPTMDL TH.

Theo 79KNOX FC10 1079 TRM Garg+CC. OPTMDL CALC CFD EXPTS.GRPHS.

Revw 79KNOX GC 8 1079 GGA Cheng+ENDF/B-IV, V REVIEWED.

Ex pt 79KNOX FC 1 1079 LTI Egan+DIN FROM DNG. GRPHS. CFD STATHDL.

Theo 79KNOX EB 2 1079 BRC Yehia+H-F.STATMDL CALC. NDG.

Ex pt 79KNOX FC 1 1079 BRC Haouat+IES.GRPHS. CFD EVAL, OPTMDL TH.

Revw 79KNOX DB 1 1079 ANL Poenitz+GRPHS. RECOMMENDATIONS GVN.

Revw 79KNOX lA 3 1079 BNL Stelts.HIGH RESOL SPEC TO DERIVE CS.

Revw 79KNOX GC 8 1079 GGA Cheng+ENDF-B/IV. V RE VIEWED. ( N , 3N )

.

Theo 79KNOX EB 2 1079 BRC Yehia+H-F.STATMDL CALC . GRPHS. CFD EXP

Revw 79KNOX lA 3 1079 BNL Stelts.HIGH RESOL SPEC TO DERIVE CS.

Ex pt 79KNOX FC 1 1079 LTI Egan+125 DEG. TOF . INFERRED LVL CS.

Revw 79KNOX GC 8 1079 GGA Cheng+ENDF-B/IV. V REVIEWED.

Revw 79KNOX GC 8 1079 GGA Cheng+ENDF-B/IV, V REVIEWED. ( N , 3N )

.

Ex pt 79KNOX EB 4 1079 ANL Meadows. REL U235.GRPH. CFD OTH EXPTS.
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TH 232 FISSION 2.5-2 1 .5+7 Revw 79KNOX GC 8 1079 GGA Cheng+ENDF/B-IV, V REVIEWED.

TH 232 FISSION 3.0+5 2 .4+6 Theo 79KNOX EB 2 1079 BRC Yehia+H-F,STATMDL CALC .GRPHS. CFD EXP

TH 232 NU(BAR) NDG Revw 79KNOX GC 8 1079 GGA Cheng+ENDF/B-IV, V REVIEWED.

TH 232 F NEUT DEUY 1.0+6 1 .4+7 Theo 79KNOX GB12 1079 LAS England+2ES. CALC CFD E VAL. EXPTS.TBL.

TH 232 SPECT FISS N Fiss Revw 79KNOX GC 8 1079 GGA Cheng+ENDF/B-IV, V REVIEWED.

TH 232 SPECT FISS N Maxw Theo 79KNOX GB 9 1079 LAS Madland+PROMPT FISS SPEC. CURVS. CFD.

TH 232 FISS YIELD 3.0+5 2 .4+6 Theo 79KNOX EB 2 1079 BRC Yehia+H-F,STATMDL CALC, GRPHS. CFD EXP

PA 231 FISSION 4.0-1 1 .2+7 Ex pt 79KNOX EB 7 1079 ORL Plattard+2 E RANGES. GRPHS. RES TBL.

PA 231 RESON PARAM 1.0+0 6 .0+1 Expt 79KNOX EB 7 1079 ORL Plattard+RES OBS FOR FIRST TIME.

U 233 TOTAL XSECT 3.0+4 4 .8+6 Ex pt 79KNOX FC 7 1079 ANL Poenitz+TRNS. GRPHS. CFD OPTMDL CALCS.

U 233 TOTAL XSECT 1.0-2 1 .0+0 Ex pt 79KNOX FC 5 1079 ORL Harvey+TRNS,GRPH,CFD ENDF/B-V , OTH

.

U 233 DIFF ELASTIC 7.0+5 1 .5+6 Ex pt 79KNOX FC 1 1079 BRC Haouat+2ES. GRPHS. CFD EVAL, OPTMDL TH.

U 233 DIFF INELAST 7.0+5 1 .5+6 Expt 79KNOX FC 1 1079 BRC Haouat+2ES, GRPHS, CFD EVAL, OPTMDL TH.

U 233 FISSION 1.5+7 Expt 79KNOX IB10 1079 TUD Adamov+ ABSOL MEAS. TBL. CFD.

U 233 FISSION FISS Expt 79KNOX IB 10 1079 TUD Adamov+ CF252 SPEC. TBL. ABSOL MEAS.

U 233 NU(BAR) NDG Revw 79KNOX GC 8 1079 GGA Cheng+ENDF/B-IV, V REVIEWED.

U 233 F NEUT DEUY 1.0+6 1 .4+7 Theo 79KNOX GB12 1079 LAS England+THR E ALSO. CFD EVAL, EXPT , TBL

U 233 SPECT FISS N NDG Revw 79KNOX GC 8 1079 GGA Cheng+ENDF/B-IV, V REVIEWED.

U 23'* FISSION 1.5+7 Expt 79KNOX IB10 1079 TUD Adaimov+ ABSOL MEAS. TBL. CFD,

U 234 FISSION FISS Ex pt 79KNOX IB10 1079 TUD Adamov+ CF252 SPEC. TBL. ABSOL MEAS.

U 235 EVALUATION 1.0+2 2 .0+7 Eval 79KNOX FC11 1079 SAE Matsunobu+TOT.NG, NF,EL, INEL. GRPHS.

U 235 TOTAL XSECT 3.0+4 4 .8+6 Ex pt 79KNOX FC 7 1079 ANL Poenitz+TRNS. GRPHS. CFD OPTMDL CALCS.

U 235 TOTAL XSECT NDG Revw 79KNOX DB 3 1079 DUB Luschikov+ TRNS, SELF INDIC TBD.

U 235 TOTAL XSECT 2,0+0 2 .0+4 Ex pt 79KNOX FC 6 1079 DUB Bakalov+TOF,TRNS,SELF INDIC. TBLS.

U 235 DIFF EUSTIC 7.0+5 3 .4+6 Ex pt 79KNOX FC 1 1079 BRC Haouat+2ES. GRPHS. CFD EVAL, OPTMDL TH.

U 235 DIFF INELAST 7.0+5 3 .4+6 Expt 79KNOX FC 1 1079 BRC Haouat+2ES. GRPHS. CFD EVAL, OPTMDL TH.

U 235 N. GAMMA 1.0+2 3 .0+4 Revw 79KNOX EC 5 1079 KUR Muradyan.MULT SPEC, BRIEF REVIEW,

U 235 N2N REACTION 6.0+6 1 .3+7 Theo 79KNOX EB 9 1079 ITY Ma ino+H-F, OPTMDL CALC ,GR PH. CFD.

U 235 FISSION 3.0+4 3 .0+6 Ex pt 79KNOX DB 2 1079 ANL Fawcett+U238 NO REL U235.CFD ENDF,EX

U 235 FISSION NDG Eval 79KNOX AB 7 1079 ORL Fu+LEAST SQUARES C ALC . NDG . TBD.

U 235 FISSION 1.0+5 2 .0+7 Eval 79KNOX EB 5 1079 ANL Poenitz+CFD ENDF/B-V, EXPTS, GRPHS,

U 235 FISSION Tr 1 .0+7 Ex pt 79KNOX EB 4 1079 ANL Meadows ,TH230, 232 RATIOS, GRPHS. CFD.

U 235 FISSION 1.0-3 1 .0+2 Ex pt 79KNOX EB 8 1079 LRL White+Ci1245 NF REL U235.

u 235 FISSION 1.0+6 2 .0+7 Ex pt 79KNOX IB 4 1079 NBS Carlson+ NP237/U235, GRPH. CFD.

u 235 FISSION 1.0+5 2 .0+7 Revw 79KNOX GA 1 1079 NBS Wasson+STATUS OF STANDARDS. GRPH.
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U 235 FISSION 4.0-1 1.2+7 Expt 79KMOX EB 7 1079 ORL Plattard+2 E RANGES. PA231 REL U235.

U 235 FISSION 2.0-2 3.0+4 Expt 79KNOX IB 2 1079 GHT Wagemans+REL B 10 , LI6. GRPHS.TBL. CFD.

U 235 FISSION NDG Revw 79KNOX DB 3 1079 DUB Luschikov+ (N , GF)TO BE SEARCHED FOR.

U 235 FISSION 2.0+0 2.0+4 Expt 79KNOX FC 6 1079 DUB Bakalov+TOF.TRNS.SELF INDIC.TBLS.

U 235 FISSION 1.4+7 1.5+7 Expt 79KNOX IB10 1079 TUD Aclamov+ ABSOL flEAS. TBL. CFD. 3ES.

U 235 FISSION 2.6+6 1.5+7 Expt 79KNOX IB 9 1079 TUD Arlt+ ABSOL MEAS. 3ES. CS GVN. CFD.

U 235 FISSION FISS Expt 79KNOX IB10 1079 TUD Adamov+ CF252 SPEC .TBL. ABSOL MEAS.

U 235 RES INT FISS 7.8+0 1.1+1 Expt 79KNOX IB 2 1079 GHT Wagemans+ RIF GVN. CFD OTHERS.

U 235 ALPHA 1.0+2 5.0+4 Expt 79KNOX EB 6 1079 KUR Muradyan+TOF.5 PCT ACC.TBL.CFD.

U 235 F NEUT DEUY 1.0+6 1.4+7 Theo 79KNOX GB12 1079 LAS England+THR E ALSO. CFD EVAL, EXPT . TBL

U 235 SPECT FISS N 5.3+5 1.4+7 Theo 79KNOX GB 9 1079 LAS Mndland+THERMAL E ALSO. CUR VS . CFD.

U 235 FISS PROD G Maxw Eval 79KNOX AA 4 1079 ORL Dickens. DECAY HEAT STANDARD. GRPHS.

U 235 FISS PROD G 2.5-2 Eval 79KNOX FB 6 1079 HED Schenter+DECAY HEAT EVAL. TBLS, GRPHS.

U 235 FISS PROD B Maxw Eval 79KNOX AA 4 1079 ORL Dickens. DECAY HEAT STANDARD. GRPHS.

U 235 FISS PROD B 2.5-2 Eval 79KNOX FB 6 1079 HED Schenter+DECAY HEAT EVAL. TBLS, GRPHS.

U 235 RESON PARAM TR 1.0+7 Theo 79KNOX EB 9 1079 ITY Maino+H-F . OPTMDL CALC .WN/WF. CFD.

U 236 FISSION FISS Expt 79KNOX IB10 1079 TUD Adamov+ CF252 SPEC. TBL. ABSOL MEAS.

U 236 FISSION 1.5+7 Expt 79KNOX IB10 1079 TUD Adamov+ ABSOL MEAS. TBL. CFD.

U 236 F NEUT DELAY 1.0+6 Theo 79KNOX GB12 1079 LAS England+CALC CFD EVAL, EXPTS. TBL.

U 238 EVALUATION 1.0+2 2.0+7 Eval 79KNOX FC11 1079 SAE Matsunobu+TOT , NO. NF , EL, INEL. GRPHS.

U 238 TOTAL XSECT 6.6+0 6.8+0 Exth 79KNOX AC 5 1079 NBS Bowman+SOLID VS GAS GRPH.CFD TH

U 238 TOTAL XSECT 3.0+4 4.8+6 Expt 79KNOX FC 7 1079 ANL Poenitz+TRNS. GRPHS. CFD OPTMDL CALCS.

U 238 TOTAL XSECT 8.8+2 1.0+5 Revw 79KNOX lA 2 1079 ORL Dabbs. OREU CS MEAS REVIEWED. GRPH.

U 238 TOTAL XSECT NDG Revw 79KNOX DB 3 1079 DUB Luschikov+ TRNS, SELF INDIC TBD.

U 238 DIFF EUSTIC 7.0+5 3.4+6 Expt 79KNOX FC 1 1079 BRC Haouat+4ES. GRPHS. CFD EVAL, OPTMDL TH.

U 238 DIFF INELAST 7.0+5 2.0+6 Expt 79KNOX FC 3 1079 LTI Mittler+CS FOR 20 STATES. GRPHS. CFD.

U 238 DIFF INEUST 1.0+6 5.0+6 Expt 79KNOX FC 2 1079 ORL Olsen+DIN CALC FROI'l DNG. GRPH. CFD.

U 238 DIFF INELAST 7.0+5 3.4+6 Expt 79KNOX FC 1 1079 BRC Haouat+4ES. GRPHS. CFD EVAL, OPTMDL TH.

U 238 N, GAMMA 1.0+4 4.0+6 Revw 79KNOX DB 1 1079 ANL Poenitz+GR PHS. RECOMMENDATIONS GVN.

U 238 N, GAMMA 3.0+4 3.0+6 Expt 79KNOX DB 2 1079 ANL Fawcett+REL U235 NF. GRPH. CFD ENDF,EX

U 238 N, GAMMA 1.0+2 3.0+4 Revw 79KNOX EC 5 1079 KUR Muradyan .MULT SPEC. BRIEF REVIEW.

U 238 SPECT N,GAMM NDG Revw 79KN0X lA 3 1079 BNL Stelts.HIGH RESOL SPEC TO DERIVE CS.

U 238 INELST GAMMA 7.0+5 2.0+6 Expt 79KNOX FC 3 1079 LTI Mittler+TOF.DIN FROM DNG. GRPHS. CFD.

U 238 INELST GAMMA 5.0+5 5.0+6 Expt 79KNOX FC 2 1079 ORL Olsen+SPEC.G PROD CS. GRPHS. DIN CALC.

U 238 FISSION NDG Eval 79KNOX AB 7 1079 ORL Fu+LEAST SQUARES CALC. NDG. TBD.
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u 238 FISSION 1.0+2 3. 0+4 Revw 79KNOX EC 5 1079 KUR Muradyan.MULT SPEC. BRIEF REVIEW.

u 238 FISSION 1.5+7 Ex pt 79KNOX IB10 1079 TUD Adamov+ ABSOL MEAS. TBL. CFD.

u 238 FISSION FISS Ex pt 79KNOX IB10 1079 TUD Adamov+ CF252 SPEC. TBL. ABSOL MEAS.

u 238 FISSION 1.5+7 Expt 79KNOX IB 9 1079 TUD Arlt+ ABSOL MEAS. CS GVN. CFD.

u 238 ALPHA 1.0+2 3. 0+4 Revw 79KNOX EC 5 1079 KUR Muradyan.MULT SPEC. BRIEF REVIEW.

u 238 F NEUT DEUY 1.0+6 1

.

4+7 Theo 79KNOX GB12 1079 LAS England+2ES. CALC CFD EVAL, EXPTS. TBL.

u 238 FISS YIELD 1.6+6 Revw 79KNOX lA 4 1079 GEL Knitter+OVERVIEW OF VARIOUS DETC.

u 238 RESON PARAM 6.7+0 Exth 79KNOX AC 5 1079 NBS Bowinan+6.67 EV RES.MOLEC VIBRATION

u CMP TOTAL XSECT 6.6+0 6. 8+0 Exth 79KNOX AC 5 1079 NBS Bowman+U-238.U308 VS UF6.GRPH.CFD TH

u OXI TOTAL XSECT 6.6+0 6. 8+0 Exth 79KNOX AC 5 1079 NBS Bowman+U-238.U308 VS UF6.GRPH.CFD TH

NP 237 EVALUATION 1.0-5 5. 0+6 Eval 79KNOX GD 4 1079 CAD Derrien+RES PARS.CS TBLS, GRPHS. CFD.

NP 237 FISSION 7.7+5 9. 6+5 Ex pt 79KNOX IB 5 1079 MHG Grady+ ABSOL. 2 ES. PRELIM CS GVN.CFD.

NP 237 FISSION 1.0+6 2. 0+7 Ex pt 79KNOX IB 4 1079 NBS Carlson+TOF.CS AND NP237/U235 RATIO.

NP 237 FISSION 1.5+7 Expt 79KNOX IBIO 1079 TUD Adamov+ ABSOL MEAS. TBL. CFD.

NP 237 FISSION 1.5+7 Ex pt 79KNOX IB 9 1079 TUD Arlt+ ABSOL MEAS. CS GVN. CFD.

NP 237 F NEUT DELAY 1.0+6 Theo 79KNOX GB12 1079 LAS England+CALC CFD EVAL, EXPTS. TBL.

PU 239 EVALUATION 1.0+2 2. 0+7 Eval 79KNOX FC11 1079 SAE Matsunobu+TOT. NG, NF,EL, INEL. GRPHS.

PU 239 TOTAL XSECT 3.0+4 4. 8+6 Expt 79KNOX FC 7 1079 ANL Poenitz+TRNS. GRPHS. CFD OPTMDL CALCS.

PU 239 TOTAL XSECT NDG Revw 79KNOX DB 3 1079 DUB Luschikov+ TRNS. SELF INDIC TBD.

PU 239 TOTAL XSECT 2.0+0 2. 0+4 Ex pt 79KNOX FC 6 1079 DUB Bakalov+TOF.TRNS.SELF INDIC. TBLS.

PU 239 DIFF EUSTIC 7.0+5 3. 4+6 Ex pt 79KNOX FC 1 1079 BRC Haouat+2ES. GRPHS. CFD EVAL, OPTMDL TH.

PU 239 DIFF INELAST 7.0+5 3. 4+6 Ex pt 79KNOX FC 1 1079 BRC Haouat+2ES. GRPHS. CFD EVAL,OFTMDL TH.

PU 239 N2N REACTION 6.7+6 1

.

1+7 Theo 79KNOX EB 9 1079 ITY Ma ino+H-F, OPTMDL CALC . GR PH. CFD.

PU 239 FISSION 2.0+0 2. 0+4 Ex pt 79KNOX FC 6 1079 DUB Bakalov+TOF, TRNS, SELF INDIC. TBLS.

PU 239 FISSION 1.5+7 Ex pt 79KNOX IBIO 1079 TUD Adamov+ ABSOL MEAS. TBL. CFD.

PU 239 FISSION FISS Expt 79KNOX IBIO 1079 TUD Adamov+ CF252 SPEC. TBL. ABSOL MEAS,

PU 239 FISSION 1.5+7 Ex pt 79KNOX IB 9 1079 TUD Arlt+ ABSOL MEAS. CS GVN. CFD.

PU 239 F NEUT DEUY 1.0+6 1 . 4+7 Theo 79KN0X GB12 1079 LAS England+THR E ALSO. CFD EVAL, EXPT . TBL

PU 239 SPECT FISS N Maxw Theo 79KNOX GB 9 1079 LAS Madland+PROMPT FISS SPEC. CURVS. CFD.

PU 239 FISS PROD G Maxw Ev al 79KNOX AA 4 1079 ORL Dickens. DECAY HEAT STANDARD. GRPHS.

PU 239 FISS PROD B Maxw Eval 79KNOX AA 4 1079 ORL Dickens. DECAY HEAT STANDARD. GRPHS.

PU 239 RESON PARAM TR 1 , 0+7 Theo 79KNOX EB 9 1079 ITY Ma ino+H-F, OPTMDL CALC .WN/WF. CFD.

PU 2H0 EVALUATION 1.0+2 2. 0+7 Eval 79KNOX FCl 1 1079 SAE Matsunobu+TOT , NG, NF, EL, INEL. GRPHS.

PU 240 TOTAL XSECT 3.0+4 4. 8+6 Ex pt 79KNOX FC 7 1079 ANL Poenitz+TRNS. GRPHS. CFD OPTMDL CALCS.

PU 240 N, GAMMA 1.0+4 4. 0+6 Revw 79KN0X DB 1 1079 ANL Poenitz+GRPHS. RECOMMENDATIONS GVN.
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PU 2H0

PU 240

PU 240

PU 240

PU 240

PU 240

PU 241

PU 241

PU 241

PU 241

PU 241

PU 241

PU 241

PU 242

PU 242

PU 242

PU 242

PU 242

PU 242

AM 241

AM 241

AM 241

AM 241

AM 241

AM 241

AM 241

AM 241

AM 241

AM 241

AM 241

CM 242

CM 242

CM 242

CM 242

CM 244

N , GAMMA

FISSION

FISSION

F NEUT DELAY

FRAG SPECTRA

RESON PARAM

EVALUATION

N , GAMMA

FISSION

F NEUT DEUY

FISS PROD G

FISS PROD B

RESON PARAM

TOTAL XSECT

DIFF EUSTIC

DIFF INEUST

FISSION

FISSION

F NEUT DELAY

EVALUATION

TOTAL XSECT

POTNTAL SCAT

ABSORPTION

N, GAMMA

N, GAMMA

N, GAMMA

FISSION

FISSION

RESON PARAM

STRNGTH FUNC

TOTAL XSECT

RES INT ABS

RESON PARAM

STRNGTH FUNC

TOTAL XSECT

1.0-5

1.0-5

1.0+0

1.0+6

NDG

1.0-5

1.0+2

1.0-5

1.0-5

1.0+6

Maxw

Maxw

1.0-5

6.8+5

6.0+5

6.0+5

1.5+7

FISS

1.0+6

1.0-5

5.0+5

NDG

1.0+2

5.0+5

1.5-2

1.0+4

1.0+0

1.0+2

NDG

NDG

NDG

4.0-1

NDG

2.0+7

2.0+7

3.0+5

2.0+7

2.0+7

2.0+7

2.0+7

2.0+7

1.7+8

3.4+6

3.4+6

1.5+7

1.4+7

1.0+6

1.4+7

3.0+4

2.5+5

5.3+6

1.5+7

2.7+2

2.7+2

Eval 79KNOX EE 1 1079 ORL Weston+ENDF/B-V.GRPHS. PROBLEMS GVN.

Eval 79KNOX EB 1 1079 ORL Weston+ENDF/ B-V . GRPHS. PROBLEMS GVN.

Revw 79KNOX lA 4 1079 GEL Knitter+OVERVIEW OF VARIOUS DETC.

Theo 79KNOX GB12 1079 LAS England+CALC CFD EVAL. EXPTS. TBL.

Revw 79KNOX lA 4 1079 GEL Knitter+OVERVIEW OF VARIOUS DETC.

Eval 79KNOX EB 1 1079 ORL Weston+ENDF/B-V. PROBLEMS DISCUSSED.

Eval 79KNOX FC11 1079 SAE Matsunobu+TOT , NG, NF . EL, INEL. GRPHS.

Eval 79KNOX EB 1 1079 ORL Weston+ENDF/B-V.GRPHS. PROBLEMS GVN.

Eval 79KN0X EB 1 1079 ORL Weston+ENDF/ B-V. GR PHS. PROBLEMS GVN.

Theo 79KNOX GB12 1079 LAS England+CALC CFD EVAL, EXPTS. TBL.

Eval 79KNOX AA 4 1079 ORL Dickens. DECAY HEAT STANDARD. GRPHS.

Eval 79KNOX AA 4 1079 ORL Dickens. DECAY HEAT STANDARD. GRPHS.

Eval 79KNOX EB 1 1079 ORL Weston+ENDF/B-V. PROBLEMS DISCUSSED.

Expt 79KNOX FC 8 1079 LAS Moore+TOF . GR PH CFD ENDF . CALC .TBL.

Expt 79KNOX FC 1 1079 BRC Haouat+6ES. GRPHS. CFD EVAL.OPTMDL TH.

Expt 79KNOX FC 1 1079 BRC Haouat+6ES. GRPHS. CFD EVAL,OPTMDL TH.

Expt 79KNOX IB10 1079 TUD Adamov+ ABSOL MEAS. TBL. CFD.

Expt 79KNOX IBIO 1079 TUD Adamov+ CF252 SPEC. TBL. ABSOL MEAS.

Theo 79KNOX GB12 1079 LAS England+CALC CFD EVAL. EXPTS. TBL.

Eval 79KNOX GD 2 1079 CAD Fort+GR PHS. OK WnH INTEGRAL DATA.

Theo 79KNOX EB 9 1079 ITY Maino+H-F , OPTMDL CALC .GR PH. CFD.

Theo 79KNOX EB 9 1079 ITY Maino+H-F , OPTMDL. VAL GVN.

Theo 79KNOX EB 9 1079 ITY Maino+H-F , OPTMDL CALC.GRPH. CFD.

Theo 79KNOX EB 9 1079 ITY Maino+H-F . OPTMDL CALC . GRPH . CFD.

Expt 79KNOX GD 3 1079 KRU Wisshak+2ES. ACT. TBL. GND. ISOMER RATIO

Expt 79KNOX GD 3 1079 KRU Wisshak+5 PCT ACC. GRPH. CFD.

Revw 79KNOX lA 4 1079 GEL Knitter+OVERVIEW OF VARIOUS DETC.

Tneo 79KNOX EB 9 1079 ITY Maino+H-F , OPTMDL CALC.GRPH. CFD.

Theo 79KNOX EB 9 1079 ITY Maino+H-F . OPTMDL CALC.WG,D CALC.

Theo 79KNOX EB 9 1079 ITY Maino+H-F. OPTMDL. VAL GVN.

Expt 79KNOX GD15 1079 NIR Babich+TRNS. RES PAR ANAL.

Expt 79KNOX GD15 1079 NIR Babich+TRNS. RIA GVN.

Expt 79KNOX GD15 1079 NIR Babich+TRNS. TBL WG.D FOR G ISOTOPES.

Expt 79KNOX GD15 1079 NIR Babich+TRNS. SO GVN.

Expt 79KNOX GD15 1079 NIR Babich+TRNS. RES PAR ANAL.
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CM 2'44

CM 244

CM 244

CM 245

CM 245

CM 245

CM 245

CM 245

CM 245

CM 246

CM 246

CM 246

CM 246

CM 247

CM 247

CM 248

CM 248

CM 248

CM 248

CF 249

CF 249

CF 249

CF 249

CF 252

CF 252

CF 252

CF 252

CF 252

CF 252

Many

RES INT ABS 4.0-1

RESON PARAM 2.8+2

STRNGTH FUNC 2.8+2

TOTAL XSECT NDG

FISSION 1.0-3 3.0+1

RESON PARAM 1.0-3 3.0+1

RESON PARAM 5.0+1

STRNGTH FUNC 0.0+0 3.0+1

STRNGTH FUNC 5.0+1

TOTAL XSECT NDG

RES INT ABS 4.0-1

RESON PARAM 1.6+2

STRNGTH FUNC 1.6+2

TOTAL XSECT NDG

RESON PARAM 2.0+1

TOTAL XSECT NDG

RES INT ABS 4.0-1

RESON PARAM 1.0+2

STRNGTH FUNC 1.0+2

TOTAL XSECT 1.0-2 9.0+1

SPECT FISS N Maxw

RESON PARAM 1.0-2 9.0+1

STRNGTH FUNC 1.0-2 9.0+1

FISSION Spon

NU(BAR) Spon

NU(BAR) Spon

NU(BAH) Spon

F NEUT DELAY Spon

SPECT FISS N Spon

F NEUT DELAY 1.0+6 1.4+7

Expt 79KNOX GD15 1079 NIR Babich+TRNS. RIA GVN.

Expt 79KNOX GD15 1079 NIR Babich+TRNS. TBL WG.D FOR G ISOTOPES.

Expt 79KNOX GD15 1079 NIR Babich+TRNS. SO GVN.

Expt 79KNOX GD15 1079 NIR Babich+TRNS. RES PAR ANAL.

Expt 79KNOX EB 8 1079 LRL White+LINAC. R-MATRIX FIT. GRPHS. CFD.

Expt 79KNOX EB 8 1079 LRL White+R-MATRIX. PRELIM. GRPHS WF.WN.

Expt 79KNOX GD15 1079 NIR Babich+TRNS. TBL WG.D FOR G ISOTOPES.

Expt 79KNOX EB 8 1079 LRL White+21 LVLS.STF.D GVN. PRELIM.

Expt 79KNOX GD15 1079 NIR Babich+TRNS. SO GVN.

Expt 79KNOX GD15 1079 NIR Babich+TRNS. RES PAR ANAL.

Expt 79KNOX GD15 1079 NIR Babich+TRNS. RIA GVN.

Expt 79KNOX GD15 1079 NIR Babich+TRNS. TBL WG.D FOR G ISOTOPES.

Expt 79KNOX GD15 1079 NIR Babich+TRNS. SO GVN.

Expt 79KNOX GD15 1079 NIR Babich+TRNS. RES PAR ANAL.

Expt 79KNOX GD15 1079 NIR Babich+TRNS, TBL WG.D FOR G ISOTOPES.

Expt 79KNOX GD15 1079 NIR Babich+TRNS. RES PAR ANAL.

Expt 79KNOX GD15 1079 NIR Babich+TRNS. RIA GVN.

Expt 79KNOX GD15 1079 NIR Babich+TRNS. TBL WG.D FOR G ISOTOPES.

Expt 79KNOX GD15 1079 NIR Babich+TRNS. SO GVN.

Expt 79KNOX FC 9 1079 ORL Carlton+TRNS. GRPH.TBL RES PARS. CFD.

Theo 79KNOX GB 9 1079 LAS Madland+PROMPT FISS SPEC. CUR VS . CFD.

Expt 79KNOX FC 9 1079 ORL Carlton+TRNS. TBL. WF. 2»G«WN RED.

Expt 79KNOX FC 9 1079 ORL Carlton+SO.D DRVD.TBL. CFD.

Revw 79KNOX EC 5 1079 KUR Muradyan .MULT SPEC. BRIEF REVIEW.

Revw 79KNOX GA 4 1079 INL Sinith+NU DISCREPANCY. TBLS. S EFFECT.

Expt 79KNOX GA 2 1079 ORL Spencer+PRELIM RESULT. CFD OTHS.ABSOL

Revw 79KNOX GA 2 1079 ORL Spencer+ALL DATA REVIEW. CFD PRESENT.

Theo 79KNOX GB12 1079 LAS England+CALC CFD EVAL. EXPTS.TBL.

Tiieo 79KNOX GB 9 1079 LAS Madland+PROMPT FISS SPEC. CUR VS. CFD.

Theo 79KNOX GB12 1079 LAS England+11 ELEMENTS. CFD EVAL, EXP. TBL
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