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I. BACKGROUND

We first introduce some notations. Let

S00
xx

(x) ⌘
�
@2S(x)/@x

i

@x
j

�
, 1 6 i, j 6 n, (1)

denote the matrix of second derivatives of a function, S(x), of n variables. If '(x) = ('
1

(x), '
2

(x), . . . ,'
k

(x)) denotes
a vector function, then the Jacobian matrix is defined as

'0
x

(x) ⌘ (@'
i

(x)/@x
j

) , 1 6 i 6 k, 1 6 j 6 n. (2)

Note that x, in general, can be a complex n-dimensional vector in the above two definitions.

Lemma. Let f : Cn ! C be holomorphic in a neighborhood of 0 and f(0) = 0. Then in some neighbourhood, there

exist functions g
i

: Cn ! C such that f(z) =
P

n

i=1

z
i

g
i

(z), where each g
i

is holomorphic and g
i

(0) = @f(z)

@z

i

���
z=0

.

Proof. From the following equality

f(z) =
Z

1

0

d

dt
f(tz

1

, . . . , tz
n

)dt =
nX

i=1

z
i

Z
1

0

@f(z)
@z

i

����
z=(tz1,...,tz

n

)

dt, (3)

we conclude that g
i

(z) =
R

1

0

@f(z)

@z

i

���
z=(tz1,...,tz

n

)

dt and g
i

(0) = @f(z)

@z

i

���
z=0

.

Morse Lemma. Let z0 2 Cn

be an non-degenerate critical point of a function S(z) (i.e., rS(z0) = 0 and

detS00
zz

(z0) 6= 0) that is holomorphic in a neighbourhood of the point z0

. Then, there exist neighbourhoods U, V ⇢ Cn

of points z0

, w = 0 and a vector function z = '(w) such that

S(z)� S(z0) =
1
2

nX

j=1

µ
j

w2

j

, det'0
w

(0) = 1, (4)

where µ
j

being eigenvalues of the matrix S00
zz

(z0). Furthermore, the function '(w) is holomorphic for w 2 V , and it

is a one-to-one mapping from V to U .

Proof. Without lost of generality, we can translate the origin to z0 such that z0 = 0 and S(0) = 0. Using the Lemma,
we have

S(z) =
nX

i=1

z
i

g
i

(z). (5)

Since the origin is a critical point, i.e., @S(z)

@z

i

���
z=0

= g
i

(0) = 0, we can apply the Lemma to the functions g
i

(z) and
finally obtain

S(z) =
nX

i,j=1

z
i

z
j

h
ij

(z). (6)

Recall that an arbitrary matrix A can be represented as a sum of a symmetric matrix A(s) and an asymmetric matrix
A(a),

A
ij

= A(s)

ij

+ A(a)

ij

, A(s)

ij

= (A
ij

+ A
ji

) /2, A(a)

ij

= (A
ij

�A
ji

) /2.

The contraction of any symmetric matrix B with any matrix A reads
X

i,j

B
ij

A
ij

=
X

i,j

B
ij

A(s)

ij

, (7)

i.e., the asymmetric component of the matrix A does not contribute to the contraction owing to the fact that the
contraction of any symmetric matrix B with any asymmetric C equals zero; indeed,

P
i,j

B
ij

C
ij

=
P

i,j

B
ji

C
ji

=
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