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Space-based measurement of the neutron lifetime using data from the neutron spectrometer
on NASA’s MESSENGER mission

Jack T. Wilson ,* David J. Lawrence , and Patrick N. Peplowski
The Johns Hopkins Applied Physics Laboratory, 11101 Johns Hopkins Road, Laurel, Maryland 20723, USA

Vincent R. Eke and Jacob A. Kegerreis
Institute for Computational Cosmology, Durham University, South Road, Durham DH1 3LE, United Kingdom

(Received 21 November 2019; revised manuscript received 3 March 2020; accepted 6 May 2020;
published 11 June 2020)

We establish the feasibility of measuring the neutron lifetime via an alternative, space-based class of methods,
which use neutrons generated by galactic cosmic ray spallation of planets surfaces and atmospheres. Free
neutrons decay via the weak interaction with a mean lifetime of around 880 s. This lifetime constrains the
unitarity of the CKM matrix and is a key parameter for studies of Big-Bang nucleosynthesis. However, current
laboratory measurements, using two independent approaches, differ by over 4σ . Using data acquired in 2007
and 2008 during flybys of Venus and Mercury by NASA’s MESSENGER spacecraft, which was not designed to
make this measurement, we estimate the neutron lifetime to be 780 ± 60stat ± 70syst s, thereby demonstrating the
viability of this new approach.
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I. INTRODUCTION

Measurement of the neutron lifetime τn via space-based
observation was first proposed in 1990 by Feldman et al. [1].
However, no mission designed to measure τn has flown and no
previous successful measurements of τn from space have been
reported. We present a measurement of τn using data taken
by NASA’s MESSENGER spacecraft [2] during its flybys of
Venus and Mercury [3]. These data were taken with the aim
of characterizing the compositions of Mercury’s surface, so
this measurement technique is not optimized and there are
systematics present that could be avoided with a dedicated
mission. However, the measurement’s success demonstrates
the possibility of measuring τn from space. The new technique
exploits the fact that τn affects both the relative count rates
at Venus and Mercury and the rate at which the neutron flux
decreases with distance from the top of Venus’ atmosphere.
During MESSENGER’s flyby of Venus the mean time of flight
for a detected neutron varied between 80 and 640 s.

τn is an important parameter for cosmology, particle, and
nuclear physics [4,5]. In particular, uncertainties on τn cur-
rently dominate those on estimates of the primordial helium
abundance [6]. Additionally, the unitarity of the Cabibbo-
Kobayashi-Maskawa (CKM) matrix is one of the most im-
portant low-energy tests of the standard model. Along with
the neutron axial-current coupling constant, τn can be used
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to determine the CKM matrix element |Vud |. Although the
most precise determination of |Vud | is currently obtained
from measurement of the half-lives of superallowed 0+ → 0+
nuclear β decays [7], using τn provides a theoretically cleaner
measurement. This is of particular importance, given that
recent updates to the universal radiative correction for β decay
and the resulting estimate of |Vud | place the CKM matrix in
some tension with unitarity [8].

There are two competing values for τn based on the results
of two different classes of experiments. The “bottle” methods
count the number of neutrons N that remain within a me-
chanical, gravitational, and/or magnetic trap as a function of
time, with τn determined from the exponential decay function
N (t ) = N (0)e−t/τn . Thus, these experiments are sensitive to
the decay of neutrons by any decay channel. Alternatively, the
“beam” methods measure the protons or electrons resulting
from β decay, with τn determined from the differential form
of the exponential function dN/dt = −N/τn. The average
beam measurements τ beam

n = 888 ± 2 s differ by about 4σ

from the more precise ultracold trapped neutron average
τ bottle

n = 879.5 ± 0.5 s (Fig. 1). The current data used in the
Particle Data Group (PDG) estimate of τn are shown in Fig. 1.
Individual experiments report uncertainties smaller than 1 s.
However, given the 9 s (or 4σ ) disagreement between the
two classes of measurement, the small error on individual
measurements is not representative of our uncertainty on τn.
Given the direction of the disagreement, a physical explana-
tion of the neutron lifetime problem can be constructed by
positing a decay outside of the standard model into the dark
sector [13,14]. This again shows the possibility of testing the
standard model at low energy using cold neutrons.

The ability to make a space-based measurement of τn is
made possible by the fact that planetary atmospheres and—for
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FIG. 1. PDG and more recent measurement of τn [9–12]. The
shaded regions represent the standard error on the uncertainty-
weighted mean lifetime in each class.

airless bodies—solid surfaces are constantly bombarded by
galactic cosmic rays (GCRs). These energetic particles, which
are mostly high-energy protons, collide with atomic nuclei
leading to spallation reactions in which large numbers of
high-energy neutrons are produced. These neutrons undergo
further collisions with nuclei and have their energy moderated
downwards. A fraction of the neutrons undergo a sufficiently
large number of collisions that reach thermal equilibrium with
the atmosphere or solid surface. The energy distribution of
neutrons that ultimately escape from a planet into space is
characteristic of the planet’s elemental composition on depth
scales on the order of the neutron mean free path [15]. As
measuring planets’ compositions often form a major goal
of NASA’s planetary missions, several neutron spectrometers
have been flown into space to achieve this aim [16–19].

Here we make use of data taken by NASA’s MESSEN-
GER spacecraft to demonstrate the feasibility of space-based
measurement of τn. The MESSENGER neutron spectrometer
(NS) was designed to measure Mercury’s surface composition
with special emphasis placed on testing the hypothesis that the
radar bright regions at Mercury’s poles are a consequence of
the presence of water-ice in the permanently shadowed craters
[20]. MESSENGER’s neutron detector consisted of a 103 cm3

cube of a borated plastic scintillator sandwiched between two
4-mm-thick, 100 cm2 Li-glass plates [18]. These Li-glass de-
tectors were sensitive to neutrons with energies in the thermal
regime, via the neutron capture reaction 6Li +n → 3H + 4He,
with decreasing sensitivity into the epithermal range
[18].

Before MESSENGER achieved orbit around Mercury, it
carried out a set of flybys of Earth, Venus, and Mercury using
gravity assist maneuvers to alter its trajectory. During the
second flyby of Venus the NS was turned on and collected
data [3]. The data used in this study were taken during
this Venus encounter and during the first flyby of Mercury
[21].

II. USING MESSENGER DATA TO MEASURE τn

Earlier proposals for space-based measurement of τn would
measure the upward-directed flux of neutrons either using a
set of neutron detectors arranged in a ring and separated from
one another by neutron absorbing material [22] or by changing
the orientation of a plate detector [1]. From this measured,
upward-directed flux that in the downward direction could
be calculated for a particular lifetime, the masses of the
planets are well known. Comparison of this inferred lifetime
with the flux measured by upward facing detectors would
enable τn to be measured, with appropriate correction for
the nonuniformity of the planet’s surface and/or atmospheric
composition.

As MESSENGER has only two opposing neutron detec-
tors and the frequently changing spacecraft orientation was
determined by thermal constraints and the requirements of
the spacecraft’s imagers, analytic propagation of upward to
downward going neutrons is not possible. MESSENGER did,
however, sample the neutron fluxes of Venus and Mercury at
all altitudes above the closest approach (339 km for Venus,
205 km for Mercury) during the flybys.

In our new approach τn is determined by comparing the
output of a set of models based on different lifetimes to the
data measured at Mercury and Venus. τn, along with surface
or atmospheric composition and the planet’s mass, determines
the rate at which the neutron flux decreases with increasing
distance from the planets.

The composition of Venus’ atmosphere, from where de-
tected neutrons originate, is both simple and relatively uni-
form. The atmosphere is principally comprised of only two
components: CO2 makes up approximately 96% by volume
with the remaining part composed almost entirely of N2

[23]. Since nitrogen is an effective neutron absorber via the
14N +n → 15N and 14N +n → 14C +p reactions, its abun-
dance has a strong effect on the Venus-originating thermal
neutron flux [24] that we use to measure τn. Venus’ ho-
mopause is at 120 km [25], which is above the altitude
at which the thermal neutrons originate (60–80 km [26]).
Beneath the homopause the atmosphere is uniform as dif-
ferent species are homogeneously mixed by eddy diffusion
and turbulent mixing (though recent evidence implies the
existence of a discontinuity at an altitude of 50 km [26]).
As the neutron flux is originating beneath the homopause
we can consider Venus’ atmosphere to be compositionally
uniform. Atmospheric temperature is also important as the
detected thermal neutrons are in thermal equilibrium with the
atmosphere, and so have their energy distribution determined
by its temperature. The temperature, at the altitudes from
which neutrons are sourced, varies little over time with large
variations not seen beneath 100 km [27]. Latitudinal variation
in temperature is not seen between 30◦S and 30◦N [28],
where the closest approach of the flyby took place, and is less
than 30% globally. For the Venus flyby a set of models with
different neutron lifetimes and atmospheric N2 abundances
were generated.

In addition to Venus’ atmospheric uniformity, the planet’s
relatively large mass is advantageous when measuring τn.
Thermal neutrons have an energy less than 1 eV. Since Venus’
gravitational binding energy is 0.56 eV, τn has a substantial
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effect on the neutron flux at all altitudes where a thermal
neutron flux is detectable. The basis of this measurement
technique is a comparison of the measured Li-glass-derived
data with models of the count rate constructed assuming
different values of τn.

While the compositional variations on Mercury’s surface
complicate the use of the Mercury data for a neutron lifetime
measurement, the data were useful for model normalization.
Unlike Venus’ atmosphere, Mercury’s surface is not spatially
uniform and contains a large number of elements present at
levels high enough to affect the planet-originating neutron
flux. Many of these elements were mapped by MESSENGER
during its 4-year orbital mission [29–33]; consequently we
have a good understanding of Mercury’s composition on large
scales. For the Mercury flyby, a set of models with different
neutron lifetimes but constant composition were generated.
Constant composition was required as the parameter space of
potential surface compositions is too large to explore fully.

III. MODELING AND DATA REDUCTION

MESSENGER’s flyby of Venus with its instruments turned
on occurred at 23:08 Coordinated Universal Time (UCT) on 5
June 2007 [3]. The first flyby of Mercury, the data from which
were used to derive the model normalization factors, occurred
on 14 January 2008. At both planets our analysis is restricted
to data acquired at altitudes below 104 km. This altitude limit
was chosen because above this height the measured count rate
was not significantly different from the background, therefore
including any higher-altitude data has no effect on the inferred
value of τn.

During the flybys, each Li-glass detector recorded a 64-
channel energy-deposition spectrum every 2 s. On the ground,
these 2-s spectra were combined into 20-s spectra for a total
of 133 20-s observations at Venus and 78 at Mercury. The
measured spectra include the 4.78 MeV energy deposition
peak from the 6Li(n, α) 3H neutron-capture reaction, which
is the primary signal of interest, as well as a continuum
background due to the interaction of GCRs and high-energy,
planet-originating neutrons with the spacecraft and detector
[21]. The conversion of recorded spectra to count rates in-
volved removing this background and then summing over the
channels that measure the neutron absorption peak.

The background spectrum was estimated by summing all
of the spectra taken during the flybys when the spacecraft
altitude was greater than 104 km. Background-subtracted
spectra were then produced by subtracting a scaled version of
this high-altitude background from each spectrum in the time
series, with the scaling factor chosen such that the total counts
in spectra away from the neutron absorption peak were the
same in the low-altitude observation and scaled background.
Finally, to calculate the neutron count rate, the background-
subtracted spectra were summed over the channels contain-
ing the neutron-absorption peak before being divided by the
observation period. Uncertainties are those resulting from the
Poisson statistics of the observed spectra. The data from both
of the Li-glass detectors are shown in Fig. 2.

The modeled count rates were determined using three
separate calculations. First, we used the particle transport code
MCNPX [34] to model the neutron flux escaping the planets’
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FIG. 2. Modeled and measured data taken by MESSENGER’s
neutron spectrometer when the spacecraft was within 104 km of
Venus’ surface for the Li-glass detectors with their surface normals
approximately (a) aligned with and (b) opposite the direction of
spacecraft motion.

surface or atmosphere. For Venus the MCNPX geometry
included the planet’s solid surface along with a 100-km-
thick atmosphere that was split into 50 2-km-thick layers.
Each layer had uniform composition but altitude-dependent
variations in the temperature and density that reflect the actual
variation in Venus’ atmosphere [28,35]. For Mercury the MC-
NPX geometry consisted of a solid sphere with composition
appropriate for the flyby geometry [26]. A second MCNPX
model of the MESSENGER spacecraft and detector was run
to calculate the detectors’ response to neutrons with differ-
ent momenta. Finally, the formalism of Feldman et al. [36]
was used to calculate the detected count rate by analytically
extending the surface flux to the flux at the spacecraft altitude
and accounting for Doppler shifting of the detected flux due to
the relative motion of the spacecraft and neutrons (Appendix
A). This modeling builds on that from earlier nuclear spec-
troscopic studies [21,26,29,30,37]. A comparison of a subset
of these models with the data taken during the Venus flyby is
shown in Fig. 2.

The final step in the modeling process was setting the ab-
solute normalization of the models. Normalization is required
as our models of neutron production account for the GCR
spectral shape but not for the absolute particle fluence. Ideally,
the normalization would be set using the data at Venus to avoid
the systematics associated with the measurements taken at
Mercury. However, for the 45 min of data that are available the
statistics prevent this. If the normalization is determined from
the Venus data then the set of models with different parameters
tend to overlap and although the shapes of the curves differ the
statistics are not sufficient to distinguish between them.
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FIG. 3. (a) χ 2 comparison of the models with differing τn values
and N2 abundances. The contours show the 68%, 95%, and 99%
confidence intervals, which were calculated assuming a Gaussian
likelihood. (b) The probability distribution of τn using the likelihoods
derived from (a). The red curve is a Gaussian fit to the points, with
the fit parameters shown.

Separate normalization values were derived for each life-
time and were chosen to maximize the likelihood of the
models given the data. The GCR conditions during this time
were almost identical to those during the Venus flyby and the
spacecraft altitude and orientation were similar [26]. More
detail regarding this normalization, including a demonstration
that an independent normalization derived at Venus is within
1% of that derived at Mercury for models with a 900 s neutron
lifetime, is given in Peplowski et al. [26]. The statistical
uncertainty in this normalization was included in the derived
count-rate uncertainty at Venus.

We validated our assumption that the absolute GCR flux
is proportional to the normalization factor by examining how
this factor changes with the solar modulation parameter �.
Within the solar system GCRs are modulated by the Sun’s
magnetic activity. Thus, the modulation varies over the course
of a solar cycle. � is used to characterize the shape of the
modulated GCR spectrum and captures the temporal variation
of the GCR flux [38]. Using the flyby data and later orbital
measurements the normalization factor can be seen to vary
with � (Appendix B). This observation supports the claim
that the normalization accounts for the absolute GCR flux and
multiplying by these normalization factors incorporates this
variation into the models.

IV. RESULTS

The agreement between the data taken during the
Venus flyby and models based on various atmospheric
N2 abundances and neutron lifetimes is shown in Fig. 3(a).
The minimum value of χ2

ν is consistent with unity. The single

TABLE I. Summary of systematic uncertainties associated with
the measurement of τn based on comparing models to data taken at
Venus and Mercury. Those that affect only this particular implemen-
tation of the neutron lifetime measurement are quantified.

Source of uncertainty Uncertainty (s)

Mercury’s surface composition ±70
Change in the GCR environment ±20
Instrument response function
Variation in Venus’ atmosphere with time of day
Variation in Venus’ atmosphere with latitude
Species other than CO2 and N2 in Venus’
atmosphere
Uncertainties in the Monte Carlo modeling

flyby of Venus, combined with the normalization determined
at Mercury, provided sufficient data to constrain both
parameters, as shown by the fact that the contours outlining
the confidence intervals of the combined parameters are
closed. The ellipticity of these contours shows the degeneracy
between the two parameters for our measurement. This is a
result of the technique being sensitive primarily to the number
of neutrons, which is reduced when decreasing τn or increas-
ing N2 abundance. A consequence of the degeneracy is that by
combining prior constraints on τn with these MESSENGER
data it is possible to make a more precise measurement of
Venus’ atmospheric N2 content. Peplowski et al. [26] used this
approach to make the most precise measurement to date of the
N2 content of Venus’ atmosphere at altitudes above 50 km.

Converting the χ2 values to likelihoods and integrating to
marginalize out N2 abundance enables the probability distri-
bution of τn to be calculated in Fig. 3(b). This calculation
implies τn = 780 ± 60stat s, which is a 1.6σ difference from
the PDG value of 880.2 ± 1.0 s. The result demonstrates the
feasibility of measuring τn using a space-based experiment.
Since the space-based method of constraining τn has a sepa-
rate set of systematic uncertainties to the two existing classes
of laboratory experiments, future space-based measurements
with higher statistical precision than this current measurement
at Venus may provide a route to make progress beyond the
current disagreement between the bottle and beam results.

To discriminate between the two existing classes of mea-
surement would require a precision of around 1% or 9 s.
Obtaining a 1-σ statistical uncertainty of 3 s, a factor of
20 smaller than the current estimate, would require a 400-
fold increase in observation time, which translates to a 13
day observation period. Of course for this to be practical
requires the systematic errors to also be reduced beneath this
level.

There are multiple systematic uncertainties that affect our
estimate of τn, summarized in Table I. These can be split
into two classes: those that affect only this particular imple-
mentation of the τn measurement and those that would affect
any space-based methods using Venus as a neutron source.
The first class involves all of the systematics that result from
taking observations at Mercury to set the normalization factor,
which includes variation in the GCR flux between the Venus
and Mercury flybys and uncertainty in Mercury’s surface
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FIG. 4. Change in τn inferred from the Venus flyby data when
changing 	a for the Mercury flyby.

composition. In the second class are the effects of potential
atmospheric compositional or thermal variation with latitude
and time of day; species other than CO2 and N2 present in
Venus’ atmosphere; uncertainties in the modeled instrumental
response function; and uncertainties in Monte Carlo particle
transport modeling and the cross sections used. If a dedicated
mission to perform a space-based τn measurement is to have
uncertainties comparable in magnitude to existing laboratory
measurements, then this second set and similar effects will
need to be either mitigated or quantified and corrected.

The largest identified systematic uncertainty is that on the
model normalization associated with our imperfect knowl-
edge of Mercury’s surface composition, both in terms of its
elemental makeup and how the distribution of elements varies
across the planet’s surface. We estimate our uncertainty in
Mercury’s surface composition by considering the range in
macroscopic neutron absorption cross sections 	a measured
across the planet’s surface during MESSENGER’s orbital
mission at Mercury (4.5–5.7 × 10−3 cm2 g−1 [29]). The
absorption cross sections σi are related to 	a by

	a = NA

∑
i

σiwi

Ai
, (1)

where wi is the weight fraction, Ai is the atomic mass of con-
stituent i, and NA is Avogadro’s number. With this definition,
	a when multiplied by the material density is proportional to
the probability per unit path length that a thermal neutron will
be absorbed.

To estimate the size of the systematic error introduced
into our measurement of τn by this uncertainty in 	a, we
produced a set of model observations based on different soil
compositions. Figure 4 shows the effect of changing 	a on
our estimate of τn. The figure was created by varying the
abundances of Cl and Fe by one multiplicative factor while
changing the abundances of the other elements by a second
factor, to ensure that the mass fractions sum to 1. As Cl and
Fe were the elements in the reference composition with the
largest neutron absorption cross sections, these modifications
had the effect of changing 	a. Normalization factors were

calculated using the model time series based on each of
the new compositions. Each of these normalization factors
was then used to normalize the Venus models, which were
then compared with the data. This change in normalization
caused our estimate of the lifetime to shift, which is shown
in Fig. 4. The full range of observed 	a produced a change
in our estimate of τn of ±30 s. Although 	a is an important
parameter in determining thermal neutron flux, we found
that model soil compositions with the same 	a but different
elemental distributions implied values of τn that differed by
up to 60 s. Taken in quadrature these errors imply a systematic
uncertainty on the neutron lifetime associated with Mercury’s
surface composition of 70 s.

In this analysis we assume that the GCR flux does not
change between MESSENGER’s observation at Venus and
Mercury. We can place limits on this assumption using data
taken by NASA’s Advanced Composition Explorer. Between
the measurements the ACE-derived � values vary by 20 ± 40
MV [26]. We can convert this to an expected change in the
neutron count rate by considering how the NS detected triples
count rate varies with ACE-derived �. A linear trend is shown
in Fig. 6(b). Consideration of this trend implies that a change
in � of 20 MV between observation at Venus and Mercury
yields a change in the normalization parameter of less than
3%. We can gauge the effect of such a change in normalization
on τn by changing the value of the normalization used in the
analysis. Making this change produces a difference in τn of
20 s.

It is clear from the preceding uncertainty estimates that
using data taken at Mercury to provide the model normaliza-
tion introduces a model dependence that is absent from the
original, optimized form of a space-based measurement. This
compromise is a consequence of the fact that this mission was
not designed with the goal of measuring τn but of answering
several other questions in planetary science. However, the
success of a measurement using this suboptimal data set
demonstrates the feasibility of measuring τn from space and
provides an initial step on the path to flying an optimized
mission. These systematics could be avoided if more data
were taken at Venus, because improving the statistics of the
Venus measurements would enable that data set to be used
alone. The measurement of τn would then not be set by the
mean count rate in the models but only by how the detected
neutron count rate changes with altitude.

The remaining systematics would affect any experiment
conducted at Venus (or another planet with a thick atmosphere
such as Earth). We expect these unquantified systematics to be
smaller than those discussed above. However, we leave their
detailed exploration for a study focusing on the practicalities
of a future mission rather than this proof-of-principle study.
For this particular, MESSENGER-based measurement the
total systematic uncertainty is 70 s.

V. CONCLUSIONS

Using data taken by MESSENGER’s neutron spectrom-
eter during its flybys of Venus and Mercury we found
τn = 780 ± 60stat ± 70syst s. This result establishes the feasi-
bility of making a measurement of τn from space. The statis-
tical uncertainties are large due to the short duration of the
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FIG. 5. The neutron flux at several altitudes above Mercury. The
solid curves show neutrons detected with μR = 1 and dashed curves
μR = 0.7.

flybys (totaling 70 min with altitude below 104 km) and sub-
sequent small amount of data taken, which is a consequence of
the mission not being planned with this measurement in mind.
The systematic errors are similarly large; however, the worst
of these could be avoided with a longer duration experiment
using observations taken only at Venus thus avoiding the
systematics associated with uncertainties in Mercury’s surface
composition. The reduction of smaller-magnitude systematics
to the 1 s level required to potentially resolve the neutron
lifetime anomaly requires a detailed mission design study that
builds on the result of this paper.
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APPENDIX A: NEUTRON PROPAGATION

The propagation of neutrons in a spherically symmetric
gravitational field is described in Feldman et al. [36] and our
implementation follows that work. The neutron flux at altitude
R can be expressed in terms of the surface flux φ(K, μ) as

φR(KR, μR) =
√

KR

K
φ(K, μ) exp

(
�tR
τn

)
, (A1)

where K is the kinetic energy of the neutron at emission, KR =
K − V (R − R0) is the kinetic energy at R, with V = GMm

R0
, M

is the mass of the planet, m is the neutron mass, μ is the cosine
of the angle of emission with respect to the local zenith θ ,
μR =

√
1 − (R0/R)2(K/KR)(1 − μ2), and �tR is the time for

transit for a neutron traveling from the surface to an altitude R
[36]. The expression for �tR in Feldman et al. [36] contains
an extraneous minus sign on μ. For reference, the corrected

FIG. 6. (a) Change in data-to-model normalization factor with
solar ACE-derived modulation parameter. (b) Change in the MES-
SENGER NS triples count (a proxy for GCR flux) with ACE-derived
solar modulation parameter. The red curves in both panels are linear
fits to the points.

expression is given here:

�tR = R0(m/2V )1/2

2(1 − K/V )3/2

[
2μ

(
1 − K

V

)1/2(K

V

)1/2

×
(

1 −
∣∣∣∣ tan θ

tan θR

∣∣∣∣
)

+ sin−1

(
B

(A2 + B2)1/2

)

+ sin−1

(
1 − 2KR/VR

(A2 + B2)1/2

)]
, (A2)

where

A=
√

4

(
K

V

)(
1− K

R

)
μ2, B=

(
2K

V
− 1

)
for

K

V
< 1.

(A3)
Figure 5 shows the simulated flux at Mercury’s surface

along with the fluxes at a range of altitudes above the surface
determined by the equations above. For neutrons from a plan-
etary surface the emitted flux is approximately proportional to
the square root of the normal to the emission angle μ [39].
The two most obvious features in the plot are the low energy
cutoff due to conversion of kinetic to gravitational potential
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energy as neutrons rise out of the planet’s potential well and,
for the neutrons received at an angle to the local zenith, the
high-energy, high-altitude cutoff, which is due to the lower
curvature of higher-energy neutrons and the decreasing solid
angle occupied by the planet with increasing altitude.

The transformation from the flux at altitude to that ob-
served by the spacecraft requires a Galilean transformation.
The mean velocity during the Venus flyby was 10.6 km s−1,
which is the speed of a neutron with a kinetic energy of 0.6 eV
(the maximum velocity was 13.5 km s−1, which corresponds
to a 0.95 eV neutron). At Mercury the spacecraft had a mean
velocity of 6 km s−1 (0.2 eV).

APPENDIX B: VARIATION OF MODEL NORMALIZATION
WITH SOLAR MODULATION PARAMETER

The GCR spectrum can be characterized by a solar modu-
lation parameter �, which describes the intensity and spec-
tral shape of GCRs as they respond to changes in the so-
lar magnetic field. Higher values of � correspond to fewer
GCR protons in the inner solar system. To demonstrate the

relationship between the model normalization factor and GCR
flux we calculated normalizations for a range of dates with
different � values taken during the flybys [the two low-�
points in Fig. 6(a)] and the later orbital data. Figure 6(a)
shows that as �, measured by NASA’s Advanced Composi-
tion Explorer (ACE), decreases the required factor to normal-
ize the models to the measured data increases, which is as
expected if this factor accounts for changing absolute neutron
flux.

MESSENGER’s NS had a triple coincidence mode
whereby GCRs with energy above 120 MeV are registered
when all three NS scintillators are triggered in coincidence.
This “triples” count rate has been shown to be a good proxy
for local GCR flux [37]. Thus, comparison of the ACE-derived
� and triples provides an indication of how much the neutron
count rate should be expected to change with �. Figure 6(b)
shows the trend in triples counts with �. As the ACE data are
reported approximately monthly and the triples once per orbit,
or several measurements per day, the NS triples measurement
captures short-term variability not reported by ACE, which is
apparent in the plot.
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