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We present the event-by-event next-to-leading-order perturbative-QCD + saturation + viscous hydrodynamics
(EKRT) model predictions for the centrality dependence of the charged hadron multiplicity in the pseudorapidity
interval |η| � 0.5, and for the centrality dependence of the charged hadron flow harmonics vn{2} obtained
from two-particle cumulants, in

√
sNN = 5.44 TeV Xe+Xe collisions at the CERN Large Hadron Collider. Our

prediction for the 0–5 % central charged multiplicity is dNch/dη = 1218 ± 46. We also predict vn{2} in Xe+Xe
collisions to increase more slowly from central towards peripheral collisions than those in a Pb+Pb system. We
find that at 10, . . . ,50 % centralities v2{2} is smaller and v3{2} is larger than in the Pb+Pb system while v4{2} is
of the same magnitude in both systems. We also find that the ratio of flow harmonics in Xe+Xe collisions and
in Pb+Pb collisions shows a slight sensitivity to the temperature dependence of the shear-viscosity–to–entropy
ratio. As we discuss here, the new nuclear mass-number systematics especially in the flow harmonics serves as
a welcome further constraint for describing the space-time evolution of a heavy-ion system and for determining
the shear viscosity and other transport properties of strongly interacting matter.

DOI: 10.1103/PhysRevC.97.034911

I. INTRODUCTION

Ultrarelativistic heavy-ion collisions at the CERN Large
Hadron Collider (LHC) and BNL Relativistic Heavy Ion
Collider (RHIC) probe the collectivity in quantum chromody-
namics (QCD) by producing strongly interacting QCD matter
at high temperatures and vanishing net-baryon number densi-
ties. To correctly interpret the measurements, it is of pivotal
importance to understand the primary production dynamics
of the quark-gluon plasma (QGP) and know the transport
properties of the produced QCD matter. For this, on the one
hand, one needs QCD-based predictive modeling to describe
the production of the system at various collision energies and
nuclei [1–11]. Combining this with a fluid-dynamical space-
time evolution, event by event, then enables the computation
of a multitude of small transverse-momentum (pT ) final-
state observables [12–23]. On the other hand, for extracting
the uncertainties of the QCD matter properties and other
theory-input parameters from the measurements, one needs
a statistical multiobservable (global) analysis [24–29].

The Bayesian global analysis of small-pT observables in
the LHC Pb+Pb collisions, discussed in Refs. [26–28], quite
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strongly suggests that the initial-state dynamics in heavy-ion
collisions is correctly captured by the saturation models next-
to-leading-order (NLO) event-by-event (EbyE) EKRT [18]1

and IP-Glasma [14]. Interestingly, even though these models
approach the saturation from different limits—EKRT from
collinear factorization and perturbative QCD (pQCD), and
IP-Glasma from classical gluon fields and small-x QCD—
it is the same phenomenon, dominance of gluon fusions
(nonlinearities) at small transverse momenta, that regulates and
controls the produced initial multiplicities in both frameworks.

The NLO EbyE EKRT model, where the computed QCD-
matter initial states are combined with shear-viscous fluid
dynamics, predicts successfully the centrality- and cms-energy
dependencies of hadron multiplicities and their pT distri-
butions, flow coefficients, relative elliptic flow fluctuations,
and various flow correlators in 2.76 and 5.02 TeV Pb+Pb
collisions at the LHC and 200 GeV Au+Au collisions at RHIC
[18,30]. For a recent review, see Ref. [31]. Importantly, the
simultaneous EKRT analysis of all these observables suggests
systematically that the temperature dependence of the shear-
viscosity–to–entropy (η/s) ratio of the produced QCD matter
is in the range shown by Fig. 1. As expected, similar results for
the range of η/s(T ) were then obtained also in the Bayesian
analysis—see Ref. [27] for a recent review.

What has been missing so far, however, is the nuclear mass-
number (A) systematics at the LHC. The short 129Xe + 129Xe

1Named after the authors of Ref. [3].
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FIG. 1. The two parametrizations of the temperature dependence
of the shear-viscosity–to–entropy ratio which in the NLO EbyE EKRT
model [18,30] give the best overall fit to the various small-pT LHC
and RHIC observables.

run with nucleon-nucleon cms energy
√

sNN = 5.44 TeV at
the LHC in October 2017 now fills this gap conveniently,
offering important further observables to be included in the
global analyses. Motivated by this LHC run, in this article we
will present our NLO EbyE EKRT model predictions for the
centrality dependencies of the charged hadron multiplicities
in the pseudorapidity interval |η| � 0.5 and of the flow co-
efficients vn{2} computed from the two-particle cumulants.
These predictions are obtained by using the two η/s(T )
parametrizations of Fig 1. In addition to the A systematics,
it will be interesting to see whether the vn{2} in the Xe+Xe
collisions would show any increased sensitivity to η/s(T )
relative to the larger Pb+Pb system.

Below, we will first outline the procedure for computing
these predictions, then show and discuss the obtained results. A
detailed account of the model details can be found in Ref. [18].

II. KEY STEPS FOR XE+XE PREDICTIONS

The first step is to compute the transverse-area density of
minijet transverse energy, dET /d2r, in a nuclear collision at a
given cms energy

√
sNN and impact parameter b, accounting

for minijets above a transverse momentum cut-off p0 � �QCD

in a central rapidity unit �y,

dET

d2r
= TA(r1)TA(r2)σ 〈ET 〉p0,�y,β . (1)

The nuclear thickness functions TA give the collision geometry,
with r1,2 = r ∓ b/2, where r is the transverse coordinate. For
Xe (isotope A = 129) we compute the TA using the Woods-
Saxon nuclear density with standard radius parameters RA =
1.12A1/3 − 0.86A−1/3 and d = 0.54 fm. The ET -weighted
minijet cross section σ 〈ET 〉p0,�y,β [1] is computed in collinear
factorization and NLO pQCD using the subtraction method
[32–34]. This involves the squared invariant amplitudes for
2 → 2 and 2 → 3 parton scatterings [35,36], CTEQ6M par-
ton distribution functions [37] supplemented with EPS09s
transverse-coordinate dependent nuclear effects [38]. Also
included in σ 〈ET 〉 are the infrared(IR)- and collinear(CL)-safe
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FIG. 2. Saturation momenta vs. the thickness function product,
computed in 5.44 TeV Xe+Xe collisions for |b| = 0, 6.59, and
8.27 fm, with β = 0.8 and Ksat = 0.5 corresponding to η/s(T ) of
param1. The previous results [18,30] for 5.023 and 2.76 TeV Pb+Pb
collisions at the LHC, and 200 GeV Au+Au collisions at RHIC
are shown for comparison. The parametrization psat(TATA; Ksat,β)
of the Xe+Xe result is from Table I, and those for the Pb+Pb and
Au+Au cases are from Refs. [18,30]. The order of the results from
top to bottom is the same as in the legend. The QCD calculations
are presented by points and the parametrizations by solid and dashed
lines.

measurement functions which define the minijet ET as the
scalar sum of minijet transverse momenta in �y, as well as
IR/CL-safe definitions of the cut-off p0 and of the minimum
ET (ET � βp0; 0 � β � 1) allowed in �y [10,33,34]. For a
detailed formulation of σ 〈ET 〉, see Refs. [10,18]. In the first
step, we thus compute the σ 〈ET 〉 various times: for an array
of β, for a range of p0 values around the expected saturation
momentum, for various values of b and for a lattice of r in the
first quadrant of the transverse plane.

The second step is then to find the mapping between the
collision geometry given by TA(r1)TA(r2) and the saturation
scale p0 = psat(

√
sNN,A,r,b; β,Ksat) which dictates gluon

production locally at each r. The saturation momenta are
obtained as the solutions of the following saturation criterion
[10,11] which derives from the limit where the minijet ET

production starts to be dominated by higher-order fusion
processes (n � 2) → 2 over the usual 2 → 2 ones:

dET

d2r
(p0,

√
sNN,A,�y,r,b,β) = Ksat

π
p3

0�y. (2)

Here, Ksat is a proportionality constant whose value we now
know from Ref. [18] where it was obtained by normalizing the
computed charged-particle multiplicity dNch/dη to the one
measured by ALICE in |η| � 0.5 in 0–5 % central 2.76 TeV
Pb+Pb collisions. Figure 2 shows the values of psat obtained
for the current LHC 5.44 TeV Xe+Xe case for three different
values of |b| with Ksat = 0.5 and β = 0.8 that correspond to
our η/s = param1 parametrization. Our earlier results for the
LHC 5.023 TeV and 2.76 TeV Pb+Pb collisions and RHIC
200 GeV Au+Au collisions from Refs. [18,30] are shown for
comparison. As expected [18,39], psat in the Xe+Xe system
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TABLE I. Parametrization psat(TATA; Ksat,β) = C[a + ρAA]n −
bCan in 5.44 TeV Xe+Xe collisions for Ksat ∈ [0.4,2.0] and β < 0.9.
The (Ksat,β) dependence of a, b, C and n (see below) is parametrized
as Pi(Ksat,β) = ai0 + ai1Ksat + ai2β + ai3Ksatβ + ai4β

2 + ai5K
2
sat .

Pi → C n a b

ai0 3.9593855 0.1454605 −0.0034895 0.8309836
ai1 −0.7184810 −0.0176172 0.0162876 −0.0592489
ai2 0.6052426 −0.0244353 −0.0004785 0.0869927
ai3 0.0748967 −0.0030068 0.0074064 −0.0000669
ai4 −1.5647924 0.0546230 −0.0023656 −0.2067018
ai5 0.1347936 0.0057852 −0.0026187 0.0234235

depends again only on the product TA(r1)TA(r2) and not on
r and b separately, i.e., psat(r,b) ≈ psat(TA(r1)TA(r2)). This
is the key feature making our EbyE framework possible in
practice.

For handling the densest nuclear overlap regions in the
fluctuating EbyE case (see Fig. 2, dashed lines), we must
still parametrize the TATA dependence of psat. For enabling
further studies of the uncertainties related to the fixing of Ksat

and β, we also parametrize the Ksat and β dependence of
psat similarly to what we did before [18,30]. The outcome is
shown in Table I and Fig. 2.

The third step is to prepare the initial states for fluid
dynamics event by event. As in Refs. [18,30], we obtain the
EbyE fluctuating initial energy densities by setting a Gaussian
gluon transverse density distribution of a width σ = 0.43 fm
around each nucleon sampled from the Woods-Saxon density
distribution. The thickness functions TA are then computed by
locally summing up the gluon transverse densities. For fixed
Ksat,β, the obtained product TATA now maps to psat according
to Fig. 2 and Table I, and we can compute the local energy
density at the local formation time τs(r) = 1/psat(r) as

ε(r,τs(r)) = dET (psat)

d2r
1

τs(r)�y
= Ksat

π
[psat(r)]4. (3)

We assume this to be valid for psat � pmin
sat = 1 GeV. To start

the fluid-dynamic simulation at a constant proper time τ0 =
1/pmin

sat = 0.2 fm, we evolve these energy densities locally from
τs(r) to 0.2 fm with 1 D Bjorken hydrodynamics. Finally, we
treat the dilute edges of the system as explained in [18] [Eq.
(34) there2].

The fourth step is the fluid-dynamic runs, event by event.
Our setup is identical to that of Refs. [18,30], i.e., we apply
second-order dissipative relativistic 2 + 1 dimensional hydro
with transient fluid-dynamics equation of motion for the shear-
stress tensor as in Refs. [42,43]. Our QCD-matter equation of
state is s95p-PCE-v1 [44] with chemical decoupling taking
place at Tchem = 175 MeV, and kinetic freeze-out at Tdec =
100 MeV. Initially the shear-stress tensor πμν and transverse
flow are assumed to be zero, and on the freeze-out surface the
viscous δf corrections are ∝ pμpνπ

μν . We do not consider the
bulk viscosity or heat conductivity but account for the shear
viscosity and its temperature dependence as shown in Fig. 1.

2Now σNN = 70.53 mb, obtained from the parametrization in
Refs. [40,41].

III. RESULTS

Figure 3 shows our prediction for the centrality dependence
of the charged particle multiplicity in 5.44 TeV Xe+Xe
collisions, computed for the η/s parametrizations of Fig. 1.
Our previous results for 2.76 TeV Pb+Pb collisions and 200
GeV Au+Au collisions [18], and predictions for 5.023 TeV
Pb+Pb collisions [30], as well as the ALICE data [45,46] for
2.76 and 5.02 TeV, and the STAR [47] and PHENIX [48] data
for the 200 GeV collisions, are shown for comparison.

We emphasize that the centralmost ALICE datapoint at 2.76
TeV—and this one point only—has been used for fixing the
normalization of our results (Ksat = 0.63 (0.5) for η/s = 0.2
(param1) from [18]). Thus, the error bar of this ALICE point
translates into a normalization uncertainty in our 5.44 TeV pre-
diction as shown by the yellow error band. The normalization
was done iteratively to a few percent accuracy, causing the
corresponding difference between the predicted centralmost
5.44 TeV multiplicities (dashed curves). We refrain here
from further fine-tuning, because the relative normalization
uncertainties in our centralmost 2.76 TeV multiplicity are
transmitted practically directly into those of our 5.44 TeV
multiplicity prediction. We account for these normalization
uncertainties as follows, using the centralmost multiplicities
given in the caption of Fig. 3: Multiplying the param1 result
1199 by 1601/1576 gives 1218, and estimating the error as
(60/1601) × 1218 = 46, we arrive at our best prediction for
the charged multiplicity in 0–5 % central 5.44 TeV Xe+Xe
collisions:

dNch

dη

∣
∣
∣
∣

Xe+Xe

|η|�0.5

= 1218 ± 46. (4)
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FIG. 3. The NLO EbyE EKRT model prediction for the centrality
dependence of charged hadron multiplicity in 5.44 TeV Xe+Xe
collisions at the LHC, computed for the two η/s(T ) parametrizations
of Fig. 1. The results of Refs. [18,30], the Pb+Pb measurements by
ALICE at 2.76 and 5.02 TeV [45,46], and the Au+Au measurements
at 200 GeV by STAR [47] and PHENIX [48] are also shown. The
computed centralmost multiplicities for 5.44 (2.76) TeV are 1172
(1542) for η/s = 0.2, and 1199 (1576) for param1, while the ALICE
2.76 TeV measurement gives 1601 ± 60 [45]. The error band on our
5.44 TeV prediction accounts for the normalization uncertainty as
explained in the text.
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FIG. 4. The NLO EbyE EKRT model prediction for the centrality
dependence of charged hadron flow harmonics vn{2} in 5.44 TeV
Xe+Xe collisions at the LHC, computed for the η/s(T ) parametriza-
tions of Fig. 1. The results from Ref. [18] and ALICE data [49] for
2.76 TeV Pb+Pb collisions are also shown.

For the η/s = 0.2 case the result is essentially the same. The
error band on our 5.44 TeV prediction in Fig. 3 is obtained
with this procedure, applying the same relative normalization
uncertainty for all centralities and individually for both η/s
parametrizations.

Our 5.44 TeV Xe+Xe prediction for the centrality depen-
dence of the two-particle cumulant flow harmonics vn{2} of
charged hadrons is shown in Fig. 4 along with our earlier results
for 2.76 TeV Pb+Pb collisions [18] and the corresponding
ALICE data [49]. Perhaps not readily expected, the v2{2} in
Xe+Xe collisions is predicted to increase more slowly towards
peripheral collisions than that in the Pb+Pb system. We also
predict that from central to semiperipheral collisions v3{2} is
larger in Xe+Xe than in Pb+Pb, which could be expected since
the v3{2} originates from the initial density fluctuations of the
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v n
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FIG. 6. The effect of the δf corrections in the two-particle
cumulant flow harmonics in 5.44 TeV Xe+Xe (thin blue curves) and
2.76 TeV Pb+Pb collisions (thick red curves) vs. centrality. Only
thermal pions (no pions from decays) are considered in this figure.

system which are larger in a smaller system. Finally, we predict
v4{2} to be of the same magnitude in both systems but show
a flattening of the centrality slope in Xe+Xe. To quantify the
systematics of the predicted flow coefficients as well as the sen-
sitivity to η/s(T ) in more detail, we also plot the corresponding
ratios vn{2}(Xe+Xe, 5.44 TeV)/vn{2}(Pb + Pb, 2.76 TeV) in
Fig. 5. We can see from Figs. 4 and 5 that a simultaneous
analysis of the flow harmonics in Xe+Xe and Pb+Pb collisions
shows more sensitivity to η/s(T ) than the analysis of Pb+Pb
collisions alone.

To analyze the predicted vn{2} systematics further, we study
in Fig. 6 the effects of the δf corrections for the Xe+Xe
and Pb+Pb systems. We see that these effects are similar in
the relative magnitude and that they remain acceptably small
until ∼50% centralities in both systems. Thus, we can confirm
that the predicted slope change of vn{2} (and of v2{2} in
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FIG. 5. Ratios of the predicted flow harmonics vn{2} in 5.44 TeV Xe+Xe and 2.76 Pb+Pb collisions, for each of the η/s parametrizations
studied.
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FIG. 7. Initial eccentricities εn{2} in 5.44 TeV Xe+Xe (thin blue
curves) and 2.76 TeV Pb+Pb collisions (thick red curves) vs. impact
parameter (upper panel) and vs. centrality (lower panel).

particular) from Pb+Pb to Xe+Xe is indeed not caused by
the δf corrections.

Figure 7 then shows the initial eccentricities εn{2} as a
function of the impact parameter and centrality. As expected,
εn{2} against |b| shows larger eccentricities for the smaller
system. However, when εn{2} is considered against centrality,
this systematics changes. This is because the average impact
parameter in each centrality class is smaller for a smaller
system. This relative shift in 〈|b|〉 when moving from Pb+Pb
to Xe+Xe collisions, together with the |b|-slope systematics
of εn{2}, explains why ε2{2} vs. centrality becomes of the same
magnitude in both systems while ε3,4{2} remain slightly larger

in the Xe+Xe system. The fluid-dynamical evolution is then
responsible for the rest, converting the initial εn{2} into the
final-state vn{2} the more efficiently the longer the system
evolves in the QGP phase where the pressure gradients are
large. Thus, towards peripheral Xe+Xe collisions, and with
larger η/s in the QGP, the εn{2} → vn{2} conversion efficiency
decreases. This explains why the vn{2} slopes from central
towards peripheral collisions are smaller in the Xe+Xe system
than in the Pb+Pb system, and why the vn{2} for η/s = 0.2
are larger than those for param1.

IV. CONCLUSIONS

We have computed the centrality dependencies of the
charged hadron multiplicity and two-particle cumulant flow
harmonics in 5.44 TeV Xe+Xe collisions at the LHC by
applying the machinery and predictive power of the NLO EbyE
EKRT model, and using our two best-fitting parametrizations
of η/s(T ) of Ref. [18]. The corresponding multiplicity now
(October 2017) measured at the LHC will serve as a most
welcome first constraint for the A systematics of the primary
QGP production mechanism at highest collision energies so far.
The measurement of flow harmonics in Xe+Xe collisions at
5.44 TeV will in turn offer further constraints for the space-time
evolution and η/s(T ) of QCD matter. The predicted centrality
dependence of the flow harmonics in Xe+Xe collisions shows
interesting systematics: The centrality slopes of vn{2} are in
general smaller in Xe+Xe than in Pb+Pb. From 10% central
collisions onwards the predicted v2{2} in Xe+Xe becomes
smaller than in Pb+Pb collisions, while v3{2} remains larger
than in Pb+Pb until 50% centralities and v4{2} is of the same
magnitude in both systems. We look forward to seeing whether
the measurements confirm these predictions, especially the
Pb+Pb → Xe+Xe systematics of the flow harmonics, which
we believe is due to a decreasing efficiency in converting the
initial spatial asymmetries (eccentricities) into the final state
momentum asymmetries (flow coefficients).
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