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## A DVERTISEMENT.

The Committee appointed by the Royal Society to direct the publication of the Philosophical Transactions take this opportunity to acquaint the public that it fully appears, as well from the Council-books and Journals of the Society as from repeated declarations which have been made in several former Transactions, that the printing of them was always, from time to time, the single act of the respective Secretaries till the Forty-seventh Volume; the Society, as a Body, never interesting themselves any further in their publication than by occasionally recommending the revival of them to some of their Secretaries, when, from the particular circumstances of their affairs, the Transactions had happened for any length of time to be intermitted. And this seems principally to have been done with a view to satisfy the public that their usual meetings were then continued, for the improvement of knowledge and benefit of mankind: the great ends of their first institution by the Royal Charters, and which they have ever since steadily pursued.

But the Society being of late years greatly enlarged, and their communications more numerous, it was thought advisable that a Committee of their members should be appointed to reconsider the papers read before them, and select out of them such as they should judge most proper for publication in the future Transactions; which was accordingly done upon the 26th of March, 1752. And the grounds of their choice are, and will continue to be, the importance and singularity of the subjects, or the advantageous manner of treating them; without pretending to answer for the certainty of the facts, or propriety of the reasonings contained in the several papers so published, which must still rest on the credit or judgment of their respective authors.

It is likewise necessary on this occasion to remark, that it is an established rule of the Society, to which they will always adhere, never to give their opinion, as a Body,
upon any subject, either of Nature or Art, that comes before them. And therefore the thanks, which are frequently proposed from the Chair, to be given to the authors of such papers as are read at their accustomed meetings, or to the persons through whose hands they received them, are to be considered in no other light than as a matter of civility, in return for the respect shown to the Society by those communications. The like also is to be said with regard to the several projects, inventions, and curiosities of various kinds, which are often exhibited to the Society; the authors whereof, or those who exhibit them, frequently take the liberty to report, and even to certify in the public newspapers, that they have met with the highest applause and approbation. And therefore it is hoped that no regard will hereafter be paid to such reports and public notices; which in some instances have been too lightly credited, to the dishonour of the Society.
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I. Experimental Researches on Drawn Steel.<br>By J. Reginald Ashworth, M.Sc. (Vict.).<br>Communicated by Professor A. Schuster, F.R.S.

Received January 30,—Read March 6, 1902. Received in revised form August 12, 1902.

## PART I.

## The Influence of Changes of Temperature on Magnetism.



1. The experiments which are included in this part are the outcome of a former investigation, and relate chiefly to the influence of drawing on the magnetism of steel wires and its changes with moderate fluctuations of temperature. The effect of alterations of temperature on the residual magnetism of steel was examined many years ago by Wiedemann. His experiments, which have often been repeated, show that on heating a magnet to the temperature of steam much of the magnetism disappears, but that on cooling part of the magnetism so lost is restored; at each repetition of the heating and cooling the permanent loss becomes less and less, and ultimately the magnetic intensity fluctuates between two definite values, higher and lower intensities corresponding to lower and higher temperatures respectively. The
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change of intensity in this cyclic state is nearly a linear function of the temperature, and the relation is

$$
I_{t^{\prime}}=I_{t}\left\{1+\alpha\left(t^{\prime}-t\right)\right\},
$$

where $I_{t \prime}$ and $I_{t}$ are the magnetic intensities at the higher and lower temperatures $t^{\prime}$ and $t$, and $\alpha$ is a coefficient which, in general, is negative.

For a given range of temperature* the irreversible part of the change may be expressed by the equation

$$
\mathrm{I}_{f}=\mathrm{I}_{i}(1+\beta)
$$

where $I_{i}$ and $\mathrm{I}_{f}$ are initial and final intensities. Hitherto, almost without exception, $\beta$, for residual magnetism, has been found to be negative, that is to say, there is a permanent loss of magnetism as the result of repetitions of heating and cooling.

The magnitude of both $\alpha$ and $\beta$ varies considerably, but the conditions which determine the magnitude have not been exhaustively examined. Some of these conditions are investigated here, and it will be shown that under certain well-defined circumstances the coefficients $\alpha$ and $\beta$ may change sign.
2. In a former paper $\dagger$ it was proved that the dimension ratio of a magnet governing its demagnetising factor controls to a large extent the magnitude and even the sign of the temperature coefficient. The experiments then made were carried out on pianoforte drawn steel in the commercial state, but they have now been extended to steel in other conditions, and the results are given in Table I., from which Diagrams I. and II. are plotted. $\ddagger$

[^0]Table I.-Relation of Dimension Ratio to Residual Magnetic Intensity and its Temperature Coefficient in Steel Wire.

H 30 Piano Wire.

| Length, in centims. <br> Dimension ratio Demagnetising factor | $\begin{gathered} 3 \\ 16 \\ 0 \cdot 1120 \end{gathered}$ | $\begin{gathered} 6 \\ 32 \\ 0 \cdot 0340 \end{gathered}$ | $\begin{gathered} 9 \\ 48 \\ 0.0177 \end{gathered}$ | $\begin{gathered} 12 \\ 64 \\ 0.0106 \end{gathered}$ | $\begin{gathered} 15 \\ 80 \\ 0 \cdot 0069 \end{gathered}$ | $\begin{gathered} 18 \\ 96 \\ 0 \cdot 0040 \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Anveulat. |  |  |  |  |  |  |
| Intensity initially, i.e., before heating and cooling | 160 | 161 | 276 | 387 | 461 | 525 |
| Intensity finaliy, i.e., after heating and cooling | 36 | 103 | 196 | 290 | 363 | 431 |
| Temperature coefficient ( $\alpha$ ) $\times 10^{- \pm}$. | - $35 \cdot 3$ | - $21 \cdot 6$ | $-14.5$ | - $11 \cdot 0$ | $-9 \cdot 2$ | $-7.8$ |
| Permanent loss ( $\beta$ ) . | - 0.78 | - 0.36 | - 0.29 | - 0.25 | -0.22 | -0.18 |
| Giluss Huri. |  |  |  |  |  |  |
| Intensity initially | 252 | 483 | 551 | 602 | 570 | 580 |
| Intensity finally | 216 | 437 | 520 | 562 | 556 | 569 |
| Temperature coefficient ( $\alpha$ ) $\times 10^{-4}$ | -6.03 | - $2 \cdot 28$ | $-1 \cdot 17$ | $-1 \cdot 22$ | -0.97 | -0.55 |
| Permanent loss ( $\beta$ ) . . . | - $0 \cdot 15$ | -0.09 | $-0.06$ | -0.07 | $-0.03$ | -0.02 |
| Gluss Hurl, Riemuynetised. |  |  |  |  |  |  |
| Intensity initially | 299 | 524 | 608 | 655 | 681 | 659 |
| Intensity finally | 286 | 508 | 594 | 643 | 668 | 646 |
| Temperature coefticient ( $\alpha$ ) $\times 10^{-\frac{1}{4}}$ | $-5 \cdot 26$ | $-2 \cdot 31$ | $-1.47$ | - 1.05 | -0.91 | -0.82 |
| Permanent loss ( $\beta$ ) . . . . | -0.04 | -0.03 | $-0.02$ | $-0.02$ | -0.02 | -0.02 |
| Cold Ditave. |  |  |  |  |  |  |
| Intensity initially . | 137 | 313 | 483 | 602 | 683 | 727 |
| Intensity finally | 79 | 204 | 378 | 514 | 595 | 637 |
| Temperature coefficient ( $\alpha$ ) $\times 10^{-4}$ | $-7 \cdot 32$ | $-1.51$ | $+0.84$ | +2.25 | $+2 \cdot 96$ | $+3 \cdot 17$ |
| Permanent loss ( $\beta$ ) . . | -0.40 | $-0.35$ | $-0 \cdot 22$ | $-0.15$ | $-0 \cdot 13$ | $-0 \cdot 12$ |

Diagram I.

Piano Steel Wire.


The relation of magnetic temperature coefficient $(\alpha)$ to dimension ratio.

Diagram II.
Piano Steel Wire.


The relation of residual magnetic intensity to dimension ratio.

It was also shown, and it can be seen from the table and diagram, that a rise of temperature in the cyclic state increases the magnetic intensity, and a fall of temperature diminishes it in the case of a magnet of large dimension ratio constructed of drawn steel of the kind supplied for pianofortes, * an effiect contrary to what is ordinarily observed.

The results of these experiments, and of others which need not here be introduced, upon a number of steels of different chemical composition, as well as the fact that stretching simply does not produce any marked change in the temperature coefficient, strengthen the conjecture that the abnormal effect is due to repeated drawing.

[^1]3. In order definitely to test this conclusion, it was necessary to procure samples of wires drawn down finer and finer from one original piece, and Messrs. W. Sumte and Soxs, of Warrington, kindly undertook to supply them. The first delivery which came to hand was drawn successively from a wire about 0.159 centim. in diameter, the appearance of the wire being like this :-

The material of the whole was one and the same, and the only difference between one part and another was the amount of traction which had been applied. Lengths were cut off from every stage in the drawing, so that each piece was 100 times longer than its diameter, and all were separately magnetised between the poles of a powerful electromagnet and then immediately examined for magnetic properties. The coefficient which, at the first, is incremental (marked in Table II. with the

Table II.-Residual Magnetic Intensity and Temperature Coefficient for Successive Amounts of Traction.

Fine Piano Wire.

| No. | Diameter. | Dimension <br> ratio. | Residual intensity <br> initially. | Temperature <br> coefficient, $a$. |
| :---: | :---: | :---: | :---: | :---: |
| $7 a$ | centims. | 0.159 | 100 | 608 |
| $8 a$ | 0.134 | 100 | 671 | $\times 10^{-4} .4$ |
| $9 a$ | 0.118 | 100 | 690 | +2.66 |
| $10 \\|$ | 0.106 | 100 | 785 | +2.39 |
| $11 a$ | 0.091 | 100 | 866 | +2.27 |
| $12 a$ | 0.089 | 100 | 915 | +2.32 |
| $13 a$ | 0.067 | 100 | 970 | +2.25 |

pasitive sign* ${ }^{*}$, becomes not more so, but less so as the drawing proceeds, and is finally only half as large as at the beginning, and it seems as if extreme traction might ultimately reduce it to zero. This unexpected result indicates that, if drawing produces the abnormal effect, there must be some stage earlier than the first of this series where a maximum incremental coefficient would be developed. It became necessary again to apply to Messrs. W. Smith and Sons to prepare for me a complete set of wires drawn successively as before, but beginning now at the rough

[^2]rod as received from the rolling mill, and after some delay this set of samples was received. The whole series comprised twelve stages in the manufacture of fine wire as follows :-
4. (1) The Rolled Rod.-This is produced from a billet of good Sheffield steel containing less than 1 per cent. of carbon. It is passed whilst hot successively through a number of rolls until its diameter is about 0.5 centim. ; the hot rod is finally coiled in a heap, and so cools quickly in the open air.
(2) Rod Annealed.-The rod as received from the rolling mill is now amealed by enclosing it in pots from which air is excluded; these pots are heated in a furnace to a bright red heat, at which point the firing is stayed and the fire is allowed to die out. This operation occupies 24 hours.
(3) Rod Hard Drawn. - In this stage the annealed rod is forcibly drawn through a perforated plate, which at once reduces the sectional area by about 50 per cent.; the rod now becomes hard.
(4) Rod Tempered.-The process to which the rod is next submitted is sometimes called "patenting" or " improving." It is carried out in different ways by different manufacturers, but in these wires it consisted in heating uniformly to a bright red heat in absence of air, and afterwards cooling slowly in a special chamber at a moderate temperature.
(5), (6), (7), (8) Wire Cold Drawn.-The tempered wire is drawn through smaller and smaller holes in the draw plate, the sectional area being reduced each time by about 40 per cent. of its preceding value; the diameter in these specimens is in this way diminished to 0.137 centim. at the 8 th stage.
(9), (10), (11), (12) The succeeding wires are now all drawn from No. 8 directly and do not pass through every intermediate hole; thus No. 10 is not No. 9 drawn one hole smaller, but is No. 8 reduced at once by a single drawing, and similarly for the others, except, perhaps, No. 12, which probably passed through stage 9 or 10 .

These facts relating to the drawing of the last three stages are worthy of notice, as the results of a number of experiments on these wires show some irregularity in the progressive change of their physical properties in the final stages, and the method of drawing in these stages may in part account for the irregularity.
5. The samples illustrating the twelve stages were not long enough to allow the thickest of them to be made more than 50 diameters long, and this fixed the dimension ratio for the whole series, but an additional series, from No. 5 upwards, was cut to a dimension ratio of 100 . All the wires were magnetised in the same way between the poles of a powerful electromagnet, and then immediately examined for magnetic intensity, and its changes under variations of temperature, with the apparatus formerly described.* The results, which are given in Table III., and plotted in Diagram III., disclose several interesting facts; thus rolling hot and

$$
\text { * 'Roy. Soc. Proc.,' vol. 62, p. } 210 .
$$

Table III.-. Residual Magnetic Lntensity, Temperature Coefficient, and Permanent Loss at Successive Stages in the Drawing of a Steel Rod to Fine Wire.

| No. | Condition. | Diameter. | Dimension ratio $=50$. |  |  | Dimension ratio $=100$. |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Residual intensity initially. | Temperature coefficient, $\alpha$. | Permanent loss, $\beta$. | Residual intensity initially. | Temperature coefficient, $\alpha$. | Permanent loss, $\beta$. |
| 1 | Hot rolled | $\begin{gathered} \text { centims. } \\ 0.545 \end{gathered}$ | 31.5 | $\begin{aligned} & \times 10^{-4} \\ & -\quad 7 \cdot 11 \end{aligned}$ | - $0 \cdot 110$ | - | $\times 10^{-4}$ | - |
| 2 | Annealed | $0 \cdot 539$ | 339 | $-12 \cdot 62$ | -0.300 | - | - | - |
| 3 | Hard drawn | 0.399 | 393 | - $6 \cdot 93$ | -0.084 | - | - | - |
| 4 | Tempered | $0 \cdot 381$ | 352 | - $11 \cdot 66$ | -0.321 | - | -- | - |
| 5 | Cold drawn | $0 \cdot 333$ | 396 | - $8 \cdot 70$ | -0.292 | 469 | $-2 \cdot 35$ | -0.076 |
| 6 | " | 0.253 | 424 | $-3 \cdot 78$ | -0.284 | 5.51 | $+0.85$ | -0.180 |
| 7 | , | $0 \cdot 185$ | 497 | - 0.61 | -0. 248 | 701 | $+3 \cdot 43$ | $-0 \cdot 105$ |
| 8 | , | $0 \cdot 137$ | 519 | - $0 \cdot 19$ | -0.207 | 789 | +3.82 | -0.032 |
| 9 | , | 0.121 | 543 | + 0.75 | -0.192 | 840 | $+2 \cdot 28$ | -0.066 |
| 10 | " | 0. 109 | 557 | $+1 \cdot 33$ | -0.203 | 857 | +1.88 | -0.041 |
| 11 | ," | 0.099 | 613 | $+1.25$ | $-0.155$ | 881 | +1.99 | -0.016 |
| 12 | " | $0 \cdot 089$ | 574 | $\pm 0.00$ | $-0.074$ | 930 | +2.24 | -0.028 |

Diagram III.
Piano Steel Wire.

drawing cold both tend to diminish the magnitude of a negative coefficient, whilst drawing the wire several times after tempering, and without re-annealing, completely reverses the sign of the coefficient, which then becomes positive. But extreme drawing bends the curve again to the zero line, and, in the case of the twelfth wire, 50 diameters long, the coefficient actually becomes zero ; thus the curve for a dimension ratio of 50 cuts the zero line twice, namely, between the 8 th and 9 th stages and at the 12 th stage.

The diminution of the positive coefficient observed in the experiments on the first set of wires received from Messrs. W. Smith and Sons is now explained, for it is evident that that series must have commenced beyond the final bend in the curve.

This bend also marks a distinct change in other properties of the wire, for steel wire when drawn too far loses the qualities of strength, elasticity, and electrical conductivity * which moderate drawing confers to a high degree.

The tempering or patenting process in the 4th stage does not seem to be essential to the production, by subsequent drawing, of an incremental coefficient; for if the curve belonging to the larger dimension ratio were continued backwards, following' the same path as its companion curve, it nearly, if not quite, reaches the zero line at the 3rd stage, where the wire is drawn after annealing, but before tempering, and if the experiments had been made on endless wires it is certain that the zero line would have been crossed at the 3rd stage. Hence the production of a positive temperature coefficient is entirely due to cold drawing, if not carried to an extreme stage.
6. In Table III. the initial residual intensities have been calculated as the magnetic moment per unit volume, the volume being obtained from the mass and density. From the figures given in the table, or more clearly from the curve given in Diagram III., it is seen that the intensity steadily mounts upwards as the drawing proceeds. The maximum intensity reached is about 930 units; altogether the residual intensity, after magnetisation, has been increased from 469 at the first drawing to 930 at the last, for magnets 100 diameters long, an increment of no less than 100 per cent. Thus the magnetic properties of steel can be modified to an extraordinary degree by the simple operation of cold drawing through successive holes.
7. Nevertheless, considerable skill and judgment are required in conducting the operation of drawing, if the peculiar qualities which piano wire possesses are to be developed in the highest degree. One fact in connection with the process of manufacture, which may be mentioned here because of its physical interest, is that a wire after drawing through one hole draws more satisfactorily through the next if given a period of rest between the operations, and the longer the period of rest, extending even to many weeks, the more satisfactory is the subsequent drawing. $\dagger$

* Part II., $S_{8} 2$ and 4.
$\dagger$ Tomlinson remarks that rest after strain diminishes internal friction, 'Roy. Soc. Piil. Trans,,' vol. 177, Part II., p. 835 ; also vol. 174, p. 5 ; vide Ewing, ' Roy. Soc. Proc.,' vol. 30, p. 510.

VOL. CCI.-A.
8. With the object of comparing the magnetisation curves of drawn steel wire when cold and when hot, and also of determining the relation of the temperature coefficient to the intensity, another series of experiments was undertaken. A wire, No. H30, ${ }^{\text {, }}$ was selected of the same diameter and gauge as one upon which a number of experiments had previously been made; $\dagger$ it was 0.187 centim. in diameter, and its length was 85.3 centims., so that the dimension ratio was 456 and the demagnetising factor negligibly small. The wire was fixed in a glass tube in an upright solenoid, 33.2 centims. from the magnetometer, and the usual arrangements were adopted for tracing the curve of magnetisation according to the one-pole method of Ewing. In all the experiments the vertical component of the earth's force was neutralized.

After some preliminary heatings and coolings the wire was carried through a series of graded magnetic cycles at air temperature ; then, after demagnetisation, a current of steam was passed and maintained through the tube, and the same series of graded cycles was repeated, the forces used at either temperature being exactly alike. It will be seen from Diagram IV. that the susceptibility of the hot wire when the force

Diagram IV.
Piano Steel Wire.


Cyclic magnetisations of piano wire at $14^{\circ}$ and at $100^{\circ}$

[^3]is about 11 or 12 units is nearly three times greater than the susceptibility of the wire cold, and throughout, up to the maximum force employed, the hot curve always lies above the cold curve. On the application of a demagnetising force, after maximum induction, the hot curve droops faster than the cold curve, and crosses it when - H is about 9 or 10 units, and for this force the intensity is the same whether the wire be hot or cold.
9. This suggests that if a suitable demagnetising force be applied the temperature coefficient would be zero, and previous experiments* have verified that a wire of this kind does yield a zero coefficient with an appropriate self-demagnetising force. But it is not possible to calculate with precision, from curves of induction, the requisite demagnetising factor, and consequently the dimension ratio to which such a wire must be cut, in order that the coefficient may be zero, because of complexities in magnetic behaviour arising in part from the irreversible effects of changes of temperature. Nevertheless, an estimate can be made, for, in order that the point of intersection of the curves should lie on the ordinate of no external force, the curves must be sheared by an amount equivalent to about 10 units of force, and as the corresponding intensity is about 800 , this would mean that the force per unit of intensity, that is to say the demagnetising factor, must be 0.0125 , and in the case of a cylinder the dimension ratio for this factor is nearly 59. Experiment shows, however, that a piece of this kind of wire has an approximately zero coefficient when it is 8 centims. long, and thus the dimension ratio for this condition is 43 instead of 59.
10. Again, the irreversible changes which occur on heating and cooling do not allow the temperature coefficient to be simply calculated from the difference of the hot and cold residual intensities which are left after removal of the magnetising force. Experiments were made on the wire in two ways. Beginning with the wire hot, the intensity fell from 1294 to 1139 during a series of heatings and coolings, and the coefficient was +0.000358 . Then, repeating the experiment, but beginning with the wire cold, the intensity fell from 1204 to 1126 , and the coefficient was +0.000327 , a value not very different from the former, but less than half the coefficient calculated from the difference of the hot and cold intensities left immediately after the withdrawal of the magnetising force.

Nevertheless, the relation of these hot and cold curves throws light on the fact that the temperature coefficient of a magnet of drawn steel is positive or negative, according as the demagnetising factor is below or above a certain value, a result which has been fully established (vide Table I.).
11. In another series of experiments the temperature coefficient was determined at different stages of the curve, the wire being kept during heating and cooling under a constant force. The wire, the same one as before, was, in the first place, demagnetised carefully, and then a field of 11.0 units was applied and maintained; the intensity at $16^{\circ}$ was 120.7 , but on passing steam through the tube the intensity * 'Roy. Soc. Proc.,' vol. 62, p. 210.
immediately rose to 400 , more than three times the former amount, and the subsequent alternations of temperature slowly augmented the intensity until a final value was approached at 477 ; the coefficient then was +0.000731 . Raised another step by a force of $19 \cdot 1$ units, the intensity became 724 , and, after heating and cooling a few times, it rose to 993 ; the coefficient now was +0.000466 . And lastly, with a force of 76.5 , the intensity was 1311 initially, and after heating and cooling 1316, the coefficient being +0.000206 . The enormous growth of magnetism under changes of temperature in the earlier stages of magnetisation, and the insignificant increment in the final state, concurrently with the large coefficient when the susceptibility is large and its diminution as the susceptibility becomes less, are the features here principally to notice.

Applying next a small negative force of $-7 \cdot 19$ units, the intensity dropped finally to 745 , and the coefficient was then +0.000229 ; and it might be anticipated from the position of the point of intersection of the hot and cold curves already examined, that a slightly larger demagnetising force ought to annul the positive coefficient, and that a still larger demagnetising force ought to yield a negative coefficient.

A force of -11.23 units was next applied and maintained, which, while less than the coercive force for the material hot or cold, was greater than the force at the point where the curves cross. With this force we get the following result :-


Here it is evident that the force applied has been too large to allow a cyclic state to be established before reversal of the magnetism sets in, yet, in accordance with anticipation, up to the point where the original magnetism is entirely removed the hot value of the intensity intermediate between any two cold values is ahways less
than the mean of the cold values, a result which corresponds to a negative coefficient ; later on, after the reversal, the hot is larger than the mean of the adjacent cold values, a result which corresponds to a positive coefficient, and this positive coefficient will, no doubt, continue up to maximum induction.

Both before and after reversal heating appears to produce much larger effects than cooling.

Under alternate applications of heat and cold, the coercive force is greatly lessened, and now lies at less than $11 \cdot 2$, instead of its former value 13.5 hot and $17 \cdot 0$ cold.
12. In the next place the effects of alternate changes of temperature on residual magnetism were studied.

The same wire was again employed, and, starting from the demagnetised state, a small force was applied, and the residual magnetism subjected to heating and cooling. Then stronger forces were successively applied and, in the same way, at each step the coefficient was determined; after the maximum had been reached, part of the magnetism was removed, a step at a time, and again the temperature coefficient was examined at each stage. Table IV. is an abstract of the results so obtained.

## Table IV.-Effects of Heating and Cooling on Residual Magnetism for Progressive Magnetisation.

H 30 Piano Wire.

| Magnetising force, H. | Residual intensity. |  | Temperature coefficient, $\alpha$. | Permanent ehange, $\beta$. |
| :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \text { Initially, } \\ \mathrm{I}_{i} \text {. } \end{gathered}$ | $\begin{gathered} \text { Finally, } \\ \mathrm{I}_{f:} \end{gathered}$ |  |  |
| $10 \cdot 32$ | 107 | 91 | $\begin{array}{r} \times 10^{-4} \\ +\quad 3 \cdot 10 \end{array}$ | $\begin{array}{r} \times 10^{-2} \\ -\quad 15 \cdot 0 \end{array}$ |
| $19 \cdot 52$ | 616 | 572 | + $4 \cdot 53$ | - 7.0 |
| $23 \cdot 33$ | 838 | 794 | + 3.59 | - $5 \cdot 0$ |
| (About 100) | 1022 | 967 | $+\quad 2.82$ | - $5 \cdot 0$ |
| (Small negative force) | 837 | 840 | + $4 \cdot 34$ | + 0.4 |
| $-10 \cdot 54$ | 762 | 775 | + 4.42 | + $2 \cdot 0$ |
| $-15 \cdot 03$ | 270 | 312 | + $3 \cdot 66$ | $+16 \cdot 0$ |
| $-15 \cdot 93$ | 114 | 157 | + 1.88 | + 38.0 |
| -- | 21 | 64 | - 2.90 | $+204 \cdot 0$ |
| - | -12 | +30 | $-4 \cdot 70$ | - |
| - | -62 | - 20 | $+25 \cdot 00$ | $-224 \cdot 0$ |

From this table the influence of the intensity on the magnitude and sign of the coefficients $\alpha$ and $\beta$ can be traced.

In the first place, the coefficient rises to an early maximum and then falls to a minimum at the highest intensity; on the return path the coefficient again attains a maximum, which occurs at a higher intensity than before, and after this it continually
grows less, and ultimately changes sign and becomes negative. The rise and fall suggest some connexion with susceptibility, for which there is evidence in another group of experiments described later on.

In the second place, when the magnetic intensity is rising, the final intensity, after a series of heatings and coolings, is always less than initially, and $\beta$ is therefore negative, but on gradually removing successive fractions of the magnetism, then, at each stage, heatings and coolings produce a gain of magnetism, and the loss or gain is always much greater the smaller the intensity; indeed, the gain becomes very large at low intensities on the downward path, and at last, when the reversed magnetic field has been increased so far as to leave a small reversed residual magnetic intensity, then heatings and coolings clear this out and restore a small magnetisation of the original kind.

These results could be obtained repeatedly; thus, in the following example, which is a typical one, after magnetising to saturation a reversed force left a residual of $109 \cdot 2$, which was augmented by heating and cooling to 167.2 with a positive coefficient of $+3.30 \times 10^{-4}$, a further application of reversed force left a residual of 15.2 in the opposite direction, and then as follows :-

| Cold. | Hot. |  |
| :---: | :---: | :---: |
| $-15 \cdot 2$ |  |  |
| $+19 \cdot 0$ | $+11 \cdot 4$ | Direction of original magnetisation restored. |
| $+23 \cdot 0$ | $+19 \cdot 0$ |  |
| $+24 \cdot 9$ | $+22 \cdot 2$ |  |
| $+26 \cdot 2$ | $+24 \cdot 3$ |  |
| $+26 \cdot 8$ | $+24 \cdot 7$ | The coefficient is negative and equal to $\}-0 \cdot 00085$. |

Here there is a change in the direction of the magnetisation due to heating and cooling and a coefficient which is now negative. But the negative coefficient is found to become less negative when the intensity thus restored is greater, as the following table shows:-

| Final intensity after <br> reversal. | Coefficient. |
| :---: | :---: |
| $+23 \cdot 8$ |  |
| $+26 \cdot 8$ |  |
| $+30 \cdot 4$ |  |
| $+63 \cdot 6$ | -0.00120 |

and no doubt a zero coefficient would be reached for a still higher intensity than $65 \cdot 6$.

If, however, the magnetic force which has been applied is strong enough to leave a residual intensity which, after heatings and coolings, still remains in the reverse direction to the original, the positive coefficient is again established.
13. In the experiments recorded above the intensity was raised a step at a time, after each series of heatings and coolings, and a suspicion might be entertained that the magnetic state at any stage had been seriously disturbed by the heatings and coolings at a preceding stage. The next series of experiments was undertaken to test this question, and accordingly, after any series of heatings and coolings, the wire was completely demagnetised by reversals before the magnetisation was carried a grade higher. Beginning at a low intensity, the magnetisation was thus carried to its highest value by easy steps. In returning, the wire was magnetised strongly and then a small reversed force applied, enough to remove some of the residual magnetism ; after heating and cooling, the wire was demagnetised, carried again to its highest intensity, and a larger traction of the residual magnetism removed, heating and cooling repeated, and so on. In this way the following table was constructed (Table V.).

Table V.--Effects of Heating and Cooling on Residual Magnetism with Demagne• tisation between each Step. Relation of Intensity to Temperature Coefficient.

H 30 Piano Wire.

| Magnetising force, H. | Induced intensity, I. | Residual intensity. |  | Temperature coefficient, $\alpha$. | Permanent change, $\beta$. | Susceptibility,$\kappa=\mathrm{I} / \mathrm{H} .$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & \text { Initially, } \\ & I_{i} . \end{aligned}$ | $\begin{aligned} & \text { Finally, } \\ & I_{f} . \end{aligned}$ |  |  |  |
| 8.75 | 70 | 25 | 12 | $\begin{gathered} \times 10^{4} \\ +3 \cdot 05 \end{gathered}$ | $\begin{aligned} & \times 10^{-2} \\ & -50 \cdot 8 \end{aligned}$ | 8.2 |
| $12 \cdot 79$ | 181 | 112 | 86 | + + . 07 | - 23.1 | 14.1 |
| $15 \cdot 26$ | 288 | 247 | 212 | $+4.98$ | - 13.9 | $18 \cdot 8$ |
| $18 \cdot 18$ | 500 | 476 | 432 | $+5 \cdot 15$ | - 9.4 | $27 \cdot 5$ |
| $22 \cdot 44$ | 785 | 702 | 653 | $+5 \cdot 06$ | - $7 \cdot 0$ | $35 \cdot 0$ |
| $41 \cdot 07$ | 1141 | 915 | 839 | +4.66 | - $6 \cdot 5$ | $27 \cdot 7$ |
| 101.20 | 1334 | 1028 | 961 | $+3 \cdot 27$ | - 6.5 | $13 \cdot 2$ |
| - 8.53 | - | 810 | 813 | $+4 \cdot 45$ | +0.4 | 13 |
| - 13.69 | - | 516 | 535 | $+4.37$ | + $5 \cdot 8$ | - |
| - 15.03 | - | 291 | 331 | +4.16 | +13.8 | - |
| - 17.03 | - | $-17$ | + 39 | $-4 \cdot 10$ | - | - |

The same general features as before again exhibit themselves, namely, a rise and fall of the temperature coefficient as the intensity proceeds either to a maximum or proceeds to a minimum, the largest value of $\alpha$ occurring earlier for increasing than for decreasing intensities; a loss, $\beta$ negative, so long as the applied force has been positive and a gain when the force has been negative, the magnitude of the gain
or loss being greater the less the intensity; a reversal of the direction of the magnetisation at a low intensity by the operation of changes of temperature; and also a change in the sign of $\alpha$. But the magnitude of the temperature coefficient and of the irreversible change is decidedly larger in this table than in the former one. Hence, for the production of a magnet of constant intensity constructed of drawn steel wire, it would appear to be advantageous to magnetise step by step, heating and cooling at each step without intermediate demagnetisations up to maximum intensity, and then to remove a small fraction of the magnetism by a reversed force; $\beta$ is then at its least value.* On the other hand, this gives a larger value for $\alpha$ than if no reversed force had been applied.
14. In order to determine how far these results are due to drawing, it is necessary to have a comparison with similar experiments performed on an iron wire, and this was subsequently done. The iron wire was that which is supplied in commerce as such, but probably it borders on very mild steel; it was carefully annealed, and then submitted to a cycle of magnetisation, at first cold and afterwards hot. The curves of magnetisation intersect in this material when the intensity, for rising forces, is about 800 units; at higher intensities the susceptibility is less hot than cold, and the hot residual lies below the cold residual, $\dagger$ accordingly subsequent heating is found to diminish and cooling to increase the residual magnetism. The coercive force is about $4 \cdot 0$ units cold and a little less when hot.

In the next place the wire, after demagnetisation by reversal, was submitter to a very small force and the force withdrawn, then a series of heatings and coolings was applied, and the permanent loss and coefficient were calculated in the usual way. Again, after demagnetisation, a stronger force was applied and withdrawn and a series of heatings and coolings executed. Repeating these operations a step higher each time and demagnetising between each step, we get the result exhibited in Table VI.

[^4]Table VI.-Effects of Heating and Cooling on Residual Magnetism with Demagnetisation between each Step. Relation of Intensity to Temperature Coefficient.

Annealed Iron Wire.

| Magnetising force, H. | Induced intensity, I. | Residual intensity. |  | Temperature coeffieient, $\alpha$. | Permanent change, $\beta$. | Susceptibility,$\kappa=\mathrm{I} / \mathrm{H} .$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Initially, before heating and cooling, $I_{i}$. | Finally, after heating and cooling, $I_{f}$. |  |  |  |
| $3 \cdot 03$ | 115 | 78 | 75 | $\begin{gathered} \times 10^{-4} \\ -2 \cdot 14 \end{gathered}$ | $\times 10^{-2}$ $-\quad 3 \cdot 67$ |  |
| $4 \cdot 93$ | 346 | 279 | 275 | -2.14 -1.49 | -3.67 -1.57 | $37 \cdot 9$ 70.2 |
| $6 \cdot 01$ | 616 | 527 | 518 | -1.24 | - $1 \cdot 71$ | $102 \cdot 5$ |
| $8 \cdot 53$ | 824 | 704 | 690 | - 1.45 | - $2 \cdot 02$ | $96 \cdot 6$ |
| $14 \cdot 13$ | 1027 | 855 | 837 | - 1.45 | - $2 \cdot 12$ | $72 \cdot 6$ |
| $40 \cdot 70$ | 1248 | 952 | 931 | - $1 \cdot 40$ | - $2 \cdot 14$ | $30 \cdot 6$ |
| $87 \cdot 50$ | 1346 | 962 | 941 | - 1.45 | - $2 \cdot 19$ | $15 \cdot 4$ |
| - $2 \cdot 69$ | 733 | 750 | 752 | - 1.44 | + $0 \cdot 35$ | 15 |
| - 3.14 | 677 | 699 | 702 | -1.28 | + 0.38 | - |
| - $3 \cdot 81$ | 218 | 271 | 276 | $-1.68$ | + 1.70 | - |
| - | 39 | 100 | 104 | $-1.68$ | + $4 \cdot 62$ | - |
| $-4 \cdot 26$ | - 92 | - 24 | - 16 | +1.63 | $-35 \cdot 00$ | - |

Here the temperature coefficient is negative throughout for rising forces; as the intensity progresses it diminishes to a minimum value when I is about 518 and then, increasing again, becomes nearly constant. For reversed forces the coefficient diminishes to another low value at about 700 units (a higher intensity than before), and then again increases, but if the reversed force is just sufficient to leave a small inverse magnetisation, the coefficient changes sign and becomes positive. It appears then that in iron similar features present themselves in the relation of $\alpha$ to I as in drawn steel, but in iron the coefficient is in general negative, and in drawn steel positive, and in each the sign of the coefficient can be reversed when a small inverse magnetisation succeeds a strong direct magnetisation.

The permanent change, $\beta$, is larger for low intensities than for high ones, and fluctuates in sympathy with $\alpha$; for reversed forces it changes sign, that is to say, there is a gain of magnetism due to cyclic temperature changes as there was with drawn sheet. Throughout it will be noticed that in soft iron $\beta$, as well as $\alpha$, is much smaller than in drawn steel. The table shows that a very long soft iron wire may have a temperature coefficient of less than -0.00015 per degree centigrade; also, that if a small reversed force be applied after magnetisation to saturation, no loss of residual magnetism takes place due to heating and cooling, but the intensity tends to increase.
15. The experiments which have been narrated, show that the sign and the VOL. CCT.-A.
magnitude of the temperature coefficient may be inferred from the disposition of the hot and cold curves of magnetisation. This is still further confirmed by reference to Diagram V., where the temperature coefficient of drawn steel, for both ascending

Diagram V.


The relation of temperature coefficients $(\alpha)$ and $\left(\alpha_{\kappa}\right)$ and permanent change of magnetism $(\beta)$ to residual intensity.
and descending values of magnetisation, is plotted against the residual intensities left finally after heating and cooling. The broken curve traced underneath is the change of residual magnetism per unit per degree of temperature calculated from curves of residual magnetism when the wire was at $16^{\circ}$ and when it was at $100^{\circ}$. This is marked $\alpha_{\kappa}$ (as it corresponds to the temperature coefficient of susceptibility for residual magnetism), and is traced for both ascending and descending intensities. The distinctive features of one curve are reproduced in the other, although, as might be expected, owing to irreversible changes, the curves are not an accurate fit. Thus, the zero coefficient experimentally found is displaced largely to the left of the zero position in the calculated curve.

If the iron curves, traced in the same way, are examined, the distinctive features of the one will be found also reproduced in the other, but with a large displacement
of one relatively to the other. Thus there is a small value of the negative coefficient in the calculated curve between intensities of 800 and 900 , and a maximum about an intensity of 700 ; the counterpart to these occur in the experimental curve between intensities of 400 and 500 , and at less than 100 respectively. Still more interesting is the large displacement of the zero coefficient. In the $x_{\kappa}$ curve the zero state occurs about an intensity of 560 , and in the $\alpha$ curve probably at an intensity of only a few units. Although I have attempted to obtain experimentally the zero temperature coefficient in iron, I have not succeeded unmistakably, partly because of the general difficulty of working at very low intensities, and partly because of the special difficulty of clearing out all traces of pre-existing magnetisation, which is a very necessary precaution, and of operating in a field of no force. But I have ascertained that at a very feeble intensity the negative coefficient becomes decidedly less negative, and that the curve tends towards zero at some extremely low magnetisation.

Eifing, however, has obtained at a very early stage in the magnetisation of iron a positive, and at a higher but still a very low intensity a zero coefficient.* Although his experiment was not performed on residual magnetism alone, as the vertical component of the earth's force was always in operation in such a way as to tend to increase the magnetisation, and at low intensities its effect would be considerable, yet there is little doubt that at some very low residual intensity iron yields a zero coefficient. There is thus a satisfactory correspondence between the results calculated from the relation of the curves of residual intensity when hot and when cold and the results experimentally found for the temperature coefficient of residual magnetism. Every magnet therefore may have a positive, a negative, or a zero coefficient, unless the hot and cold curves happen to be coincident throughout.

The changes which take place in the magnitude of the permanent loss and gain of magnetism due to a series of heatings and coolings, are shown graphically for both drawn steel and iron on the lower part of Diagram V.
16. The experiments I have selected for description throw light, I think, on many of the numerous results which have been published on the effects of cyclic changes of temperature on magnetism, $\rangle$ and also afford some guiding rules for the construction of magnets of high permanence and with small temperature coefficients.

[^5]When the magnet is short relatively to its thickness, the self-demagnetising force will have so preponderating an influence, that it will be advisable, in order to reduce its effect to a minimum, to choose a material of small susceptibility; a hard steel is thus preferred. If, however, the magnet is long and thin, attention must be paid chiefly to the quality and treatment of the material, so that it may develop that condition in which the hot and cold curves of its magnetisation are separated as little as possible.

And further, it has been shown that drawing influences the disposition of the hot and cold curves in such a way that it affords an effective method of regulating the magnitude and sign of the temperature coefficient.

## Tine Tests

## On the Constancy of Magnets with Negligible Coefficients.

17. At the conclusion of a previous paper" reciting experiments upon the construction of magnets with zero temperature coefficients, a brief note was added on the question of the constancy of the zero state with lapse of time. This is obviously important in the application of such magnets to the work of an observatory, and it has therefore received some attention.

In May, 1897, a magnet was constructed of a piece of H 30 wire, 0.187 centim in diameter, and from a previous series of experiments upon this kind of wire it was calculated that it should be cut to a length of 8 centims., having a dimension ratio of $42 \cdot 6$, in order to yield a zero coefficient. It was then magnetised and heated and cooled about twenty times so as to reduce the magnetism to a settled state. The intensity before heating and cooling was $474.4 \mathrm{c} . \mathrm{g} . \mathrm{s}$. units, calculating this here, as elsewhere, as the magnetic moment per unit volume and, after heating and cooling, the intensity was 28.1 per cent. less; the coefficient, $u$, was very small and positive, its value being +0.000015 per degree centigrade. This magnet was tested at intervals for the next three years, and its history is given in Table VII., and also in the diagram constructed from this table (Diagram VI.). After the first test it
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Table VII.-Influence of Time on the Temperature Coefficient and Residual Magnetic Intensity of Drawn Steel.

H 30 Piano Wire, 8 centims. long.

was boiled for three and a half hours in two stages, and a week later the coefficient was exactly the same as before. It was now laid aside for a month, when the coefficient was found to have changed from +0.000015 to -0.000014 , and this again slowly altered for twelve months, and became finally nearly steady at -0.000047 , which is less than a half of 1 per cent. for $100^{\circ} \mathrm{C}$. The intensity had also changed, at first quickly, but latterly very slowly. Here it is interesting to notice that at any stage heating and cooling through a range of $80^{\circ}$ or $90^{\circ}$ diminishes the intensity in the later tests to a very triffing extent, but the undisturbed action of time produces a very slow but steady diminution to the final limit; and this recalls the circumstance mentioned previously, how the action of time alone alters the molecular structure of steel so that its drawing qualities are greatly improved (§ 7).

The magnet was now remagnetised (July 11th, 1898), which immediately raised the intensity from $221 \cdot 7$ to $474 \cdot 8$, a value practically identical with its initial intensity; after a series of heatings and coolings, with boiling at intervals, the magnet was laid aside, its coefficient then (October 14th) being +0.000007 , and the intensity 306.9 . At the same time another piece of H 30 wire was cut so as to be 8 centims. long, magnetised and tested. Its intensity initially was $474 \cdot 7$ and its coefficient +0.000033 . After a number of heatings and coolings, remagnetisation and boiling for several hours, it was tested again, and laid aside for comparison with the former. Its coefficient was then +0.000032 , and the intensity 333.9 (Table VII.). Both these magnets were tested in June and November, 1899, and again in April, 1900. It appears that in the summer of 1899 the coefficients were larger than seven months previously, and reached a maximum of +0.000061 and +0.000076 , and that since then they have become a little less, and now (April, 1900) stand at +0.000042 and +0.000059 .

The intensity after heating and cooling has only fluctuated to the extent of 3 per cent.

Both these magnets are almost exactly alike in all the details of their behaviour, and it will be noticed that the second magnet when magnetised and immediately remagnetised, without any long interval between the magnetisations as with number one, arrives at once at the same condition as the first.
18. Magnets made from this wire with a larger dimension ratio would have higher intensities and yield still more constant results, but then the coefficients would depart considerably from zero, because of the too small demagnetising factor. If, however, a longer piece of the wire be taken, a part of its abnormal properties can be removed by heating to a suitable temperature and quenching, as already shown,* and thus a zero coefficient can be obtained with a smaller demagnetising factor.

Two lengths of 12 centims. each were cut from the same kind and thickness of wire as before, and were heated until just red-hot and quenched in water; they were then magnetised and repeatedly heated and cooled. The coefficient was negative and in magnitude -0.000044 , and the intensity about 670 for both, the original intensity

[^6]immediately after magnetisation and before heating and cooling being about 500. They were then remagnetised, boiled for some hours, heated and cooled many times, and the coefficient determined; after this they were laid aside for several months. This was in November, 1898. When re-examined in June and November of 1899, and again in March, 1900, very little change had taken place in either the coefficients or the intensities, which were about -0.000025 and 700 respectively. Both magnets were almost exactly the same in their behaviour in every respect, as will be seen from Table VIII., which gives their history.

Table VIII.-Influence of Time on the Temperature Coefficient and Residual Magnetic Intensity of Drawn Steel when Tempered.

H 30 Piano Wire, 12 centims. long, heated to redness and quenched.

| Date. | Residual intensity. |  | Temperature eoefficient, $\alpha$. | Remarks. |
| :---: | :---: | :---: | :---: | :---: |
|  | Initially. | Finally. |  |  |
| 1898. | $\begin{aligned} & 707 \\ & 686 \end{aligned}$ | $\begin{aligned} & 682 \\ & 675 \end{aligned}$ | $\times 10^{-4}$ | Magnetised first time and heated and eooled 12 times. |
| $\begin{array}{r} \text { Oetober } 14 . \\ , \quad 24 . \end{array}$ |  |  | $-\overline{0.44}$ | Remagnetised, boiled for $2 \frac{1}{2}$ hours, and heated and cooled 12 times. |
|  |  |  |  |  |
| 1899. |  |  |  |  |
| June 16 | 736 | 730 | -0.26 |  |
| November 8. | 718 | 711 | -0.24 |  |
| $\begin{aligned} & 1900 . \\ & \text { March } 29 \end{aligned}$ | 704 | 700 | $-0.25$ |  |
| Second Sample. |  |  |  |  |
| H 30 Piano Wire, 12 centims. long, heated to redness and quenched. |  |  |  |  |
| 1898. |  |  |  | Magnetised first time and heated and cooled 12 times. |
| October 14 <br> November 3 | $\begin{aligned} & 700 \\ & 677 \end{aligned}$ | $\begin{aligned} & 680 \\ & 669 \end{aligned}$ | $-0 \cdot 45$ |  |
|  |  |  |  | Remagnetised, boiled $2 \frac{1}{2}$ hours, heated and eooled 12 times. |
| " 9 | 742 | 728 | $-0.27$ |  |
| 1899. |  |  |  |  |
| June 16. . | 749 | 742 | -0.32 |  |
| November 8 | 726 | 721 | -0.21 |  |
| " 15. | - | - | -0.05 | Boiled 3 hours. |
| " 15. | 724 | 720 | $-0 \cdot 25$ |  |
| $1900 .$ <br> April 9 | 709 | 709 | $-0 \cdot 24$ |  |

For steady values of $\alpha$ and I this latter method of constructing magnets is to be preferred, and with further experimental experience even the small coefficient here exhibited might yet be reduced; the high intensity, too, which is yielded by this method of producing approximately zero coefficients is another advantage. The magnetic moment of these magnets was about 227 each for a weight of 2.59 grammes.

It will be noticed that, in the magnets which have been constructed to hare nearly zero coefficients by cutting them to a suitable dimension ratio, there is a tendency for the positive coefficient to grow less and become negative as the intensity declines, and vice verst. This is in accord with the results already found for the relation of the hot and cold curves, where larger and smaller values of the intensities than those corresponding to the intersection of the curves give positive and negative coefficients respectively.

Indeed, in any magnet we should expect a change of intensity to produce a change of the coefficient if the latter is dependent on the disposition of the hot and cold curves of magnetisation, and hence the decay of magnetism with the lapse of time, or the increment of magnetism which takes place on remagnetisation, will tend to alter the magnitude of the temperature coefficient. In the latter case such effects have been noticed.*

Diagram VI.


Change of magnetic intensity and temperature coefficient with lapse of time in drawn and tempered piano steel.

Nos. $8 a$ and $8 b$ refer to the first and second samples of piano wire in the commercial state, 8 centims. long.
Nos, $12 a$ and $12 b$ refere to the first and second samples of tempered piano wire, 12 centims. long.

## PART II.

Resistivity, Elasticity, and Density, and the Temperature Coefficients of Resistivity and Elasticity.



1. The magnetic behaviour of repeatedly drawn steel wire led to the suggestion that some of the other physical properties of such wire would also exhibit interesting changes. Besides, it was worth while to attempt to trace broadly some comection between one property and another, since, whilst no chemical change presumably takes place by drawing, yet the physical properties might be considerably modified.

The selfsame wires which were employed in determining the change of magnetic properties, and which have been numbered (1) to (12), have been used in the experiments about to be described on resistivity, elasticity, and density, in order to remove any doubt which might be entertained that the material of any one of these specimens was not identically the same during the different tests for its several properties. This unquestionably added to the experimental difficulties, for a length or thickness suitable under one set of conditions was not so suitable under other conditions. Thus, in the determination of Young's modulus, the method of flexure had to be employed which, under other circumstances, would not have been adopted.

As the methods used here for the determination of resistivity, elasticity, and density are those commonly employed, it will be unnecessary to describe at length the course of the experiments, and the present part will be confined to a brief recital of results.

## Resistivity.

2. The resistivity of the wires was observed by comparing the difference ot potential at the ends of a known resistance with the difference of potential between two points along the wire when the same current was flowing through the wire and the known resistance. Each wire has been tested by two, and in some cases by three, independent experiments, in which as much rariation was introduced as the
apparatus would allow, and the results in the table subjoined are the mean values of the experiments, which, however, differed very little among themselves. The principal source of error lay in the measurement of the diameters of the wires, for in one or two cases the wires appeared to be comical in shape, and in two cases were slightly elliptical in cross-section. By measuring the diameter at many places along the length of the wires, and confirming the results by calculation of the diameter from determinations of the density, the average sectional area has been arrived at. The numerical results are given in the third column of Table IX., * and in Diagram VJI.;

Diagram VII.


Relation of resistivity $(\rho)$ and its temperature coeffeient ( $\alpha$ ) to drawing in piano steel wires.
they are plotted as a curve, the sectional areas of the wires, which may be taken as a scale of traction, being treated as abscissæ. There is a small reduction of diameter on annealing and tempering which is due not to traction, but presumably to the production of a little oxidation, which would be rubbed off afterwards when the wire was cleaned.
The effects of annealing or tempering upon the resistivity come out in the curve

[^7]as two prominent peaks ; either of these processes increases the resistivity by about 12 per cent. upon the initial state. Hard drawing after annealing between stages (2) and (3) brings the wire down to nearly the original condition, and again, after tempering, cold drawing through two or three holes decidedly reduces resistivity, but an unmistakable increase sets in at the 11th and 12th stages. From the last point the curve has been extended by a broken line to include two more points belonging to still finer wires, Nos. $13 a$ and $14 a$, which are not, however, of identically the same material as the others. Nevertheless, the broken line emphasizes the fact that the effect of extreme drawing is prejudicial to conductivity. These contrary effects of drawing, it will be remembered, were also in evidence in the curve of magnetic temperature coefficient, and in both curves the change occurs near to the 8 th and 9 th stages. A length of the steel wire upon which the experiments just described were carried out was subsequently made glass hard, and the resistivity in that state was $2760 \times 10^{-8}$, or about 70 per cent. higher than the wire in its state of least resistance. It is worth notice that minimum resistivity occurs in the leard drawn and hot rolled conditions, and hence the order of resistivity in an ascending scale is: hard drawn or hot rolled; annealed or tempered; glass hard.

## Temperalure Coefficient of Resistivity.

3. A simple modification of the apparatus described in the last section allowed the temperature coefficient of resistivity to be obtained.

The same wires were used as before. Each was fixed in a trough surrounded by a water-bath, which could be raised in temperature by the application of gas jets from about $16^{\circ}$ to $90^{\circ} \mathrm{C}$. Readings were made at intervals during the process of heating and cooling, and the usual precautions were taken for the elimination of the effects of thermo-currents.

Two independent sets of observations were taken for nearly all the specimens, and the mean results, which are given in the four th column of Table IX., have been plotted on the same diagram as the curve of resistivity, so that the two curves may be conveniently compared.

It will be noticed that the smallest value of the temperature coefficient, namely, 0.00294 , occurs when the steel is annealed, and the highest value, 0.00466 , when hard drawn, and these least and greatest values coincide respectively with the largest and smallest values of the resistivity. This confirms and extends a law which Barus has shown to be true for the iron carburets, according to which the temperature coefficient of resistivity is approximately inversely as the resistivity; * and in the

[^8]curves here plotted a similar relation between temperature coefficient and resistivity in general holds good, the two curves moving oppositely to each other. The change, however, in the magnitude of the temperature coefficient of the repeatedly drawn steel is small compared to the change in resistivity.

The temperature coefficient of this steel made glass hard is only 0.00177 , about half the average value in the drawn state ; this again is an example of Barus' law, for the resistivity when glass hard is, as stated, 70 per cent. greater than when hard drawn.

The ascending order of the temperature coefficient is thus: glass hard; annealed; hard drawn ; the inverse of resistivity.

## Young's Modulus.

4. The elastic properties of steel are known to undergo a considerable change with drawing, and it seemed desirable to discover if longitudinal elasticity was correlated in any way with the electric and magnetic properties of these steel wires, and how it was modified by annealing, tempering, and traction. The determination of Young's modulus was effected by measuring the amount of flexure of the wires when loaded at the middle, and with the ends resting on rigid supports. The depression produced by loading was observed through a telescope supplied with a micrometer eye-piece, which allowed an exceedingly small interval to be measured with accuracy. After a reading had been taken of the fiducial mark, with no load hanging from the rod except the pan itself, weights were applied one by one, great care being exercised so that there should be a minimum of vibration; the weights were then removed, one at a time, the depression corresponding to these weights at each stage being observed through the telescope. Two, and in some cases three, independent sets of experiments of this kind were performed on each wire, and nearly always with different distances between the supports, and with different increments and amounts of load, and the mean of the several experiments was taken as the final result.

In the formula for the calculation of the modulus the fourth power of the radius appears as one of the factors, and hence an accurate value of the radius is required if errors are to be avoided. As already mentioned,* a considerable number of careful measurements of the diameters of the wires were made, and these were confirmed from determinations of the density. $\dagger$ The values there used have been adopted here.

The fifth column of Table IX. gives Young's modulus for the twelve specimens of steel upon which the magnetic and electric experiments already described had been carried out. Diagram VIII. exhibits this column of figures as a curve with sectional

## * IVide $\$ 2$.

$\dagger$ As the deviation of any single determination of the density from its mean never exceeded $\frac{1}{4}$ per cent. in any one specimen, the maximum error on this account in the fourth power of the radius will not be more than double of this.

Diagram VIII.


Relation of Young's modulus ( Y ) and its temperature coeffieient $(\gamma)$ to drawing in piano steel wires.
areas as abscissæ and Young's modulus as ordinates; on the same diagram the curve of the temperature coefficient of the modulus is plotted, but this will be referred to afterwards.

A feature of this curve is that annealing, hard drawing, and tempering all produce an upward effect, which is continued until the last stages are reached, and then a decided drop occurs; thus, again, the initial effects of drawing are reversed by extreme traction. The increase of the modulus is very conspicuous when the wire has been tempered, the rise at this stage being nearly one half of the whole change, which, from least to greatest, is about 21 per cent. On the other hand, drawing between the 2nd and 3rd stages has only a small effect on the modulus, and the influence of successive cold drawing after tempering for at least two stages is comparatively umimportant; then, after a sharp rise at the 8 th and 10 th stages, with some irregularity at the 9 th, there is the rapid fall to the 11 th and 12 th points. The irregularity in the final stages is here apparent, as in some of the other curves, and confirms the suspicion that there has probably been some departure from the even course of drawing after the 8th stage, as mentioned when the process of manufacture was described.* It seems not unlikely that it requires very skilful manipulation of the material in order to obtain maximum elasticity, and about stages (8) to (10) the wire possibly develops a critical condition.

[^9]
## Temperature Coefficient of Young's Modulus.

5. In determining the temperature coefficient of Young's modulus the same apparatus as before was used, with the addition of a brass tube in which slots were cut, so that the upper ends of the supports could project into the interior of it. This tube enclosed the steel wire, and another slot of smallest allowable size was cut at the centre of the tube to permit the passage of the suspension for the pan and weights. The slots near the ends were made steam-tight, but, necessarily, this could not be done for the central one, as the suspension wire which passed through had to hang freely. One end of the tube was in connection with a boiler, and this produced a supply of steam which could pass freely along the tube and escape at the other end. No special arrangement, however, was made for the cooling of the tube, the steam was simply shut off and the tube and its contents allowed to grow cold gradually. A thermometer projected into the tube, with the bulb nearly at the centre, and the temperature of the steel was taken to be the reading of the thermometer.

The apparatus thus set up was at first intended for rapid tests, to ascertain whether the sign of the coefficient changed at any stage, and less attention was paid to its magnitude, but later on it became possible to obtain numerical results which are worth recording. In some earlier experiments the method was tried of observing the position of the fiducial mark at air temperature, then at steam temperature, and again at air temperature, from which data the coefficient could easily have been deduced. But it was found much better to follow the plan of loading and unloading as already described for determining the modulus, carrying out the observations firstly at air temperature, secondly at steam temperature, again at air temperature, and so on alternately, and calculating the coefficient, $\gamma$, from the observed depressions, $\mathrm{D}_{0}$ and $\mathrm{D}_{t}$, thus :

$$
\gamma=\left(\mathrm{D}_{t}-\mathrm{D}_{0}\right) / \mathrm{D}_{0} \cdot t .
$$

By adopting this method, corrections for expansion of supports, etc., were eliminated. The formula assumes that the change in Young's modulus is linear and that there are no hysteresis-like effects, but these assumptions are, no doubt, not quite justifiable, although probably not far from the truth.

With rise of temperature the modulus was found to decrease, but on cooling it it was very seldom that it returned exactly to its original value, although, after a repetition of the experiments, the modulus was found to change from one to another of two nearly constant values; thus there is a permanent change before a cyclic state is established, Here is an example :--

Drawn Steel Wire No. 7.


Each of these numbers has been arrived at after a series of loadings and unloadings as described above. Since the modulus is inversely proportional to the depression, the diminution of the latter from $145 \cdot 8$ to 144 means a "permanent" increase of 1.25 per cent. in elasticity. \%

The amount of this increase of the modulus varies from stage to stage and roughly follows the variation of the temperature coefficient, large and small values of each being associated. Thus there is a large "permanent" increase when the cyclic change is large. The average amount of the "permanent" increase of the modulus in these wires is about 2.5 per cent. for $80^{\circ}$ change of temperature. $\dagger$

The mean results of the several determinations of the temperature coefficient of Young's modulus on each wire are given in the sixth column of Table IX.

The coefficient is throughout negative, implying that, in the cyclic state, Youxg's modulus decreases with rise of temperature; the magnitude varies considerably, namely, from $-1.64 \times 10^{-4}$ when annealed, at the 2 nd stage, to a maximum of $-10.25 \times 10^{-4}$ at the 3rd stage, when hard drawn. There is a small value again of the coefficient at the 4th stage on tempering, and, after that, the figures for the cold drawn specimens present apparently much irregularity, but if this column of figures be plotted, as in Diagram VIII., we get a curve which repeats in an inverse sense all the features of the modulus curve, so that a relation clearly exists between the modulus and its temperature coefficient. Although the figures in the table do not exhibit a simple inverse proportion between the magnitude of the coefficient and Young's modulus, yet the general statement may be made that larger and smaller values of the modulus are progressively associated respectively with smaller and larger values of its temperature coefficient. This law recalls the similar law connecting the resistivity of the iron carburets and their temperature coefficients, with this difference, that the coefficient for the modulus is negative, whereas the coefficient for resistivity is positive. The average value of the coefficient for Young's

* This "permanent" effect does not persist indefinitely, but probably disappears in a few days or hours.
$\dagger$ These eurious effects of temperature on Young's modulus are in accordance with results published by Mr. Shakspear in a paper whieh appeared just after these experiments were carried out. 'Phil. Mag.,' vol. 47, p. 539 ; also dide Tomlinson, 'Roy. Soc. Phil. Trans.,' vol. 174, Part I., p. 132.
modulus in these wires is -0.00045 , * whilst for resistivity it is +0.0035 approximately.


## Density.

6. When a steel rod is drawn into wire the variation of density as the drawing proceeds may not progress uniformly, for it is not unlikely that the stress required to force the rod through the draw plate may so far separate the molecules longitudinally that the lateral compression does not compensate for the extension. In this case the density will diminish, and, in shoit, density will depend upon the ratio of extension to compression. It is, therefore, not only interesting, but of some importance to trace the change of density at each stage of manufacture and to compare this with the change of the properties already examined.

The method adopted was to weigh a suitable length of the wire in air and afterwards in distilled water, at the same time noting the data necessary for corrections on account of density of the water, the buoyancy of the air, the weight of the suspending fibre, etc., the most important correction being the one which makes allowance for the temperature of the water differing from that of its greatest density, approximately $4^{\circ}$.

For the sake of confirmation an entirely independent duplicate set or observations was carried out, and the agreement between the two sets was very satisfactory, especially in the earlier specimens, which, being of greater size and mass, could be weighed with relatively higher accuracy. The results are given in the last column of Table IX. It will be seen that they end at the eleventh wire, as the twelfth was accidentally mislaid; this is particularly unfortunate, as it would have been useful to know whether No. 12 exhibited a density greater or less than the abnormally high density of No. 11.

The feature which first claims notice is the diminution of density, although only slight, which takes place when the rod is first subjected to traction, namely, between the 2nd and 3rd, and between the 4 th and 5 th stages.

This appears to be an illustration of the remarks at the beginning of this section. Afterwards, as the drawing progresses, there is a steady increase of density, with a large increment between the 10 th and 11 th stages. The entire variation of density is about 2.5 per cent., the least and greatest values lying respectively at the beginning and end of the list.

As a general rule, it has been observed that density and Young's modulus in steel vary directly together, and this leads to a comparison of the present results with the curve of the modulus. The similarity is not immediately obvious, but, in both, annealing and tempering produce an upward movement, whilst the first drawing after either of these operations produces very little change, subsequent drawings, however,

[^10]VOL. CCI. - A.
bending the curves upwards rapidly. But the final drop in the modulus does not appear to have a counterpart here, unless the missing No. 12 diminishes in density.

It is to be noticed that the percentage variation of Young's modulus from one end of the curve to the other is about ten times the percentage variation of the density, and also the average temperature coefficient of the modulus is about ten times the temperature coefficient of density, or cubical expansion, so that it is possible that much of the diminution of elasticity with rise of temperature may be due to thermal expansion diminishing the density.

A more obvious correspondence exists between the curve of residual magnetic intensity (dimension ratio $=100$ ) and the curve of density, both rising continually and rapidly from the 5 th point. The relationship is more easily traced when intensity is plotted against density, as in Diagram IX. Between the 5th and 9th

Diagram IX.


The relation of residual magnetic intensity and Yourg's modulus to density in drawn steel.
stages inclusive the ratio of the increment of magnetic moment per unit volume to the increment of mass per unit volume is nearly constantly 4100, or each molecule added per unit volume contributes directly or indirectly to the whole a magnetic moment 4100 times its mass. This is, however, a doubtful clue to even an inferior limit to the magnetic moment of a molecule, since it cannot be assumed that there is
an invariable structure maintained throughout the progress of the drawing. Indeed, it is not difficult to see from the fracture of the wires that as the drawing proceeds a fibrous structure is developed for several stages after tempering, and the formation of this fibrous structure may be of importance in augmenting the magnetic intensity.

For the sake of comparison, Young's modulus has been plotted on Diagram IX., the points being taken from a smooth curve of the modulus and traction, and the curve bears out the statement that an increase of density in general improves elastic properties. It also shows that elasticity and magnetic intensity are correlated.

To complete this part of the investigation of the properties of drawn steel, it was intended to add an account of the changes which might take place in the cubical expansion of these wires, and to trace the connection of these with other changes, but although some preliminary experiments have been made, the results are not yet sufficiently advanced to be presented.

This investigation has been carried out at the Owens College, Manchester, at intervals during the last three or four years, and I am greatly indebted to Professor Schuster for allowing me to avail myself of the facilities for research which the Physical Laboratory there provides.

Table IX.-Influence of Drawing on Resistivity, Young's Modulus, and their Temperature Coefficients, and Density.

| No. | Condition. | Resistivity (at air temperature, about $16^{\circ}$ ). Ohms per centimetre cube, $\rho$. | Temperature coefficient of resistivity, $\alpha$. | Young's modulus (at air temperature), Y. | Temperature coefficient of Young's modulus, $\gamma$ | Density. Grams. per cubic centimetre at $16^{\circ}$. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\times 10^{-5}$ | $\times 10^{-3}$ | $\times 10^{11}$ | $\times 10^{-4}$ |  |
| 1 | Rolled Rod | 1.601 | $+3 \cdot 43$ | $1 \cdot 78$ | - $3 \cdot 35$ | $7 \cdot 803$ |
| 2 | Annealed | $1 \cdot 796$ | $+2 \cdot 94$ | 1.83 | - $1 \cdot 64$ | $7 \cdot 827$ |
| 3 | Hard drawn | 1.585 | $+4 \cdot 66$ | $1 \cdot 85$ | -10.2 | $7 \cdot 815$ |
| 4 | Tempered | $1 \cdot 784$ | +3.49 | $2 \cdot 04$ | - $2 \cdot 30$ | $7 \cdot 818$ |
| 5 | Cold drawn | $1 \cdot 716$ | $+3 \cdot 55$ | $2 \cdot 04$ | - $3 \cdot 79$ | $7 \cdot 813$ |
| 6 | " | $1 \cdot 657$ | $+3 \cdot 48$ | $2 \cdot 08$ | - $5 \cdot 90$ | $7 \cdot 835$ |
| 7 | ., | $1 \cdot 645$ | $+3 \cdot 61$ | $2 \cdot 11$ | - 4.87 | $7 \cdot 871$ |
| 8 | " | 1.638 | $+3 \cdot 51$ | $2 \cdot 20$ | - $2 \cdot 79$ | 7-881 |
| 9 | ", | 1.627 | $+3 \cdot 43$ | $2 \cdot 13$ | - 6.53 | 7-902 |
| 10 | " | 1.633 | $+3 \cdot 52$ | $2 \cdot 21$ | - 1.79 | $7 \cdot 913$ |
| 11 | " | 1.696 | $+3 \cdot 44$ | $2 \cdot 18$ | - $6 \cdot 42$ | 8.001 |
| 12 | " | $1 \cdot 738$ | $+3 \cdot 48$ | $1 \cdot 95$ | - $4 \cdot 24$ | - |
| $12 a$ | " | 1.739 | - | - | - | - |
| $13{ }^{\text {a }}$ | ", | 1.772 | - | - | - | - |
| $14 a$ | " | 1.876 | - | - | - | - |
|  | Glass hard | $2 \cdot 760$ | $+1 \cdot 77$ | - | - | 7•740 |

.
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# II. The Specific Heats of Metals and the Relution of Specinic Heat to Atomic Weight.-Part II. 

By W. A. Thlden, D.Sc., F.R.S., Professor of Chemistry in the Royal College of Science, London.

Received December 8,-Read December 11, 1902.

In the Bakerian Lecture for 1900 ("Phil. Trans.,' A, vol. 194, p. 233) it was showh that the specific heats of very pure cobalt and nickel, when compared at temperatures from $100^{\circ} \mathrm{C}$. down to the boiling-point of liquid oxygen, $-183^{\circ} \cdot \mathrm{C}$., steadily approach each other and together tend towards a least value which is at present unknown.

It was thought desirable to increase the number of determinations at successive points on the thermometric scale, and to extend the total range of the experiments so as to afford better data for calculation of the form of the curves. The following is an account of the results obtained.**

It has not yet been possible to arrange for the conduct of experiments at temperatures lower than - $182^{\circ} \cdot 5$, as this could only be done with the aid of liquid hydrogen. The temperatures above $100^{\circ} \mathrm{C}$. have been obtained by the use of $a$ bath of aniline vapour, melted fusible metal or melted lead, and were estimated by the use of a platinum resistance thermometer which was carefully calibrated, and of which the fixed points $0^{\circ}, 100^{\circ}$, and $184^{\circ}$ (boiling-point of aniline) were verified. The specific heats were determined in the same calormeter and with the same precautions as described in the Barerian Lecrure.

The holder employed in the experiments at low temperatures was found equally useful in the experiments above $100^{\circ}$. Between air temperature and $100^{\circ}$ the stean calorimeter was again employed.

The figures given in the following Table $I$. are in nearly all cases the mean values deduced from several experiments which were always closely concordant.

The total amount of heat per unit mass measured in the calorimeter is equal to the product of the mean specific heat and the range of temperature, begimning in each case at $15^{\circ} \mathrm{C}$. Taking the values given in the table, this product, Q , may be photted as an ordinate, the higher absolute temperature, $t$, being the abscissit. The result is

* The nickel, cobalt, and platinum employed are the pure specimens prepared for the former scries of experiments. Pure silver was obtaned from Messis. Juhnson and "Xatheney. For the alluminium I am indebted to Professor J. W. Mallet; it was described as nearly pure.
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shown in fig. 1. Cobalt has been omitted, as the metal apparently undergoes some oxidation at high temperatures and the results are less regular than the rest.

Table 1.-Mean Specific Heats.

| lange of temperature. | Aluminium. | Nicke]. | Cobalt. | Silver. | Platinum. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| -182 to ${ }^{\circ} \mathrm{C}$ | $\cdot 1677$ | . 0838 | -082. | -0519 | -0292 |
| - $78, \%+15$ | -1984 | - 0975 | -0939 | -0550 | - |
| $+15 \%+100$ | - | -1084 | -1030 | -0558 | 0315 |
| 15 ", 185 | - 2189 | -1101 | - 1047 | -0261 | - |
| $15,033.3$ | -2247 | -. | - | - | - |
| 15,3 350 | -- | -1186 | - 1087 | -0576 | - |
| 15,415 | - | -1297 | - | .0581 | . -1.3 |
| $15 " 435$ | - 2356 | - 1240 | $\cdot 1147$ | $\cdot 0581$ | $\cdot 0338$ |
| 15,550 | -- | - 1240 | -1209 | - | - |
| 15,630 | - | -1246 | - 1234 | - |  |
| 0 " 1000 | - | - | - | - | .0318** |
| $0, \ldots 117$ | - | - | - | - |  |

The general shape of the curves is the same and the connection between $Q$ and $t$ may be assumed as hyperbolic:

$$
Q^{2}+a Q+b t^{2}+c t+f=0 .
$$

The values of $k,=d Q / d t$, for the specific heats at successive temperatures on the absolute scale are given in the following table:-

Table 11.--Specific Heats.

| $t$ alos. | Aluminitum. | Nickel. | Silver. | Ilatinum. |
| :---: | :---: | :---: | :---: | :---: |
| ${ }^{\circ} \mathrm{C}$ 100 | -1226 | -0575 | - 0467 | -0275 |
| 200 | - 1731 | -0878 | -0528 | -0293 |
| 300 | - 2053 | -1054 | -0558 | -0311 |
| 400 | -2954 | - 1168 | -0572 | -0328 |
| 500 | - 2384 | -1233 | -0581 | -0344 |
| 600 | -2471 | -1275 | -0587 | -0355 |
| 700 | . 2531 | -1301 | -0590 | -0372 |
| 800 | - | -1321 | - | -0385 |
| 900 | - | -1338 | - | -0397 |
| 1000 | - | - | - | -0409 |
| 1100 | - | - | - | -0421 |
| 1200 | - | - | - | -0432 |
| 1300 | - | --- | - | -0442 |
| 1400 | - | - | - | -045. |
| 1500 | - | --- | - | - 0461 |

One important result of the extension of the experiments to other metals is that the assumption of a constant atomic heat at the absolute zero, which seemed justified

[^11]

Fig. 1.
in the case of cobalt and nickel (see Appendix to Bakerian Lecture), is apparently untenable.

Plotting the specific heats in Table II. against absolute temperatures, the curves shown in fig. 2 are obtained, from which it is obvious that unless some remarkable change in the specific heats of silver and platinum occurs below $-182^{\circ} \mathrm{C}$. the curves representing atomic heats cannot meet at the absolute zero.

It will be observed that the influence of rise of temperature on the specific heat is in the inverse order of the atomic weights of the metals compared, being greatest in the case of aluminium and least in the case of platinum. This appears to be generally true and is supported by the experiments of Behn ('Wiedemann's Ann.,' vol, 66, p. 237). It appears, therefore, that the usual application of the law of Dulong and Petit to the rectification of atomic weights is a rough empirical rule which, setting aside boron, carbon, silicon, and beryllium, is only available when the specific heats have been determined at comparatively low temperatures, usually, and most conveniently, between $0^{\circ}$ and $100^{\circ} \mathrm{C}$.

What mechanical properties of the metals are concerned in affecting the value of the specific heat is not known. The work done in expansion has apparently very little to do with it. Lead and platinum, for example, the atomic weights and specific heats of which are near together, have very different coefficients of expansion, that of lead being nearly ten times as great as that of platinum. I have, however, on the suggestion of Professor Perry, thought it of some interest to determine the specific heat of the remarkable nickel steel which is said to have a smaller dilatation than that of any other metal. The sample used was found by analysis to contain 35.92 per cent. of nickel, practically 36 per cent., with • 11 of carbon and about 30 of manganese. The mean specific heats observed at four widely separate temperatures show that there is decidedly an increase with rise of temperature to an extent about the same as in the case of nickel itself.

| Range of temperature. | Mean specific heat of <br> nickel steel. |
| :---: | :---: |
| -182 to +15 | .0947 |
| $15, "$ | 100 |
| $15 "$, | 360 |
| $15 "$ | 600 |

Evidence as to the cause of the difference between two such metals as nickel and silver has been sought by making comparative experiments with the two metals in the form of sulphide. These compounds were prepared by precipitation by hydrogen sulphide from solutions of the sulphate and nitrate respectively, and subsequent fusion of the dry sulphide with an excess of sulphur. If the differences between the metals are due to peculiarities of the atoms of each, similar differences would be

THE RELATION OF SPECIFIC HEAT TO ATOMIC WEIGHT.
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observed in the specific heats of their sulphides, in which presumably the atoms are separated. On the other hand, if the differences are due to molecular differences or to the properties of the metal in mass, somewhat different values for the specific heats might be obtained. In the result it was found that the mean specific heat of silver sulphide is less than that of nickel sulphide at all temperatures.

| Range of temperature. | Mean specific heats. |  |
| :---: | :---: | :---: |
|  | Nickel sulphide.* | Silver sulphide.* |
| -180 to +15 | .0972 | .0568 |
| $15, " 100$ | .1248 | .0737 |
| $15, " 324$ | .1333 | .0903 |

When these results are plotted in the same manner and on the same scale as shown for the metals in fig. 1 , the two curves for the sulphides are seen to be very similar to those for the metals. See fig. 3.


Fig. 3.

[^12]This, however, takes no account of the sulphur in the compounds, and though the molecular heat of each may be calculated and the mean atomic heats of the two metals so obtained, the result is of little value without a knowledge of the rate at which the specific heat of sulphur increases with temperature.

In conclusion, I desire again to acknowledge the skilful assistance of Mr. Sidnery Young in the experiments. I have also to thank Mr. Leonard Bathstow, Whit. Sch., for valuable help in the calculations.
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## 1. Introduction.

The motion of water in pipes and channels has been the subject of frequent investigation, both from the theoretical and the experimental side, and it is well known that while in some cases theory and experiment are in exact accord, yet in many others the experimental results differ widely from the calculated.

In some cases, while the theory holds for one set of conditions, it is found not to hold for conditions which at first do not appear to be fundamentally different.

A striking instance is that of the flow of a viscous liquid through a pipe of circular section, a case for which a strict mathematical solution can be obtained undercertain assumed conditions of flow. Experiment shows that the theory is verified if the pipe is of capillary bore and the motion small, while if the pipe is large and the motion appreciable, there is a large discrepancy between experiment and calculation. The discrepancy is due to the assumption that the motion is stream-line, a condition of things which is true for tubes of capillary bore, but in general is not true for tubes of appreciable diameter unless the motion is below a certain limit, fixed by the size of the pipe and the physical characteristics of the liquid. Above this limit, the motion is eddying and the hydrodynamical equations no longer apply.

The change from stream-line to eddy or sinuous motion was first studied by Osborne Peynolds, ${ }^{\text {, }}$ who showed that the determining factors in the case of a circular pipe depended on the dimensions of the pipe and the viscosity of the water. His results are based partly on deductions from the equations of motion for a viscous

[^13]fluid; thus, if we take the general equations of motion for an incompressible fluid subject to no external forces, as of type
$$
\frac{d u}{d t}=-\frac{1}{\rho}\left\{\frac{d}{d x}\left(p_{c x}+\rho u^{2}\right)+\frac{d}{d y}\left(p_{y x}+\rho u v\right)+\frac{d}{d z}\left(p_{x x}+\rho u u\right)\right\}^{*}
$$
and eliminate the pressures from the equations, we ohtain the accelerations in terms of different types. Thus, if we take the middle term, viz. $-\frac{1}{\rho} \frac{d}{d y}\left(p_{y x}+\rho u v\right)$, and for $\rho_{y x}$ write $\mu\left(\frac{d v}{d x}+\frac{d \prime \prime}{d y}\right)$, we get $-\frac{d}{d y}\left\{\frac{\mu}{\rho}\left(\frac{d v}{d x}+\frac{d u}{d y}\right)+u v\right\}$. Now, since $d v / d x$ and du/dy have the dimension of a velocity divided by a length and the other term has dimension of the square of a velocity, the relative values of these two terms are to one another as $\mu / c \rho$ to $v$, where $c$ is a length, say the radius of the tube.

The equations do not show in what way the motion depends upon this relation, but it was inferred that the eddying motion must depend on some definite relation between $v$ and $\mu / c \rho$, expressible in the form $v=k \mu / c \rho$, where $k$ is some constant.

The experimental observations were of two kinds, the earlier depending on the device of introducing a colour band into a glass pipe and observing the velocity at which break-down of the stream-line motion occurred, and the later method depending upon the fact that stream-line motion is associated with resistance proportional to the relocity, while for eddy motion the resistance is proportional to a higher power of the velocity.

Both methods showed that the critical velocity at which stream-line motion changed to eddy motion varied directly as the viscosity, and inversely as the radius of the pipe.

## Object of the Experiments.

In the experimental verification of the temperature effect upon the critical velocity a satisfactory agreement was obtained with the formula, but as the range of temperature was extremely limited, it was pointed out that "it would be desirable to make experiments at higher temperature; but there were great difficulties about this, which caused me, at all events for the time, to defer the attempt." $\dagger$

It does not appear that such experiments have since been made, and although the dificulties were not estimated lightly, it seemed worth while to attempt experiments through a much larger range of temperature.

Scope of the Experiments.
Although it would be eminently satisfactory to make experiments throughout the whole range of temperature of water, yet the experimental difficulties of maintaining

> * 'Phil. Trans.', A, 1895, p. 131.
> $\dagger$ 'Phil. Trans.,' 1883, p. 977
a uniform temperature in the pipe increase in a much greater ratio than the increase of temperature beyond, say, $50^{\circ} \mathrm{C}$., and there are other difficulties, due to convection and evaporation, which made it desirable to limit the investigation, at any rate for the time, to a range of $45^{\circ}$ to $50^{\circ} \mathrm{C}$. With these limits it was found that the decrease or increase of temperature along the pipe, when thickly lagged, was inconsiderable, and the correction to be applied was therefore small and not likely to cause an appreciable error. In order to carry on experiments at a higher temperature, it would apparently be necessary to surround the experimental tube with a waterjacket maintained at the same temperature as the water in the tank, otherwise drop of temperature along the pipe would be so considerable as to seriously increase the chances of error.

## Method of Experiment.

The principle of the method is the same as originally devised by Osborna Reynolds, but the manner of carrying out the work differed somewhat in detail.

The method of colour bands is unsuitable for water at a high temperature, as it is impossible to eliminate the effect of conduction and convection, and the water consequently never comes to rest; moreover, experiments by this method lead to a different form of the criterion, viz., the maximum limit at which stream-line motion is possible, while experiments on the variation in the resistance of pipes lead to the minimum criterion, viz., that at which eddies change to steady motion. This latter method is also more likely to be accurate, for the maximum velocity of stream-line motion depends upon external causes, which influence it to a remarkable extent. Experiments were made with the tank in the laboratory to discover how far streamline motion could be carried under favourable conditions; the tank rests directly upon the ground, and after water at the temperature of the room had been allowed to stand therein for two or three days, stream-line motion in pipes could be maintained at higher velocities than that given by the upper limit formula for the critical velocity $v_{c}$, viz. :

$$
v_{c}=\frac{1}{43 \tau 9} \frac{f(\tau)}{1}, *
$$

the units being metres and degrees centigrade, a result no doubt due to the complete absence of vibration in the tank, which was founded on rock, and also the freedom of the water from sediment.

Moreover, it is easy to lower the critical velocity by subjecting the water to a disturbing cause; thus fine matter in suspension in the water will lower the critical velocity. Tapping the pipe or interposing therein a piece of wire gauze will also act likewise; in fact, the point of break-down can be varied within wide limits according to the circumstances.

Whatever be the disturbing causes, however, if stream-line motion exists, the
relation of slope to velocity is a perfectly definite one at a definite temperature for the flux. being expressed by the equation

$$
q=\frac{\pi r^{4}}{8 \mu}\left(\frac{B_{1}-p_{1}}{l}\right) \cdot \%
$$

If we write $\bar{c}=\frac{q}{\pi r^{2}}$ and $\frac{p_{1}-p_{2}}{l}=i$, we obtain $\bar{v}=\frac{p^{2}}{8 \mu} i$, and this relation between $\bar{v}$ and $i$, plotted logarithmically, is, at a definite temperature, a line inclined at $45^{\circ}$ to the axes.

Slightly abore critical velocity, it can be shown experimentally that no definite relation exists, but well above this point, where the motion is perfectly eddying, it can be shown experimentally that the relation between $\bar{v}$ and $i$ is a perfectly definite one at a definite temperature, and is expressed by some straight line inclined at an angle $\operatorname{tin}^{-1} n$, where $n$ is a constant for any particular pipe.

It therefore appears that the minimum critical velocity is the intersection of the two branches of the logarithmic homologue ; and throughout this paper this point has been taken as the critical velocity for the temperature considered.

As the experiments below the critical relocity require apparatus for measuring pressures of extreme accuracy and limited range, while above the critical velocity the limit of accuracy is relatively less important and the range is large, it simplifies matters to take a series of runs at different temperatures below the critical velocity without any change. and afterwards to take runs above the critical velocity. With this method the variation of temperature during a single series is small, and the correction to a standard temperature is generally negligible.

> Apparatus used in the Experiments.

The experimental tank A, fig. 1, is of cast-iron, 5 feet square in section and about


Fig. 1.
30 teet in height, its base resting upon the earth, so that the water in it is not easily disturbed hy external causes. It is provided with a steam heater for the inflowing * Lambe's • Hydrodynamics,' p. 521.
water, and there is a direct steam connection to the boiler room, so that steam can be blown directly into the tank. About 8 feet above the base there is an opening, B , in the middle of one side, through which the tube $C$ was inserted, its bell-mouth being placed at the centre ; and at suitable distances apart pressure chambers, $D$, were formed and comected up to the U-gauge E. The flow of water was controlled by a valve, $F$, and on the prolongation of the pipe a three-way plug valve, $G$, was inserted, so that the water could run to waste through the pipe $H$, or could be discharged, by the pipe J, into the glass flask K. The handle of this tap was provided with a flexible brass plate, L, in circuit with a chronograph, so that at the middle of its swing a circuit was completed by the contact of the brass strip with the pipe, and a record was obtained on the drum of the chronograph. This latter instrument was furnished with two pens, marking in opposite directions, one ticking seconds and the other operating at the begimning and end of each run. This arrangement tends to prevent errors in reading.

The pressure chambers were of a special design and consisted of three separate pieces, the outer one (A) of which couples the parts $B$ and $C$ together, leaving a continuous opening, D , which may be of any required width. In the present case, the two sides forming the slit were separated by an interval not more than $\frac{1}{200}$ inch, so as to prevent, as far as possible, any interference with stream-like flow. The part $B$ is recessed to form a pressure chamber, P , connected to the gauge by an opening, E . The parts B and C are faced so that when drawn together by the coupling A, they form a water-tight joint at F, and the ends of the pipe are screwed into


Fig. 2. corresponding recesses in B and C . This form of pressure chamber has several advantages. The continuous opening gives an accurate mean value of the pressure, and it can be faced without any burr ; moreover, it may be readily disconnected for inspection.

The pipe was of brass, without seam, and 6 feet in length between the pressure chambers; its mean diameter was determined by first weighing empty and then full of mercury. The mean diameter thus determined was 0.3779 inch.

## The Measurement of Pressure.

The accurate determination of the pressures at the given sections of the pipe is a matter of considerable difficulty, especially at the very low differences of head required for the accurate determination of the slope of pressure at velocities below the critical velocity. At the higher pressures, a $U$-tube containing mercury was
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found to answer all requirements. Errors due to the inequalities of the tube were got rid of by measurements taken on both tubes, while a suitable correction was made for temperature. At the low velncities, considerable difficulties were experienced. The difference of heads between the two sections at the lowest velocities was about 005 inch of mercury, and as this must be read very accurately. it became a matter of such difficulty that a new gauge was made and filled with carbon bisulphide. A number of trials were made, but it was found that the carbon bisulphide was very stuggish in action, and, unless a very considerable time was allowed between every two successive runs, its readings could not be relied upon. Another and more serious defect was the shape of the falling meniscus. which rarely assumed its proper form, so as to afford a definite measurement. This was due to the adherence of the carbon bisulphide to the glass; and in spite of repeated cleanings with different re-agents, no decided improvement was made and the gauge was abandoned. A return was made to the mercury gauge, and the cathetometer was replaced by micrometer microscopes, which had been carefully calibrated beforehand. These afforded much better results, but the observations were still irregular. Finally, the solution of the difficulty was found by turning the $U$-gauge upside down and imprisoning in its upper part a fixed colunm of air above the water in both limbs of the gauge.

At first sight this might not seem to be a good arrangement, since any small variation of temperature will affect the imprisoned volume of air considerably, but this affects both legs equally, and there is no error from this cause. A possible source of error is the creeping of air from the pipe to the gauges. This is extremely unlikely, as the air in this case must first descend. If any liberation of air occured from the water, its effect in altering the gauge would only be momentary.

In practice, this gauge proved extremely sensitive and the readings could be repeated very accurately.

The cathetometer used in reading the heights of the liquid in the $U$-tubes was of a standard pattern made by the Cambridge Scientific Instrument Company and capable of reading to $\frac{1}{100}$ of a millimetre.

## Stream-line Flow.

The determination of the relation of slope to pressure, for water in stream-line motion flowing through tubes of more than capillary size, is rendered somewhat difficult because of the smallness of the difference of pressure required to produce the flow. The difference may be increased by using a long length of pipe, or by using apparatus of extreme accuracy. The disposition of the permanent apparatus in the laboratory prevented the use of a pipe more than 6 feet in length between the pressure chambers; and at first considerable difficulty was experienced in obtaining
consistent results, but after many trials this was accomplished. A disturbing cause, which could not be altogether avoided, was the rise or fall of the temperature of the water as it flowed along the pipe; a fall if the temperature of the room was above the temperature of the water, and vice versad. This was partly removed by covering the pipe with thick cotton-wool lagging overlaid with flamel, and in order to obtain a mean value of the temperature of the water in the pipe a long-stem thermometer was fixed in the tank and another was immersed in the outflowing water, and a mean value of these readings was taken as the true temperature in the pipe.


A plot of the variations obtained is shown in fig. 3, in which the line $A B$ gives the temperature of the outflow water, CD the temperature of the tank, and EF the corresponding temperature of the room. The relation between the tank temperature and outflow temperature is shown to be practically a linear one, thereby warranting the correction.

In all, ten series of runs were made at temperatures covering the range, and the results obtained are recorded in the following table, and are shown on fig. 4 .

## Table I.

| Number of experiment. | Temperature, C. | Time, seconds. | Total weight of water discharged, pounds. | Difference of head in centimetres of water. | $\log r$, <br> $v$ in feet per second. | $\log h^{\prime}$, <br> $\pi^{\prime}$ in feet of water. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $4 \cdot 3$ | $121 \cdot 28$ | $7 \cdot 112$ | $3 \cdot 819$ | $0 \cdot 0815$ | 1.0975 |
| 2 | $4 \cdot 3$ | 188.84 | $9 \cdot 402$ | 3.209 | $0 \cdot 0102$ | $\overline{1} \cdot 0219$ |
| 3 | $4 \cdot 4$ | $148 \cdot 60$ | $6 \cdot 312$ | 2.713 | 1. 9412 | $\overline{2} \cdot 9491$ |
| 4 | $4 \cdot 5$ | $137 \cdot 71$ | 4. 204 | 1.921 | I. 7978 | $\overline{2} \cdot 7991$ |
| 5 | $4 \cdot 6$ | $164 \cdot 92$ | 4.033 | 1.539 | $\overline{1} \cdot 7016$ | 2.7028 |
| 6 | $4 \cdot 6$ | $198 \cdot 80$ | $3 \cdot 380$ | $1 \cdot 067$ | $\overline{1} \cdot 5436$ | 2. 5438 |
| 7 | $4 \cdot 7$ | 84. 26 | 1.336 | 0.999 | $\overline{1} .5134$ | $\overline{2} \cdot 5152$ |
| 8 | $4 \cdot 7$ | $152 \cdot 00$ | 1.540 | $0 \cdot 648$ | 1.3189 | $\overline{2} \cdot 3272$ |
| 9 | $11 \cdot 2$ | $141 \cdot 18$ | 6. 130 | $2 \cdot 315$ | $\overline{1} \cdot 9511$ | $\underline{\underline{2}} \cdot 8799$ |
| 10 | $11 \cdot 2$ | $168 \cdot 15$ | $5 \cdot 131$ | $1 \cdot 570$ | $\overline{1} \cdot 7978$ | $\overline{\mathrm{z}} \cdot 7133$ |
| 11 | 11.2 | $194 \cdot 18$ | $6 \cdot 686$ | $1 \cdot 811$ | $\overline{1} .8503$ | $\overline{2} \cdot 7733$ |
| 12 | $11 \cdot 2$ | $140 \cdot 40$ | $3 \cdot 318$ | 1.224 | I. 6868 | $\overline{\mathrm{V}} \cdot 6032$ |
| 13 | $11 \cdot 2$ | $199 \cdot 70$ | $3 \cdot 018$ | $0 \cdot 795$ | $\overline{1} \cdot 4925$ | $\overline{\mathrm{V}} \cdot 4158$ |
| 14 | $11 \cdot 3$ | $235 \cdot 68$ | $2 \cdot 407$ | 0.507 | I-3224 | $\overline{2} \cdot 2204$ |
| 15 | $11 \cdot 3$ | $175 \cdot 10$ | $1 \cdot 295$ | $0 \cdot 388$ | $\overline{1} \cdot 1824$ | $\underline{2} \cdot 1042$ |
| 16 | $16 \cdot 8$ | $70 \cdot 90$ | 1.991 | 1.221 | İ. 7621 | $\underline{\Sigma} \cdot 6020$ |
| 17 | $16 \cdot 8$ | 82.00 | 3•138 | 1.678 | $\overline{1} \cdot 8964$ | $\overline{2} \cdot 7401$ |
| 18 | 16.8 | 75.70 | $3 \cdot 565$ | $2 \cdot 088$ | $\overline{1} \cdot 9865$ | 2. 8351 |
| 19 | $16 \cdot 8$ | 83.53 | 2. 266 | 1-212 | $\overline{1} \cdot 7470$ | $\overline{2} \cdot 5988$ |
| 20 | $16 \cdot 8$ | 88.28 | 1-320 | 0.660 | $\overline{1} \cdot 4883$ | V. 3348 |
| 21 | $16 \cdot 8$ | $180 \cdot 43$ | $2 \cdot 707$ | $0 \cdot 668$ | $\overline{1} \cdot 4898$ | 2. 3401 |
| 22 | $16 \cdot 9$ | $143 \cdot 75$ | $1 \cdot 347$ | $0 \cdot 404$ | $\overline{1} \cdot 2855$ | 玉.1215 |
| 23 | $16 \cdot 9$ | $123 \cdot 00$ | $4 \cdot 439$ | $1 \cdot 594$ | $\overline{1} \cdot 8710$ | 2. 7178 |
| 24 | $18 \cdot 0$ | $188 \cdot 60$ | $7 \cdot 150$ | 1.671 | 1. 8825 | 玉.7380 |
| 25 | $18 \cdot 0$ | $159 \cdot 35$ | 4.821 | 1-304 | 1. 7945 | 2.6302 |
| 26 | $18 \cdot 0$ | $182 \cdot 55$ | 3.973 | $0 \cdot 932$ | $\overline{1} \cdot 6515$ | 2. 484.4 |
| 27 | $18 \cdot 1$ | $187 \cdot 30$ | $3 \cdot 926$ | $0 \cdot 931$ | $\overline{1} \cdot 6353$ | $\overline{2} \cdot 4839$ |
| 28 | $18 \cdot 1$ | $190 \cdot 15$ | $2 \cdot 713$ | 0.604 | $\overline{1} \cdot 4682$ | $\overline{2} \cdot 2960$ |
| 29 | $18 \cdot 1$ | $181 \cdot 53$ | 1. 208 | 0.183 | $\overline{1} \cdot 1368$ | S. 7775 |
| 30 | $18 \cdot 1$ | $181 \cdot 30$ | $3 \cdot 790$ | $0 \cdot 886$ | $\overline{1} \cdot 6340$ | $\overline{2} \cdot 4624$ |
| 31 | $18 \cdot 2$ | $111 \cdot 25$ | $1 \cdot 155$ | $0 \cdot 456$ | $\overline{1} \cdot 3301$ | $\overline{2} \cdot 1740$ |
| 32 | $18 \cdot 2$ | $346 \cdot 40$ | 10.932 | $1 \cdot 376$ | $\overline{1} \cdot 8129$ | $\overline{2} \cdot 6536$ |
|  | 27.2 | $135 \cdot 85$ | 4. 594 | 1.232 | $\overline{1} \cdot 8445$ | $\overline{2} \cdot 6059$ |
| 34 | $27 \cdot 2$ | $166 \cdot 33$ | $4 \cdot 782$ | $1 \cdot 020$ | $\overline{1} \cdot 7733$ | - . 5239 |
| 35 | $27 \cdot 2$ | $135 \cdot 12$ | $2 \cdot 929$ | 0. 779 | $\overline{1} \cdot 6508$ | $\overline{2} \cdot 4068$ |
| 36 | $27 \cdot 2$ | $177 \cdot 30$ | $3 \cdot 140$ | $0 \cdot 660$ | 1. 5629 | 2. 3348 |
| 37 | $27 \cdot 1$ | $195 \cdot 48$ | $2 \cdot 294$ | $0 \cdot 443$ | 1. 3842 | $\underline{2} \cdot 1617$ |
| 38 | $27 \cdot 1$ | $139 \cdot 78$ | 6. 300 | 1.674 | 1. 9684 | $\underline{2} \cdot 7391$ |
| 39 | $27 \cdot 1$ | $83 \cdot 33$ | $\pm \cdot 404$ | $2 \cdot 028$ | 0.0378 | 2. 8224 |
| 40 | $31 \cdot 1$ | $175 \cdot 83$ | 8.218 | 1.628 | 1.9848 | হ.7263 |
| 41 | $31 \cdot 1$ | $123 \cdot 95$ | $\pm \cdot 346$ | $1 \cdot 172$ | I. 8601 | $2 \cdot 5837$ |
| 42 | $31 \cdot 1$ | $146 \cdot 55$ | $3 \cdot 717$ | $0 \cdot 851$ | $\overline{1} \cdot 7194$ | - $2 \cdot 4446$ |
| 43 | $31 \cdot 1$ | $150 \cdot 30$ | 1.334 | 0-304 | 1. 2635 | 3. 9976 |

Table I.-continued.

| Number of experiment. | Temperature, C. | Time, seconds. | Total weight of water discharged, pounds. | Difference of head in centimetres of water. | $\begin{aligned} & \log v, \\ & v \text { in feet per } \\ & \text { second. } \end{aligned}$ | $\log h^{\prime}$, <br> $k^{\prime}$ in feet of water. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 44 | $34 \cdot 5$ | $157 \cdot 70$ | $4 \cdot 329$ | 0.871 | 1. 7541 | 2. 4555 |
| 45 | $34 \cdot 5$ | $105 \cdot 60$ | $5 \cdot 563$ | $1 \cdot 713$ | -0372 | $\overline{\mathrm{2}} \cdot 7490$ |
| 46 | $34 \cdot \frac{1}{4}$ | $96 \cdot 68$ | 3.745 | 1.214 | I-9037 | 亏2. 5995 |
| 47 | $34 \cdot 4$ | $158 \cdot 10$ | 4-122 | $0 \cdot 767$ | 1.7317 | $\overline{\mathrm{a}} \cdot 4001$ |
| 48 | $34 \cdot 3$ | $222 \cdot 02$ | $3 \cdot 487$ | $0 \cdot 463$ | $\overline{1} \cdot 5117$ | $\overline{2} \cdot 1809$ |
| 49 | $34 \cdot 2$ | $138 \cdot 63$ | $2 \cdot 105$ | $0 \cdot 458$ | $\overline{1} \cdot 4969$ | $\overline{\mathrm{a}} \cdot 1762$ |
| 50 | $34 \cdot 2$ | $301 \cdot 23$ | $3 \cdot 551$ | 0-357 | $\overline{1} \cdot 3870$ | $\overline{2} \cdot 0680$ |
| 51 | $38 \cdot 0$ | $251 \cdot 10$ | 9-849 | 1-179 | 1. 9098 | $\overline{2} \cdot 5866$ |
| 52 | $38 \cdot 0$ | $141 \cdot 37$ | 6.872 | $1 \cdot 477$ | . 0031 | $\overline{2} \cdot 6844$ |
| 53 | $37 \cdot 9$ | $112 \cdot 45$ | 3.893 | $1 \cdot 027$ | 1. 8556 | $\overline{2} \cdot 5265$ |
| 54 | $37 \cdot 8$ | $265 \cdot 68$ | $6 \cdot 681$ | 0.719 | 1. 7169 | $\overline{2} \cdot 3717$ |
| 55 | $37 \cdot 8$ | 194.45 | $3 \cdot 518$ | $0 \cdot 497$ | $\overline{1} \cdot 5738$ | $\overline{2} \cdot 2114$ |
| 56 | $37 \cdot 7$ | $162 \cdot 95$ | $2 \cdot 043$ | $0 \cdot 371$ | $\overline{1} \cdot 4144$ | $\overline{2} \cdot 0844$ |
| 57 | $37 \cdot 7$ | 148.73 | $2 \cdot 318$ | $0 \cdot 442$ | I. 5089 | $\overline{\mathrm{2}} \cdot 1604$ |
| 58 | $42 \cdot 4$ | $140 \cdot 27$ | 5. 365 | 1.031 | İ. 8998 | $\overline{\mathrm{a}} .5281$ |
| 59 | $42 \cdot 4$ | $121 \cdot 07$ | $3 \cdot 532$ | $0 \cdot 779$ | 1. 7820 | $\overline{2} \cdot 4064$ |
| 60 | $42 \cdot 3$ | $130 \cdot 38$ | 2.879 | $0 \cdot 583$ | $\overline{1} \cdot 6613$ | $2 \cdot 2806$ |
| 61 | $42 \cdot 3$ | $158 \cdot 38$ | $2 \cdot 720$ | $0 \cdot 474$ | 1-5520 | $\overline{2} \cdot 1907$ |
| 62 | $42 \cdot 2$ | 229•33 | $3 \cdot 384$ | 0.397 | 1-4860 | $\overline{\mathrm{2}} \cdot 1137$ |
| 63 | $42 \cdot 2$ | $167 \cdot 63$ | 1.825 | $0 \cdot 294$ | İ.3541 | $\overline{3} .9832$ |
| 64 | $42 \cdot 1$ | $124 \cdot 75$ | $4 \cdot 365$ | 0.933 | $\overline{1} \cdot 8611$ | $\overline{2} \cdot 4848$ |
| 65 | $49 \cdot 5$ | $213 \cdot 65$ | $3 \cdot 673$ | $0 \cdot 417$ | $\overline{1} \cdot 5539$ | $\overline{2} \cdot 1351$ |
| 66 | $49 \cdot 4$ | $268 \cdot 15$ | 7.015 | $0 \cdot 637$ | 1. 7362 | $\overline{2} \cdot 3191$ |
| 67 | $49 \cdot 3$ | $162 \cdot 93$ | $5 \cdot 766$ | $0 \cdot 836$ | 1-8745 | $\underline{2} \cdot 4372$ |
| 68 | $49 \cdot 0$ | $303 \cdot 75$ | 1-929 | 0.153 | 1.1214 | $\overline{3} \cdot 6997$ |
| 69 | $48 \cdot 9$ | $134 \cdot 80$ | 2. 383 | $0 \cdot 423$ | I. 5660 | $\overline{\mathrm{2}} \cdot 1413$ |
| 70 | $48 \cdot 8$ | $162 \cdot 05$ | $3 \cdot 839$ | $0 \cdot 578$ | $\overline{1} \cdot 6930$ | $\underline{2} \cdot 2769$ |
| 71 | $48 \cdot 7$ | $139 \cdot 88$ | $4 \cdot 692$ | 0.794 | $\overline{1} \cdot 8440$ | $\overline{2} \cdot 4148$ |

In this table the observations are recorded in Columns 2, 3, 4 and 5, and from Columns 3 and 4 the mean values of the velocity of the water in feet per second have been calculated, and the logarithms of these quantities are given in Column 6. The observed differences of head given in Column 5 have been reduced to feet of water, $h^{\prime}$, to correspond, and the values of $\log h^{\prime}$ are given in Column 7.

In most cases, owing to the large volume of water in the tank (usually not less than 300 cubic feet), the temperature remained remarkably steady during the runs forming a series, and no correction for temperature was necessary, and none was made unless the temperature differed more than $0^{\circ} \cdot 1 \mathrm{C}$. In some cases, however, a much greater variation was met with, especially at the higher temperatures, and correction was necessary, not only in this series, but in the second series when the
motion was eddy or sinuous. The correction factor to be applied may be obtained as follows :-

If we assume that in stream-line motion or sinuous motion the total resistance $i$ depends on powers of the pipe radius, the kinematic viscosity, the density and the velocity, we may write, with the usual notation,

$$
i=\operatorname{li}_{2} \nu^{2} \nu^{y} \rho^{*} v^{\prime \prime}
$$

where $r=$ radius of the pipe,

$$
\begin{aligned}
& \nu=\text { coefficient of kinematic viscosity } \\
& \rho=\text { density } \\
& \bar{v}=\text { mean velocity of water along the pipe, } \\
& k=\text { a constant. }
\end{aligned}
$$

Dimensionally this equation becomes

$$
\left.\frac{[\mathrm{M}][\mathrm{L}]}{\left[\mathrm{T}^{2}\right]}=[\mathrm{L}]^{x}\left[\frac{\mathrm{~L}^{2}}{\mathrm{~T}}\right]^{y}\right]^{y}\left[\begin{array}{l}
\mathrm{M} \\
\mathrm{~L}^{3}
\end{array}\right]^{=}\left[\begin{array}{l}
\mathrm{L} \\
\mathrm{~T}
\end{array}\right]^{n},
$$

[giving the relations

$$
z=1, \quad x+2 y-3 z+n=1, \quad y+n=2
$$

and therefore

$$
i=k \rho i^{n} v^{2-n} v^{n}
$$

For the case of stream-line motion, $n=1$ giving

$$
i=k \rho i \nu v .
$$

For the case of sinuous motion $n$ is greater than unity, and we may write the equation

$$
\begin{aligned}
i & =\operatorname{ki} \rho \frac{\mu^{2-n}}{\rho^{2-n}} r^{n \prime \prime} v^{n} \\
& =\mathrm{K} \mu^{2-n} \rho^{n-1}, \quad \text { where } \mathrm{K}=\operatorname{k} v^{n+1} \gamma^{n \prime \prime}
\end{aligned}
$$

Taking logarithms, we get

$$
\log i=\log \mathrm{K}+(2-n) \log \mu+(n-1) \log \rho
$$

Differentiating with cc constant, we obtain

$$
\frac{1}{i} \frac{d i}{d \tau}=(2-n) \frac{1}{\mu} \frac{d \mu}{d \tau}+(n-1) \frac{1}{\rho} \cdot \frac{d \rho}{d \tau} .
$$

Now $\mu=\frac{c}{1+\alpha \tau+\beta \tau^{2}}$, therefore $\frac{1}{\mu} \frac{d u}{d \tau}=\frac{-(\alpha+2 \beta \tau)}{1+\alpha \tau+\beta \tau^{2}}$, and $\rho=\rho_{0}(1-\gamma t)$ approximately, therefore

$$
\frac{1}{\rho} \frac{d \rho}{d \tau}=-\frac{\gamma}{1-\gamma \tau}
$$

Hence

$$
\left.\frac{d i}{i}=-(2-n) \frac{\alpha+2 \beta \tau}{1+\alpha \tau+\beta \tau^{2}} d \tau+(1-n) \frac{\gamma}{1-\gamma \tau} d \tau \cdot\right]^{*}
$$

For stream-line motion $n=1$, and the values of $\alpha$ and $\beta$ taken from Poiseuilde's formula are

$$
\alpha=\cdot 03368, \quad \beta=\cdot 000221
$$

The value of $\gamma$ for water is approximately $\cdot 00048$, and hence the second term is never important, and the first term is only important where $d \tau$ is large (and the term $\alpha+2 \beta \tau$ is not small).

For stream-line motion the correction for a difference of $1^{\circ}$ at $10^{\circ} \mathrm{C}$. is approximately $\cdot 028$, while at $50^{\circ} \mathrm{C}$. it is $\cdot 017$.

The observations recorded in the table, corrected to a mean temperature, are plotted in fig. 4. [tThe diagram shows the logarithmic homologues for stream-line motion in the pipe at ten different temperatures between $4^{\circ} \mathrm{C}$. and $50^{\circ} \mathrm{C}$., and these are represented by a series of straight lines equally inclined to the axes of co-ordinates. The mean temperatures to which the observations have been reduced are as follows :-

| Experiments. | Reduced to a mean temperature Centigrade of | Corresponding lines on fig. 4. |
| :---: | :---: | :---: |
| $\begin{array}{rrr} 1 & \text { to } & 8 \\ 9 & , " 15 \\ 16 & , " & 23 \\ 24 & " & 32 \\ 33 & ", & 39 \\ 40 & ", 43 \\ 44 & ", 50 \\ 51 & , & 57 \\ 58 & , " & 64 \\ 65 & , " & 71 \end{array}$ | $\begin{aligned} & 4 \cdot 5 \\ & 11 \cdot 2 \\ & 16 \cdot 8 \\ & 18 \cdot 1 \\ & 27 \cdot 2 \\ & 31 \cdot 1 \\ & 34 \cdot 4 \\ & 37 \cdot 8 \\ & 42 \cdot 3 \\ & 49 \cdot 3 \end{aligned}$ | $\begin{array}{r} 1 \\ 2 \\ 3 \\ 3 \\ 4 \\ 5 \\ 6 \\ 7 \\ 8 \\ 9 \\ 10 \end{array}$ |

These lines were] found to agree closely with the formula

$$
q=\frac{\pi r^{2}}{8 \mu} \cdot \frac{p_{1}-p_{2}}{l}, \downarrow
$$

where $r$ is the radius of the pipe, $p_{1}$ and $p_{2}$ the pressures at the ends, $l$ the length of pipe, and $\mu$ is the coefficient of viscosity.
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This agreement is shown clearly by fig. 5, where the intersections of the logarithmic homologues with the zero ordinate are plotted with reference to the temperature as abscissa, and are compared with the intersections determined from the equation above, taking the value of $\mu$ according to Porseuille's formula. At temperatures between $5^{\circ}$ and $20^{\circ} \mathrm{C}$. the agreement is close, the values at $27^{\circ} 2$ and $31^{\circ}$ do not correspond very well, and there is a very fair agreement at the higher temperatures. The dotted lines on fig. 4 are the logarithmic homologues at the temperatures of $4^{\circ}$, $10^{\circ} \cdot 8,21^{\circ} \cdot 2,30^{\circ} .4,35^{\circ}, 39^{\circ}$ and $50^{\circ} \mathrm{C}$. respectively, and these have been interpolated by aid of figs. 4 and 5, in order to determine the intersections with the homologues for eddy motion also plotted on fig. 4, and which are referred to in the next section.

## The Relation of Slope to Velocity for Wuter in Eddy Motion.

A second series of experiments was now commenced with water in eddy motion to determine the relation between the loss of head and the velocity at a sufficient number of temperatures within the range.

It was extremely difficult to control the temperature, and so no attempt was made to obtain a series of runs with temperatures corresponding exactly to those obtained


Fig. 5.
for stream-line motion, nor was this necessary, as the logarithmic homologue for stream-line motion, corresponding to a similar one for eddy motion, was obtained by interpolation from figs. 4 and 5 . The observations were made under precisely the same conditions as before, except that in the pressure gauge mercury in contact with VOL. CCI.--A.
water was used instead of water in contact with air and the gauge was in its normal position with the connecting $U$ below.

After some preliminary trials, seven complete series of runs were made, covering the range of temperature, and the observations made are recorded in Table II., and the logarithmic plots are shown on fig. 4.

As slight differences of temperature were now of much less importance, the plotted results lie much better upon the mean line, and enable the value of $n$ to be determined with considerable accuracy.

Table II.

| Number of experiment. | Temperature, C. | Time, seconds. | Total weight of water discharged, pounds. | Difference of head in centimetres of mercury. | $\begin{aligned} & \log \ell \\ & r \text { in feet per } \\ & \text { secondl. } \end{aligned}$ | $\log h^{\prime}$, <br> $h '$ in feet of water. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 72 | $4 \cdot 0$ | $25 \cdot 05$ | $11 \cdot 849$ | $18 \cdot 313$ | -9882 | . 9119 |
| 73 | $t \cdot 0$ | $26 \cdot 00$ | 10.791 | $14 \cdot 631$ | -9313 | - 8144 |
| 74 | $4 \cdot 0$ | $36 \cdot 20$ | $12 \cdot 873$ | $11 \cdot 353$ | - 8642 | -7042 |
| 75 | $4 \cdot 0$ | $38 \cdot 48$ | 13.559 | 1].039 | -8602 | -6920 |
| 76 | $t \cdot 0$ | $49 \cdot 30$ | 12.780 | 6-520 | - 7270 | -4633 |
| 77 | $4 \cdot 0$ | $62 \cdot 05$ | $13 \cdot 198$ | +.612 | -6410 | . 3130 |
| 78 | $4 \cdot 0$ | $98 \cdot 08$ | $12 \cdot 603$ | $1 \cdot 945$ | -4221 | 1.9380 |
| 79 | $4 \cdot 1$ | $27 \cdot 50$ | $12 \cdot 868$ | $18 \cdot 028$ | . 9894 | - 9051 |
| 80 | $4 \cdot 1$ | $34 \cdot 83$ | 13.665 | $13 \cdot 327$ | - 9068 | . 7738 |
|  |  |  | 11.999 | 13.271 |  | - 7720 |
| 82 | $10 \cdot 8$ | $31 \cdot 10$ | 12.605 | $13 \cdot 422$ | - 9224 | . 7763 |
| 83 | $10 \cdot 8$ | $46 \cdot 80$ | $12 \cdot 748$ | $6 \cdot 719$ | - $748 t$ | -4758 |
| 84 | $10 \cdot 8$ | $62 \cdot 95$ | $13 \cdot 257$ | $4 \cdot 300$ | -6368 | -2820 |
| 85 | $10 \cdot 8$ | $120 \cdot 60$ | $13 \cdot 235$ | 1-392 | - 3537 | I. 7921 |
| 86 | $10 \cdot 8$ | 25.86 | $12 \cdot 221$ | $17 \cdot 469$ | . 9878 | - 8908 |
| 87 | 10.9 | 34.74 | $13 \cdot 131$ | $11 \cdot 852$ | - 8908 | -7223 |
| 88 | $10 \cdot 9$ | $5 \cdot 58$ | $13 \cdot 006$ | $5 \cdot 137$ | -6808 | -3592 |
| 89 | $10 \cdot 9$ | $100 \cdot 00$ | 13.405 | $1 \cdot 967$ | - 4406 | 1. 9423 |
| 90 | $21 \cdot 2$ | $28 \cdot 38$ | 12.037 | $13 \cdot 481$ | . 9416 | . 7754 |
| 91 | $21 \cdot 2$ | $34 \cdot 62$ | $12 \cdot 864$ | $10 \cdot 701$ | -8841 | -6771 |
| 92 | $21 \cdot 2$ | $39 \cdot 58$ | $12 \cdot 444$ | 7-942 | -8815 | - 5476 |
| 93 | $21 \cdot 2$ | $51 \cdot 27$ | $12 \cdot 668$ | $5 \cdot 280$ | -7068 | $\cdot 3703$ |
| 94 | 21.2 | $70 \cdot 00$ | $13 \cdot 094$ | $3 \cdot 228$ | - 5859 | - 1567 |
| 95 | 21.2 | $114 \cdot 90$ | 12.797 | 1.265 | -3609 | 1. 7498 |
| 96 | $21 \cdot 2$ | $32 \cdot 82$ | $12 \cdot 894$ | 11.882 | -9803 | . 7227 |
|  |  |  | $13 \cdot 250$ | $16 \cdot 206$ | $1 \cdot 0090$ | - 8573 |
| 98 | $30 \cdot 4$ | $24 \cdot 66$ | $11 \cdot 960$ | $16 \cdot 145$ | 1-0009 | - 8556 |
| 99 | $30 \cdot 4$ | 28.93 | $12 \cdot 679$ | $13 \cdot 536$ | - 9569 | . 7791 |
| 100 | $30 \cdot 4$ | $28 \cdot 49$ | $12 \cdot 851$ | $14 \cdot 138$ | -9693 | -7979 |
| 101 | $30 \cdot 4$ | 31.75 | $12 \cdot 639$ | $11 \cdot 42$ | - 9151 | -7072 |
| 102 | $30 \cdot 4$ | $45 \cdot 6 \pm$ | 12.908 | $6 \cdot 326$ | -7665 | - $4+87$ |
| 103 | $30 \cdot 4$ | $61 \cdot 05$ | $12 \cdot 870$ | $3 \cdot 743$ | -6390 | - 2208 |
| 104 | $30 \cdot 4$ | $83 \cdot 60$ | 12.580 | $2 \cdot 122$ ' | - 4926 | 1.9743 |
| 105 | $30 \cdot 4$ | $127 \cdot 70$ | 12.968 | 1.082 | - 3218 | T-6818 |
| 106 | $30 \cdot 4$ | $25 \cdot 11$ | $11 \cdot 995$ | $15 \cdot 525$ | -9942 | - 8442 |

Table II.-continued.

| Number of experiment. | Temperature, ${ }^{\circ} \mathrm{C}$. | Time, seconds. | Total weight of water. discharged, pounds. | Difterence of head in centimetres of mercury. | $\begin{aligned} & \log v \\ & v \text { in feet per } \\ & \text { seconrl. } \end{aligned}$ | $\log \pi$, <br> $h$ in feet of water. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 107 | $35 \cdot 0$ | $23 \cdot 05$ | 11.898 | $17 \cdot 415$ | $1 \cdot 0285$ |  |
| 108 | $35 \cdot 0$ | $22 \cdot 52$ | $11 \cdot 611$ | $17 \cdot 397$ | $1 \cdot 0277$ | $.8888$ |
| 109 | $35 \cdot 0$ | $27 \cdot 90$ | 11.854 | $12 \cdot 703$ | - 9440 | . 7518 |
| 110 | $35 \cdot 0$ | $42 \cdot 00$ | 13.034 | 7.213 | - 8075 | - 5060 |
| 111 | $35 \cdot 0$ | $54 \cdot 95$ | $12 \cdot 508$ | 4.231 | -6725 | - 2743 |
| 11.2 | $34 \cdot 9$ | $73 \cdot 40$ | 12.527 | $2 \cdot 541$ | - 5475 | -0529 |
| 113 | $34 \cdot 9$ | $26 \cdot 10$ | $13 \cdot 370$ | $17 \cdot 220$ | $1 \cdot 0252$ | -8839 |
| 114 | $40 \cdot 4$ | 23.57 | 12.311 | $17 \cdot 482$ |  |  |
| 115 | $39 \cdot 6$ | $25 \cdot 60$ | $10 \cdot 905$ | $11 \cdot 792$ | - 9458 | $\begin{array}{r} 8905 \\ .7195 \end{array}$ |
| 116 | $39 \cdot 2$ | $40 \cdot 50$ | $11 \cdot 869$ | $6 \cdot 526$ | . 7834 | $\begin{array}{r} 7195 \\ .462 t \end{array}$ |
| 117 | $38 \cdot 8$ | $56 \cdot 55$ | $12 \cdot 214$ | $3 \cdot 770$ | -6508 | . 2241 |
| 118 | $38 \cdot 5$ | $77 \cdot 14$ | $12 \cdot 308$ | $\cdots \cdot 228$ | - 51.91 | 广. 9997 |
| 119 | $38 \cdot 0$ | $24 \cdot 67$ | $12 \cdot 802$ | $17 \cdot 550$ | 1.0313 | . 8920 |
| 120 | $50 \cdot 5$ | 24.76 | $12 \cdot 531$ |  |  |  |
| 121 | 50.5 | $67 \cdot 20$ | $12 \cdot 771$ | $2 \cdot 933$ | - 5972 | . 1151 |
| 123 | $50 \cdot 0$ | $27 \cdot 18$ | $12 \cdot 245$ | 12.708 | . 9721 | . 7519 |
| 123 | $50 \cdot 0$ | $56 \cdot 48$ | 11.870 | $3 \cdot 340$ | -6410 | -1716 |
| 124 | $30 \cdot 0$ | $32 \cdot 40$ | $12 \cdot 928$ | $10 \cdot 492$ | . 9194 | - 6686 |
| 125 | $49 \cdot 8$ | $78 \cdot 40$ | $12 \cdot 346$ | $2 \cdot 147$ | . 5178 | I. 9796 |

The slopes of the lines for the different temperatures are shown in the accompanying table, and their mean value is $n=1 \cdot 731$.

| Temperature, ${ }^{\circ} \mathrm{C}$. | 4.0 | 10.8 | 21.2 | 30.4 | $35 \cdot 0$ | $39 \cdot 0$ | $50 \cdot 0$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n . . . . .$. | 1.722 | 1.733 | 1.740 | 1.734 | 1.738 | 1.737 | 1.715 |

The different values obtained are no doubt due to temperature errors, and this view is confirmed when it is seen that the variations fiom the mean value are greater the further the temperature of the water is from the temperature of the laboratory.

As there seems no reason to suppose that the value of $n$ varies with the temperature, the logarithmic homologues have been drawn at a mean inclination of $\tan ^{-1} 1.731 \mathrm{in}$ determining the critical velocity. The corrections to be applied for differences of temperature are now much smaller, and for the mean value of $n=1.731$ is found to be $\cdot 0076$ for a difference of $1^{\circ}$ from a temperature of $10^{\circ} \mathrm{C}$., and $\cdot 0047$ for the same difference at $50^{\circ} \mathrm{C}$. The observations for each series of runs in Table II. have been plotted to a mean temperature like those for stream-line motion, the temperatures corresponding to the interpolated homologues for stream-line motion described above.

## Critical Velocity.

It has been pointed out in an earlier section that no attempt was made to determine the velocity at which stream-line motion broke down, but that the intersections of the tivo sets of lines above and below critical velocity were used to determine the minimum critical velocity. This method of procedure amounts to the determination of the curve of intersection of two families of straight lines, whose positions are experimentally determined, and it is clear that if the points of intersection lie upon some straight line in the logarithmic plot, the variation of the critical velocity must follow the viscosity of the water linearly, while, if they do not, the law cannot be a linear one.

Fig. 4 shows the observations for stream-line flow, and the lines representing eddy motion are drawn thereon, and are produced to meet the interpolated lines for


Fig. 6.
stream-line flow (shown dotted); the points of meeting are found to lie very approxinately upon the straight line AB .

It is therefore apparent that these intersections vary as the viscosity, and they afford a verification of the formula.

This is brought out clearly by fig. 6 , in which the velocities so found are plotted directly with respect to temperature. As will be seen, less weight is given to the
observations in the neighbourhood of $30^{\circ}$, for the experimental results on streamline motion are probably less accurate, as was pointed out in a previous section. The law of variation is found to be approximately

$$
v_{e}{ }^{-1} \propto 1+0.03368 \mathrm{~T}+000156 \mathrm{~T}^{2}
$$

which agrees very closely with the variation in the viscosity of water, viz.,

$$
\mu^{-1} \propto 1+0.03368 \mathrm{~T}+\cdot 000221 \mathrm{~T}^{2}
$$

It may therefore be coucluded that for small pipes, over the range of temperature examined, the critical velocity of water varies directly as the viscosity.

In conclusion the authors desire to thank Professor Bovey for placing the hydraulic laboratory of McGill University at their disposal, and also Dr: Barnes, who gave much assistance during the progress of the work.
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\section*{PART I.}

\section*{Establishment and General Solution of the Equations of the Problem Discussed.}

\section*{§ 1. General Sketch of the Problem proposed.}

The consideration of the stresses and strains which occur in a rectangular parallelopiped of elastic material subjected to given surface forces over its six faces leads to one of the most general, as it is one of the oldest, problems in the Theory of Elasticity. Lamé, in his 'Leçons sur l'Elasticité des Corps solides,' published in 1852, describes it as "le plus difficile peut-être de la théorie mathématique de l'élasticité." In spite of repeated attempts, however, the problem remains still unsolved.

In its complete form it may be stated as follows:-
Let the origin be taken at the centre of the parallelopiped and the axes \(0 x, 0 y, 0 z\) parallel to its edges. Let the lengths of these edges be \(2 a, 2 b, 2 c\). Let \(u, v, u\) denote the displacements of any point \((x, y, z)\) parallel to the three axes, and, following the notation of Todhunter and Pearson's 'History of Elasticity,' let \(\widehat{s t}\) denote the stress, parallel to \(s\), across an elementary area perpendicular to \(t\), then we have the six stresses
\[
\left.\begin{array}{l}
\overparen{x x}=\lambda \delta+2 \mu \frac{d u}{d x}  \tag{1}\\
\widehat{y z}=\mu\left(\frac{d v}{d z}+\frac{d w}{d y}\right) \\
\widehat{y y}=\lambda \delta+2 \mu \frac{d v}{d y} \\
\overparen{z x}=\mu\left(\frac{d v}{d x}+\frac{d u}{d z}\right) \\
\widehat{z z}=\lambda \delta+2 \mu \frac{d w}{d z}
\end{array} \widehat{x y}=\mu\left(\frac{d u}{d y}+\frac{d v}{d x}\right), ~\right\}
\]
where \(\delta=\frac{d u}{d x}+\frac{d v}{d y}+\frac{d w}{d z}\), and \(\lambda, \mu\) are the elastic constants of Lamé.
Also \(u, v, w\) must satisfy, inside the material, the following differential equations,
\[
\left.\begin{array}{l}
(\lambda+\mu) \frac{d \delta}{d x}+\mu \nabla^{2} u=0  \tag{2}\\
(\lambda+\mu) \frac{d \delta}{d y}+\mu \nabla^{2} v=0 \\
(\lambda+\mu) \frac{d \delta}{d z}+\mu \nabla^{2} w=0
\end{array}\right\}
\]
where \(\nabla^{2} \equiv \frac{d^{2}}{d x^{2}}+\frac{d^{2}}{d y^{2}}+\frac{d^{2}}{d z^{2}}\), there being no body force acting on the matter inside the block. It is required to find the values of \(u, v, w\) at each point, subject to the condition that the stress across the outer faces \(x= \pm a, y= \pm b, z= \pm c\) shall be arbitrarily given at each point-regard being had, of course, to the conditions of rigid equilibrium of the block.

Since Tanés time the problem has been attacked by a large number of mathematicians, among them de Saint-Venant, Clebsch, Boussinesq, and more recently M. Mathieu, M. Ribière and Mr. J. H. Michell. Although they have not been able so far to obtain the solution of the problem as stated quite generally above, they have nevertheless made great progress with various particular cases, more especially those in which some of the dimensions of the block are large compared with the rest.

Fuller references to their work and to the results obtained by them are given in the historical summary at the end of this paper.

\section*{§ 2. Object of the Investigation.}

The object of the present investigation is to obtain the solution for the rectangular parallelopiped under an arbitrary system of surface loading in two cases, when the problem reduces to one of two dimensions, namely :-
(A) When two of the faces \(z= \pm c\) of the bar are constrained to remain plane and the stress applied to the other faces is independent of \(z\). In this case \(w=0, u\) and \(v\) are functions of \(x\) and \(y\) only. If the breadth \(2 c\) of the beam be sufficiently large, we may relinquish the constraint along the sides altogether, and we have thus the case of a thick plate bent in a plane perpendicular to its own plane. When the plate is made indefinitely thick we have two-dimensional strain in an infinite elastic solid with a plane boundary.
(B) When we make the assumption that \(\widehat{x z}\) and \(\widehat{y z}\) vanish at the boundaries \(z= \pm c\). while \(\overparen{z z}\) is actually zero throughout. That this will be very near the truth if \(c\) is very small is quite evident, so that in any case this condition will hold for a flat beam or girder whose height is large compared with its breadth.*

But it seems not improbable that it may continue to hold approximately up to a fairly large value of \(c\); we may remember that de Satnt-Venant. in his solution for flexure, assumes both \(\overparen{z z}\) and \(\overparen{y y}\) to be zero, in the case where his beam is unstressed except at the ends, and his solution is sufficient to satisfy all conditions. Obriously vertical pressures and tensions across the faces \(y= \pm b\) must introduce important stresses \(\widehat{y y}\), so that that part of de Saint-Venant's hypothesis, in the generalised problem, must go. Still it appears reasonable to suppose, on the whole, that, even for a beam where \(c\) and \(b\) are of the same order, we may, as a first approximation, retain the hypothesis \(\overparen{z z}=0\). Of course, eventually, as \(c\) increases a stress \(\overparen{z}\) must appear until when \(c\) is very large we reach the limiting case of problem ( 1 ) when this stress is sufficient to ensure the ranishing of the displacement \(w\).

If, however, \(c\) be not too large, so that we can suppose \(\widehat{z}\) sensibly zero throughout,
* September 13, 1902. I have, since writing the above, verified that a solution for rectangular beams does exist, which fulfils rigidly these conditions. It is, in fact, identical with part of Clebsch's solution for a thick plate.
then the mean values \(\mathrm{U}, \mathrm{V}\) taken across the breadth of the beam of the displacements \(u, v\) in the plane \(x y\) are found to satisfy two differential equations of the same form as the equations of elasticity when the displacements are independent of \(z\) and \(w=0\), with this change, that the elastic constant \(\lambda\) is replaced by another constant \(\lambda^{\prime}\). The mean stresses in the plane of \(x y\) are found by differentiation from U and V by similar formulx to those giving \(\widehat{x x}, \widehat{y y}, \widehat{x y}\) in terms of \(u, v\) for twodimensional strain.

Now the distribution of such mean stresses inside the beam is independent of the ratio \(\lambda^{\prime}: \mu\). This has been shown by Mr. J. H. Michell ('London Mathematical Society's Proceedings,' vol. 31, pp. 100-124). It had been previously pointed out by Stokes ('Phil. Mag.,' Ser. V., vol. 32, p. 503). The equations being of the same form in problems (A) and (B), there follows this curious result, that the distribution of stress inside the beam, consequent upon a given distribution of stress upon the upper and lower faces (this latter distribution being uniform with regard to the breadth of the beam) is the same when this breadth is very small and when it is very large.

\section*{§3. Establishment of the Equations.}

The centre of the rectangular beam being the origin, let its axis, which is supposed horizontal, be taken as axis of \(x\). The axis of \(y\) will be vertical and the axis of \(z\) horizontal. The bounding surfaces of the beam are \(x= \pm a, y= \pm b, z= \pm c\).

Using the notation explained in \(\S 1\), equations (2) may be written
\[
\begin{align*}
& \frac{d \overparen{x x}}{d x}+\frac{d \overparen{x y}}{d y}+\frac{d \overparen{x z}}{d z}=0  \tag{3}\\
& \frac{d \overparen{x y}}{d x}+\frac{d \widehat{y y}}{d y}+\frac{d \overparen{d y}}{d z}=0  \tag{4}\\
& \frac{d \overparen{z}}{d z}+\frac{d \widehat{z}}{d y}+\frac{d \overparen{z}}{d z}=0 \tag{5}
\end{align*}
\]

Integrate equations (3) and (4) with regard to \(z\) from \(-c\) to \(+c\). Then, noting
 the beam, and also that integration with regard to \(z\) and differentiation with regard to \(x\) and \(y\) are independent, we find
\[
\begin{aligned}
& \frac{d}{d x}\left[\int_{-c}^{+c} \widehat{x x} d z\right]+\frac{d}{d y}\left[\int_{-c}^{+c} \widehat{x y} d z\right]=0 \\
& \frac{d}{d x}\left[\int_{-c}^{+c} \widehat{x y} d z\right]+\frac{d}{d y}\left[\int_{-c}^{+\infty} \overparen{y y} d z\right]=0
\end{aligned}
\]

Now if we write \(\int_{-c}^{+c} \widehat{x x} d z=2 c \mathrm{P}, \int_{-c}^{+c} \overparen{y y} d z=2 c \mathrm{Q}, \int_{-c}^{+c} \widehat{x y} d z=2 c \mathrm{~S}\), then \(\mathrm{P}, \mathrm{Q}, \mathrm{S}\)
are the mean values of the two tractions and of the shear in the plane \(x y\)-taken, for any values of \(x, y\), across the breadth of the beam. These will in future be referred to as the mean stresses and often, for shortness, as the stresses.

We obtain, therefore, the equations
\[
\begin{equation*}
\frac{d \mathrm{P}}{d x}+\frac{d \mathrm{~S}}{d y_{i}}=0 \quad . \quad . \quad . \quad(6), \quad \frac{d \mathrm{~S}}{d x}+\frac{d \mathrm{Q}}{d y}=0 \tag{7}
\end{equation*}
\]

Now consider equations (1), namely,
\[
\begin{gather*}
\widehat{x x}=\lambda\left(\frac{d u}{d x}+\frac{d v}{d y}\right)+2 \mu \frac{d u}{d x}+\lambda \frac{d v}{d z} .  \tag{8}\\
\widehat{y y}=\lambda\left(\frac{d u}{d x}+\frac{d v}{d y}\right)+2 \mu \frac{d v}{d y}+\lambda \frac{d v}{d z} .  \tag{9}\\
\widehat{z z}=\lambda\left(\frac{d u}{d x}+\frac{d v}{d y}\right)+(\lambda+2 \mu) \frac{d w}{d z} .  \tag{10}\\
\widehat{x y}=\mu\left(\frac{d u}{d y}+\frac{d v}{d x}\right) . \tag{1}
\end{gather*}
\]

If we integrate (8), (9), and (11) with regard to \(z\) from \(-c\) to \(+c\), we have
\[
\begin{align*}
& \mathrm{P}=\lambda\left(\frac{d \mathrm{U}}{d x}+\frac{d \mathrm{~V}}{d y}\right)+2 \mu \frac{d \mathrm{U}}{d x}+\lambda\left(\frac{w_{+c}-w_{-c}}{2 c}\right) .  \tag{12}\\
& \mathrm{Q}=\lambda\left(\frac{d \mathrm{U}}{d x}+\frac{d \mathrm{~V}}{d y}\right)+2 \mu \frac{d \mathrm{~V}}{d y}+\lambda\left(\frac{w_{+c}-w_{-c}}{2 c}\right) .  \tag{13}\\
& \mathrm{S}=\mu\left(\frac{d \mathrm{U}}{d y}+\frac{d \mathrm{~V}}{d x}\right) . . . . . . . \tag{14}
\end{align*}
\]
where \(\mathrm{U}=\frac{1}{2 c} \int_{-c}^{+c} u d z, \quad \mathrm{~V}={ }_{2 c}^{1} \int_{-\varepsilon}^{+o} v d z\) are the mean displacements in the plane of \(x y\) taken across the breadth of the beam for any point \((x, y)\). They will be referred to as the mean displacements. Besides these there is a variable \(\left(w_{+c}-w_{-c}\right) / 2 c\) which has to be eliminated somehow.

One way of doing this is by integrating (10) in the same way. We obtain
\[
\frac{1}{2 c} \int_{-c}^{+c-} z z d z=\lambda\left(\frac{d \mathrm{U}}{d x}+\frac{d \mathrm{~V}}{d y}\right)+(\lambda+2 \mu)\left(\frac{w_{+c}-w_{-c}}{2 c}\right) .
\]

Now if, as explained in the last section, \(\overparen{\approx z}\) may be treated as small, so that its mean value across the breadth of the beam may be neglected, we have
\[
\frac{w_{+c}-w_{-c}}{2 c}=-\frac{\lambda}{\lambda+2 \mu}\left(\frac{d \mathrm{U}}{d v}+\frac{d V}{d y}\right) .
\]

Substituting for \(\left(w_{+o}-w_{-c}\right) / 2 c\), the equations for P and Q become
\[
\begin{gather*}
\mathrm{P}=\lambda^{\prime}\left(\frac{d \mathrm{U}}{d x}+\frac{d \mathrm{~V}}{d y}\right)+2 \mu \frac{d \mathrm{U}}{d x} .  \tag{15}\\
\mathrm{Q}=\lambda^{\prime}\left(\frac{d \mathrm{U}}{d x}+\frac{d \mathrm{~V}}{d y}\right)+2 \mu \frac{d \mathrm{~V}}{d y} . \tag{16}
\end{gather*}
\]
where \(\lambda^{\prime}=2 \lambda \mu /(\lambda+2 \mu)\). Putting these into (6) and (7), we have
\[
\begin{align*}
& \left(\lambda^{\prime}+\mu\right) \frac{d}{d x}\left(\frac{d \mathrm{U}}{d x}+\frac{d \mathrm{~V}}{d y}\right)+\mu \nabla^{2} \mathrm{U}=0  \tag{17}\\
& \left(\lambda^{\prime}+\mu\right) \frac{d}{d y}\left(\frac{d \mathrm{U}}{d x}+\frac{d V}{d y}\right)+\mu \nabla^{2} \mathrm{~V}=0 \tag{18}
\end{align*}
\]
(15), (16), (17), and (18) are precisely of the same form as the stress-strain relations and the body equations of equilibrium for two-dimensional elastic strain, with the exception that \(\lambda^{\prime}\) is written for \(\lambda\). They will in fact be found to be identical with the equations satisfied by the displacements of an elastic plate under thrust in its own plane, as obviously they should be, since, when the beam is made indefinitely thin, the mean displacements \(\mathrm{U}, \mathrm{V}\) coincide with the actual displacements \(u, v\).

\section*{§4. General Solution of the Equations in Arbitrary Functions.}

If we write \(\frac{d \mathrm{U}}{d x}+\frac{d V}{d y}=\delta, \quad x+i y=\xi, \quad x-i y=\eta\), where \(i=\sqrt{ }-1\), so that \(\frac{d}{d x}+i \frac{d}{d y}=2 \frac{d}{d \eta}\) and \(\frac{d}{d x}-i \frac{d}{d y}=2 \frac{d}{d \xi}\), multiply (18) by \(i\) and add to (17), we find
\[
2\left(\lambda^{\prime}+\mu\right)_{d \eta}^{d \delta}+\mu \nabla^{2}(\mathrm{U}+i V)=0
\]

Multiply (18) by \(i\) and subtract from (17)
\[
2\left(\lambda^{\prime}+\mu\right) \frac{d \delta}{d \xi}+\mu \nabla^{2}(\mathrm{U}-i \mathrm{~V})=0
\]

But \(\nabla^{2}=4 \frac{d^{2}}{d \xi d \eta}\), and if \(\mathrm{T}=\mathrm{U}+i \mathrm{~V}, \mathrm{~W}=\mathrm{U}-i \mathrm{~V}\), then

Hence
\[
\begin{aligned}
\delta=\frac{d \mathrm{U}}{d x}+\frac{d \mathrm{~V}}{d y} & =\frac{d}{d \xi}(\mathrm{U}+i \mathrm{~V})+\frac{d}{d \eta}(\mathrm{U}-i \mathrm{~V}) \\
& =\frac{d \mathrm{~T}}{d \xi}+\frac{d \mathrm{~W}}{d \eta} .
\end{aligned}
\]
\[
\begin{aligned}
& \left(\lambda^{\prime}+\mu\right) \frac{d}{d \eta}\left(\frac{d \mathrm{~T}}{d \xi}+\frac{d \mathrm{~W}}{d \eta}\right)+2 \mu \frac{d^{2} \mathrm{~T}}{d \xi d \eta}=0 \\
& \left(\lambda^{\prime}+\mu\right) \frac{d}{d \xi}\left(\frac{d \mathrm{~T}}{d \xi}+\frac{d \mathrm{~W}}{d \eta}\right)+2 \mu \frac{d^{2} \mathrm{~W}}{d \xi d \eta}=0
\end{aligned}
\]

From these, by simple integration,
\[
\left.\begin{array}{l}
\left(\lambda^{\prime}+3 \mu\right) \frac{d \mathrm{~T}}{d \xi}+\left(\lambda^{\prime}+\mu\right) \frac{d \mathrm{~W}}{d \eta}=\phi^{\prime}(\xi) \\
\left(\lambda^{\prime}+\mu\right) \frac{d \mathrm{~T}}{d \xi}+\left(\lambda^{\prime}+3 \mu\right) \frac{d \mathrm{~W}}{d \eta}=\chi^{\prime}(\eta)
\end{array}\right\} \text { where } \phi^{\prime}(\xi), \chi^{\prime}(\eta) \text { are arbitrary functions, }
\]
whence
\[
\begin{aligned}
& \frac{d \mathrm{~T}}{d \xi}=\frac{1}{4 \mu}\left\{\phi^{\prime}(\xi)-\chi^{\prime}(\eta)\right\}+\frac{1}{4\left(\lambda^{\prime}+2 \mu\right)}\left\{\phi^{\prime}(\xi)+\chi^{\prime}(\eta)\right\}, \\
& \frac{d \mathrm{~W}}{d \eta}=\frac{1}{4\left(\lambda^{\prime}+2 \mu\right)}\left\{\phi^{\prime}(\xi)+\chi^{\prime}(\eta)\right\}-\frac{1}{4 \mu}\left\{\phi^{\prime}(\xi)-\chi^{\prime}(\eta)\right\},
\end{aligned}
\]
or
\[
\begin{align*}
\mathrm{T} & =\frac{1}{4 \mu}\left[\phi(\xi)-\xi \chi^{\prime}(\eta)\right]+\frac{1}{4\left(\lambda^{\prime}+2 \mu\right)}\left[\phi(\xi)+\xi \chi^{\prime}(\eta)\right]+\mathrm{F}(\eta)  \tag{19}\\
\mathrm{W} & =\frac{1}{4\left(\lambda^{\prime}+2 \mu\right)}\left[\eta \phi^{\prime}(\xi)+\chi(\eta)\right]-\frac{1}{4 \mu}\left[\eta \phi^{\prime}(\xi)-\chi(\eta)\right]+\mathrm{G}(\xi) \tag{20}
\end{align*}
\]
where \(\mathrm{F}(\eta), \mathrm{G}(\xi)\) are again arbitrary functions.
Hence \(U\) and \(V\) can be found almost immediately. Writing
\[
\begin{aligned}
& \mathrm{F}(\eta)-\frac{1}{4 \mu} \lambda^{\prime}+\mu \\
& \mathrm{\lambda}\left(\underline{2 \mu} \chi^{\prime}(\eta)=\mathrm{F}_{1}(\eta),\right. \\
& \mathrm{G}(\xi)-\frac{1}{4 \mu} \frac{\lambda^{\prime}+\mu}{\lambda^{\prime}+2 \mu} \xi \phi^{\prime}(\xi)=\mathrm{G}_{1}(\xi),
\end{aligned}
\]
we have

\(\mathrm{V}=\frac{i\left(\lambda^{\prime}+3 \mu\right)}{8 \mu\left(\lambda^{\prime}+2 \mu\right)}\{\chi(\eta)-\phi(\xi)\}-\frac{1}{4 ; \mu \lambda^{\prime}+2 \mu}+2\left(\chi^{\prime}(\eta)+\phi^{\prime}(\xi)\right)+\frac{i}{2}\left\{\mathrm{G}_{1}(\xi)-\mathrm{F}_{1}(\eta)\right\}\).
from which we obtain easily
\[
\begin{aligned}
& \mathrm{P}=\frac{3\left(\lambda^{\prime}+\mu\right)}{4\left(\lambda^{\prime}+2 \mu\right)}\left\{\phi^{\prime}(\xi)+x^{\prime}(\eta)\right\}+\frac{\lambda^{\prime}+\mu}{2\left(\lambda^{\prime}+2 \mu\right)} i y\left\{\phi^{\prime \prime}(\xi)-x^{\prime \prime}(\eta)\right\}+\mu \mathrm{G}_{1}(\xi)+\mu \mathrm{F}_{1}^{\prime}(\eta), \\
& \mathrm{Q}=\frac{\lambda^{\prime}+\mu}{4\left(\lambda^{\prime}+2 \mu\right)}\left\{\phi^{\prime}(\xi)+x^{\prime}(\eta)\right\}-\frac{\lambda^{\prime}+\mu}{2\left(\lambda^{\prime}+2 \mu\right)} i y\left(\phi^{\prime \prime}(\xi)-x^{\prime \prime}(\eta)\right)-\mu \mathrm{G}_{1}^{\prime}(\xi)-\mu \mathrm{F}_{1}^{\prime}(\eta), \\
& \mathrm{S}=-\frac{\left(\lambda^{\prime}+\mu\right)}{2\left(\lambda^{\prime}+2 \mu\right)} y\left\{\phi^{\prime \prime}(\xi)+x^{\prime \prime}(\eta)\right\}+\frac{1}{4} \frac{\lambda^{\prime}+\mu}{\lambda^{\prime}+2 \mu} i\left(\phi^{\prime}(\xi)-x^{\prime}(\eta)\right)+\mu i\left\{\mathrm{G}_{1}^{\prime}(\xi)-\mathrm{F}_{1}^{\prime}(\eta)\right\},
\end{aligned}
\]
and these last may be put into the simpler form
\[
\begin{equation*}
\mathrm{P}=\left(\frac{3}{4} \frac{\lambda^{\prime}+\mu}{\lambda^{\prime}+2 \bar{\mu}} \frac{d}{d x}+\frac{\lambda^{\prime}+\mu}{2\left(\lambda^{\prime}+2 \mu\right)} y \frac{d^{2}}{d x d y}\right)\{\phi(\xi)+\chi(\eta)\}+\mu \frac{d}{d x}\left\{\mathrm{G}_{1}(\xi)+\mathrm{F}_{1}(\eta)\right\} . \tag{23}
\end{equation*}
\]
\[
\begin{align*}
& \mathrm{Q}=\left(\frac{1}{4} \frac{\lambda^{\prime}+\mu}{\lambda^{\prime}+2 \mu} \frac{d}{d x}-\frac{\lambda^{\prime}+\mu}{2\left(\lambda^{\prime}+2 \mu\right)} y \frac{d^{2}}{d x d y}\right)\{\phi(\xi)+\chi(\eta)\}-\mu \frac{d}{d x}\left\{\mathrm{G}_{1}(\xi)+\mathrm{F}_{1}(\eta)\right\} .  \tag{24}\\
& \mathrm{S}=\left(-\frac{1}{2} \frac{\lambda^{\prime}+\mu}{\lambda^{\prime}+2 \mu} y \frac{d^{2}}{d x^{2}}+\frac{1}{4} \frac{\lambda^{\prime}+\mu}{\lambda^{\prime}+2 \mu} \frac{d}{d y}\right)\{\phi(\xi)+\chi(\eta)\}+\mu \frac{d}{d y}\left\{\mathrm{G}_{1}(\xi)+\mathrm{F}_{1}(\eta)\right\} . \tag{25}
\end{align*}
\]
which have the advantage of not containing imaginaries if \(\phi(\xi)+\chi(\eta), \mathrm{G}_{1}(\xi)+\mathrm{F}_{1}(\eta)\) are real.
§ 5. Solution involving Hyperbolic and Circular Functions.
Assume now for the arbitrary functions the following typical forms
\[
\begin{aligned}
\phi(\xi) & =\mathrm{A} \sin m \xi+i \mathrm{~B} \cos m \xi+\mathrm{E} \cos m \xi+i \mathrm{~F} \sin m \xi \\
\chi(\eta) & =\mathrm{A} \sin m \eta-i \mathrm{~B} \cos m \eta+\mathrm{E} \cos m \eta-i \mathrm{~F} \sin m \eta \\
\mathrm{G}_{1}(\xi) & =\mathrm{C} \sin m \xi+i \mathrm{D} \cos m \xi+\mathrm{G} \cos m \xi+i \mathrm{H} \sin m \xi \\
\mathrm{~F}_{1}(\eta) & =\mathrm{C} \sin m \eta-i \mathrm{D} \cos m \eta+\mathrm{G} \cos m \eta-i \mathrm{H} \sin m \eta
\end{aligned}
\]
so that
\[
\begin{aligned}
& \begin{aligned}
\phi(\xi)+\chi(\eta)=2 \sin m x(\mathrm{~A} \cosh m y & +\mathrm{B} \sinh m y) \\
& +2 \cos m x(\mathrm{E} \cosh m y-\mathrm{F} \sinh m y) \\
\phi(\xi)-\chi(\eta)=2 i \cos m x(\mathrm{~A} \sinh m y & +\mathrm{B} \cosh m y) \\
& \quad-2 i \sin m x(\mathrm{E} \sinh m y-\mathrm{F} \cosh m y) \\
\mathrm{G}_{1}(\xi)+\mathrm{F}_{1}(\eta)= & 2 \sin m x(\mathrm{C} \cosh m y+\mathrm{D} \sinh m y) \\
& +2 \cos m x(\mathrm{G} \cosh m y-\mathrm{H} \sinh m y) \\
\mathrm{G}_{1}(\xi)-\mathrm{F}_{1}(\eta)= & 2 i \cos m x(\mathrm{C} \sinh m y+\mathrm{D} \cosh m y) \\
& \quad-2 i \sin m x(\mathrm{G} \sinh m y-\mathrm{H} \cosh m y) .
\end{aligned}
\end{aligned}
\]

Whence from (23), (24), (25) we get after some reductions
\[
\begin{align*}
& \mathrm{P}=\cos m x\left\{\begin{array}{c}
\left(3 \mathrm{~A}^{\prime}+\mathrm{C}^{\prime}\right) \cosh m y+\left(3 \mathrm{~B}^{\prime}+\mathrm{D}^{\prime}\right) \sin m y \\
+2 m y\left(\mathrm{~A}^{\prime} \sinh m y+\mathrm{B}^{\prime} \cosh m y\right)
\end{array}\right\} \\
& +\sin m x\left\{\begin{array}{c}
-\left(3 \mathrm{E}^{\prime}+\mathrm{G}^{\prime}\right) \cosh m y+\left(3 \mathrm{~F}^{\prime}+\mathrm{H}^{\prime}\right) \sinh m y \\
+2 m y\left(-\mathrm{E}^{\prime} \sinh m y+\mathrm{F}^{\prime} \cosh m y\right)
\end{array}\right\}  \tag{26}\\
& \mathrm{Q}=\cos m x\left\{\begin{array}{c}
\left(\mathrm{A}^{\prime}-\left(\mathrm{C}^{\prime \prime}\right) \cosh m y+\left(\mathrm{B}^{\prime}-\mathrm{D}^{\prime}\right) \sinh m y\right. \\
-2 m y\left(\mathrm{~A}^{\prime} \sinh m y+\mathrm{B}^{\prime} \cosh m y\right)
\end{array}\right\} \\
& \quad+\sin m x\left\{\begin{array}{c}
-\left(\mathrm{E}^{\prime}-\mathrm{G}^{\prime}\right) \cosh m y+\left(\mathrm{F}^{\prime}-\mathrm{H}^{\prime}\right) \sinh m y \\
-2 m y\left(-\mathrm{E}^{\prime} \sinh m y+\mathrm{F}^{\prime} \cosh m y\right)
\end{array}\right\} \tag{27}
\end{align*}
\]
\[
\begin{align*}
& \mathrm{S}=\sin m x\left\{\begin{array}{c}
\left(\mathrm{A}^{\prime}+\mathrm{C}^{\prime}\right) \sinh m y+\left(\mathrm{B}^{\prime}+\mathrm{D}^{\prime}\right) \cosh m y \\
+2 m y\left(\mathrm{~A}^{\prime} \cosh m y+\mathrm{B}^{\prime} \sinh m y\right)
\end{array}\right\} \\
&+\cos m x\left\{\begin{array}{c}
\left(\mathrm{E}^{\prime}+\mathrm{G}^{\prime}\right) \sinh m y-\left(\mathrm{H}^{\prime}+\mathrm{F}^{\prime}\right) \cosh m y \\
+2 m y\left(\mathrm{E}^{\prime} \cosh m y-\mathrm{F}^{\prime} \sinh m y\right)
\end{array}\right\} \tag{28}
\end{align*}
\]
where \(\mathrm{A}^{\prime}=\frac{m}{2} \frac{\lambda^{\prime}+\mu}{\lambda^{\prime}+2 \mu} \mathrm{~A}, \quad \mathrm{~B}^{\prime}=\frac{m}{2} \frac{\lambda^{\prime}+\mu}{\lambda^{\prime}+2 \mu} \mathrm{~B}, \quad \mathrm{E}^{\prime}=\frac{m}{2} \frac{\lambda^{\prime}+\mu}{\lambda^{\prime}+2 \mu} \mathrm{E}, \quad \mathrm{F}^{\prime}=\frac{m}{2} \frac{\lambda^{\prime}+\mu}{\lambda^{\prime}+2 \mu} \mathrm{~F}\), \(\mathrm{C}^{\prime}=2 \mu m \mathrm{C}, \quad \mathrm{D}^{\prime}=2 \mu \mathrm{mD}, \quad \mathrm{G}^{\prime}=2 \mu m \mathrm{G}, \quad \mathrm{H}^{\prime}=2 \mu m \mathrm{H}\), and the expressions for the mean displacements come out to be
\[
\begin{align*}
& \mathrm{U}= \sin m x\left[\begin{array}{c}
\frac{1}{2 m \mu}\left\{\frac{\lambda^{\prime}+3 \mu}{\lambda^{\prime}+\mu}\left(\mathrm{A}^{\prime} \cosh m y+\mathrm{B}^{\prime} \sinh m y\right)+\mathrm{C}^{\prime} \cosh m y+\mathrm{D}^{\prime} \sinh m y\right\} \\
\\
+\frac{1}{\mu} y\left(\mathrm{~A}^{\prime} \sinh m y+\mathrm{B}^{\prime} \cosh m y\right)
\end{array}\right] \\
&+\cos m x\left[\begin{array}{r}
\frac{1}{2 m \mu}\left\{\frac{\lambda^{\prime}+3 \mu}{\lambda^{\prime}+\mu}\left(\mathrm{E}^{\prime} \cosh m y-\mathrm{F}^{\prime} \sinh m y\right)+\mathrm{C}^{\prime} \cosh m y-\mathrm{H}^{\prime} \sinh m y\right\} \\
\\
+\frac{y}{\mu}\left(\mathrm{E}^{\prime} \sinh m y-\mathrm{F}^{\prime} \cosh m y\right)
\end{array}\right.
\end{align*}
\]
\(\mathrm{V}=\cos m x\left[\begin{array}{c}\frac{1}{2 m \mu}\left\{\frac{\lambda^{\prime}+3 \mu}{\lambda^{\prime}+\mu}\left(\mathrm{A}^{\prime} \sinh m y+\mathrm{B}^{\prime} \cosh m y\right)-\mathrm{C}^{\prime} \sinh m y-\mathrm{D}^{\prime} \cosh m y\right\} \\ -\frac{y}{\mu}\left(\mathrm{~A}^{\prime} \cosh m y+\mathrm{B}^{\prime} \sinh m y\right)\end{array}\right]\)
\(+\sin m x\left[\frac{1}{2 m \mu}\left\{\frac{\lambda^{\prime}+3 \mu}{\lambda^{\prime}+\mu}\left(-\mathrm{E}^{\prime} \sinh m y+\mathrm{F}^{\prime} \cosh m y\right)+\mathrm{G}^{\prime} \sinh m y-\mathrm{H}^{\prime} \cosh m y\right\}\right.\)
\(+\frac{y}{\mu}\left(\mathrm{E}^{\prime} \cosh m y-\mathrm{F}^{\prime} \sinh m y\right)\)
§6. Determination of the Arbitrary Constants from the Stress Conditions over the Faces \(y= \pm b\).

We shall suppose that the mean stresses Q and S are given arbitrarily over the top and bottom surfaces \(y= \pm b\). Expanding these in Fourier series, we have, say :
\[
\left.\begin{array}{l}
{[\mathrm{Q}]_{y=+b}=\alpha_{0}+\Sigma \alpha_{n} \cos m x+\Sigma \gamma_{n} \sin m x} \\
{[\mathrm{Q}]_{y=-b}=\beta_{0}+\Sigma \beta_{n} \cos m x+\Sigma \delta_{n} \sin m x} \\
{[\mathrm{~S}]_{y=+b}=\zeta_{0}+\Sigma \zeta_{n} \cos m x+\Sigma \kappa_{n} \sin m x}  \tag{31}\\
{[\mathrm{~S}]_{y=-b}=\theta_{0}+\Sigma \theta_{n} \cos m x+\Sigma \nu_{n} \sin m x}
\end{array}\right\}
\]
where \(\alpha_{n}, \beta_{n}, \gamma_{n}, \delta_{n}, \zeta_{n}, \theta_{k}, \kappa_{n}, \nu_{n}\) are known constants, and \(m=n \pi / \alpha\) where \(n\) is any positive integer.

Now, if we take expressions (27) and (28) and equate them, for \(y= \pm b\), to the
expressions (31), we obtain eight typical equations for the constants which, when combined in pairs, may be written in the simpler form :
\[
\left.\begin{array}{r}
\left.\begin{array}{r}
\left(\mathrm{A}^{\prime}-\mathrm{C}^{\prime}\right) \cosh m b-2 m b \mathrm{~A}^{\prime} \sinh m b=\frac{\alpha_{n}+\beta_{n}}{2} \\
\left(\mathrm{~A}^{\prime}+\mathrm{C}^{\prime}\right) \sinh m b+2 m b \mathrm{~A}^{\prime} \cosh m b=\frac{\kappa_{n}-\nu_{n}}{2}
\end{array}\right\} \\
\left.\begin{array}{r}
\left(\mathrm{B}^{\prime}-\mathrm{D}^{\prime}\right) \sinh m b-2 m b \mathrm{~B}^{\prime} \cosh m b=\frac{\alpha_{n}-\beta_{n}}{2} \\
\left(\mathrm{~B}^{\prime}+\mathrm{D}^{\prime}\right) \cosh m b+2 m b \mathrm{~B}^{\prime} \sinh m b=\frac{\kappa_{n}+v_{n}}{2}
\end{array}\right\} \\
\left(\mathrm{E}^{\prime}-\mathrm{G}^{\prime}\right) \cosh m b-2 m b \mathrm{E}^{\prime} \sinh m b=-\frac{\gamma_{n}+\delta_{n}}{2} \\
\left(\mathrm{E}^{\prime}+\mathrm{G}^{\prime}\right) \sinh m b+2 m b \mathrm{E}^{\prime} \cosh m b=\frac{\zeta_{n}-\theta_{n}}{2} \tag{35}
\end{array}\right\}
\]

These equations solve in pairs. We find easily
\[
\begin{align*}
& \mathrm{A}^{\prime}=\frac{\alpha_{n}+\beta_{n}}{2} \frac{\sinh m b}{\sinh 2 m b+2 m b}+\frac{\kappa_{n}-\nu_{n}}{2} \frac{\cosh m b}{\sinh 2 m b+2 m b}  \tag{36}\\
& \mathrm{C}^{\prime}=-\frac{\alpha_{n}+\beta_{n} \sinh m b+2 m b \cosh m b}{2}+\frac{\kappa_{n}-\nu_{n} \cosh m b-2 m b \sinh m b}{2} \sinh 2 m b+2 m b  \tag{37}\\
& \mathrm{~B}^{\prime}=\frac{\alpha_{n}-\beta_{n}}{2} \frac{\cosh m b}{\sinh 2 m b-2 m b}+\frac{\kappa_{n}+\nu_{n}}{2} \frac{\sinh m b}{\sinh 2 m b-2 m b}  \tag{38}\\
& \mathrm{D}^{\prime}=-\frac{\alpha_{n}-\beta_{n}}{2} \frac{\cosh m b+2 m b \sinh m b}{\sinh 2 m b-2 m b}+\frac{\kappa_{n}+\nu_{n} \sinh m b-2 m b \cosh m b}{2} \frac{\sinh 2 m b-2 m b}{2}  \tag{39}\\
& \mathrm{E}^{\prime}=-\frac{\gamma_{n}+\delta_{n}}{2} \frac{\sinh m b}{\sinh 2 m b+2 m b}+\frac{\zeta_{n}-\theta_{n}}{2} \frac{\cosh m b}{\sinh 2 m b+2 m b} .  \tag{40}\\
& \mathrm{G}^{\prime}=\frac{\gamma_{n}+\delta_{n}}{2} \frac{\sinh m b+2 m b \cosh m b}{\sinh 2 m b+2 m b}+\zeta_{n}-\theta_{n} \frac{\cosh m b-2 m b \sinh m b}{2}  \tag{41}\\
& \mathrm{~F}^{\prime}=\frac{\gamma_{n}-\delta_{n}}{2} \frac{\cosh m b}{\sinh 2 m b-2 m b}-\frac{\zeta_{n}+\theta_{n}}{2} \frac{\sinh m b}{\sinh 2 m b-2 m b} .  \tag{42}\\
& \mathrm{H}^{\prime}=-\frac{\gamma_{n}-\delta_{n}}{2} \frac{\cosh m b+2 m b \sinh m b}{\sinh 2 m b-2 m b}-\frac{\zeta_{n}+\theta_{n} \sinh m b-2 m b \cosh m b}{2} \frac{\sinh 2 m b-2 m b}{} \tag{43}
\end{align*}
\]
where in the above \(n\) corresponds to a positive integer.
The case where \(n=0\) has to be investigated separately.
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\section*{§ 7. Expressions for the Displacements and Stresses.}

Substituting the values of the constants found above into the equations (26)-(30), we obtain for the mean displacements \(\mathrm{U}, \mathrm{V}\) and for the mean stresses, \(\mathrm{P}, \mathrm{Q}, \mathrm{S}\) the following values, in so far as we merely consider the terms corresponding to \(n=a\) positive integer :-
\(\mathrm{U}=\sum_{1}^{\infty} \frac{\left[\begin{array}{c}\left.-\alpha_{n}+\beta_{n}\right)\left\{\frac{1}{\lambda^{\prime}+\mu} \sinh m b-\frac{1}{\mu} m b \cosh m b\right\} \\ +\left(\kappa_{n}-\nu_{n}\right)\left\{\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \cosh m b-\frac{1}{\mu} m b \sinh m b\right\}\end{array}\right]}{2 m(\sinh 2 m b+2 m b)} \cosh m y \sin m x\)
\(+\sum_{1}^{\infty} \frac{\left[\begin{array}{l}\left(a_{n}-\beta_{n}\right)\left\{\frac{1}{\lambda^{\prime}+\mu} \cosh m b-\frac{1}{\mu} m b \sinh m b\right\} \\ +\left(\kappa_{n}+\nu_{n}\right)\left\{\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \sinh m b-\frac{1}{\mu} m b \cosh m b\right\}\end{array}\right]}{2 m(\sinh 2 m b-2 m b)} \sinh m y \sin m x\)
\(+\sum_{1}^{\infty}\left\{\frac{\alpha_{n}+\beta_{n}}{2 \mu} \frac{\sinh m b}{\sinh 2 m b+2 m b}+\frac{\kappa_{n}-\nu_{n}}{2 \mu} \frac{\cosh m b}{\sinh 2 m b+2 m b}\right\} y \sinh m y \sin m x\)
\(+\sum_{1}^{\infty}\left\{\frac{\alpha_{n}-\beta_{n}}{2 \mu} \frac{\cosh m b}{\sinh 2 m b-2 m b}+\frac{\kappa_{n}+\dot{\nu_{n}}}{2 \mu} \frac{\sinh m b}{\sinh 2 m b-2 m b}\right\} y \cosh m y \sin m x\)
\(+\sum_{1}^{\infty} \frac{\left[\begin{array}{l}-\left(\gamma_{n}+\delta_{n}\right)\left\{\frac{1}{\lambda^{\prime}+\mu} \sinh m b-\frac{1}{\mu} m b \cosh m b\right\} \\ +\left(\zeta_{n}-\theta_{n}\right)\left\{\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \cosh m b-\frac{1}{\mu} m b \sinh m b\right\}\end{array}\right.}{2 m(\sinh 2 m b+2 m b)}=\cosh m y \cos m x\)
\(+\sum_{1}^{\infty} \frac{\left[\begin{array}{l}-\left(\gamma_{n}-\delta_{n}\right)\left\{\frac{1}{\lambda^{\prime}+\mu} \cosh m b-\frac{1}{\mu} m b \sinh m b\right\} \\ +\left(\zeta_{n}+\theta_{n}\right)\left\{\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \sinh m b-\frac{1}{\mu} m b \cosh m b\right\}\end{array}\right.}{2 m(\sinh 2 m b-2 m b)} \sinh m y \cos m x\)
\(+\sum_{1}^{\infty}\left\{\frac{-\left(\gamma_{n}+\delta_{n}\right)}{2 \mu} \frac{\sinh m b}{\sinh 2 m b+2 m b}+\frac{\left(\zeta_{n}-\theta_{n}\right)}{2 \mu} \frac{\cosh m b}{\sinh 2 m b+2 m b}\right\} y \sinh m y \cos m x\)
\(+\sum_{1}^{\infty}\left\{\frac{-\left(\gamma_{n}-\delta_{n}\right)}{2 \mu} \frac{\cosh m b}{\sinh 2 m b-2 m b}+\frac{\left(\zeta_{n}+\theta_{n}\right)}{2 \mu} \frac{\sinh m b}{\sinh 2 m b-2 m b}\right\} y \cosh m y \cos m x\)
\[
\begin{align*}
& { }^{-}\left(\alpha_{n}+\beta_{n}\right)\left\{\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \sinh m b+\frac{m b}{\mu} \cosh m b\right\}^{-} \\
& \mathrm{V}=\sum_{1}^{\infty}=\frac{+\left(\kappa_{n}-v_{n}\right)\left\{\begin{array}{c}
1 \\
\lambda^{\prime}+\mu^{2} \\
\cosh m b+\frac{m b}{\mu} \sinh m b
\end{array}\right.}{2 m(\sinh 2 m b+2 m b)} \sinh m y \cos m x \\
& -\left(\alpha_{n}-\beta_{n}\right)\left\{\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \cosh m b+\frac{m b}{\mu} \sinh m b\right\}^{-} \\
& +\sum_{1}^{\infty}-\frac{+\left(\kappa_{n}+\nu_{n}\right)\left\{\frac{1}{\lambda^{\prime}+\mu} \sinh m b+\frac{m b}{\mu} \cosh m b\right\}}{2 m(\sinh 2 m b-2 m b)} \cosh m y \cos m x \\
& -\sum_{1}^{\infty}\left\{\frac{\alpha_{n}+\beta_{n}}{2 \mu} \frac{\sinh m b}{\sinh 2 m b+2 m b}+\frac{\kappa_{n}-\nu_{n}}{2 \mu} \frac{\cosh m b}{\sinh 2 m b+2 m b}\right\} y \cosh m y \cos m x \\
& -\sum_{1}^{\infty}\left\{\frac{\alpha_{n}-\beta_{n}}{2 \mu} \frac{\cosh m b}{\sinh 2 m b-2 m b}+\frac{\kappa_{n}+\nu_{n}}{2 \mu} \frac{\sinh m b}{\sinh 2 m b-2 m b}\right\} y \sinh m y \cos m x \\
& \left\lceil\left(\gamma_{n}+\delta_{n}\right)\left\{\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \sinh m b+\frac{m b}{\mu} \cosh m b\right\}\right] \text {. } \\
& +\sum_{1}^{\infty} \frac{-\left(\zeta_{n}-\theta_{u}\right)\left\{\frac{\cosh m b}{\lambda^{\prime}+\mu}+\frac{m b}{\mu} \sinh m b\right\}}{2 m(\sinh 2 m b+2 m b)} \sinh m y \sin m x \\
& \begin{array}{r}
{\left[\begin{array}{l}
\left(\gamma_{n}-\delta_{n}\right)\left\{\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \cosh m b+\frac{m b}{\mu} \sinh m b\right\} \\
+\sum_{1}^{\infty}
\end{array} \frac{-\left(\zeta_{n}+\theta_{n}\right)\left\{\frac{\sinh m b}{\lambda^{\prime}+\mu}+\frac{m b}{\mu} \cosh m b\right\}}{2 m(\sinh 2 m b-2 m b)}=\cosh m y \sinh m x\right.}
\end{array} \\
& +\sum_{1}^{\infty}\left\{-\frac{\gamma_{n}+\delta_{n} \sinh m b}{2 \mu \sinh 2 m b+2 m b}+\frac{\xi_{n}-\theta_{n}}{2 \mu} \frac{\cosh m b}{\sinh 2 m b+2 m b}\right\} y \cosh m y \sin m x \\
& +\sum_{1}^{\infty}\left\{-\frac{\gamma_{n}-\delta_{n}}{2 \mu} \frac{\cosh m b}{\sinh 2 m b-2 m b}+\frac{\zeta_{n}+\theta_{n}}{2 \mu} \frac{\sinh m b}{\sinh 2 m b-2 m b}\right\} y \sinh m y \sin m x \tag{45}
\end{align*}
\]
\(\mathrm{P}=\sum_{1}^{\infty} \frac{\left(\alpha_{n}+\beta_{n}\right)(\sinh m b-m b \cosh m b)+\left(\kappa_{n}-\nu_{n}\right)(2 \cosh m b-m b \sinh m b)}{\sinh 2 m b+2 m b} \cosh m y \cos m x\) \(+\sum_{1}^{\infty} \frac{\left(\alpha_{n}-\beta_{n}\right)(\cosh m b-m b \sinh m b)+\left(\kappa_{n}+\nu_{n}\right)(2 \sinh m b-m b \cosh m b)}{\sinh 2 m b-2 m b} \sinh m y \cos m x\)
\(+\sum_{1}^{\infty} \frac{\left(\alpha_{n}+\beta_{n}\right) \sinh m b+\left(\kappa_{n}-\nu_{n}\right) \cosh m b}{\sinh 2 m b+2 m b} m y \sinh m y \cos m x\)
\(+\sum_{1}^{\infty} \frac{\left(\alpha_{n}-\beta_{n}\right) \cosh m b+\left(\kappa_{n}+\nu_{n}\right) \sinh m b}{\sinh 2 m b-2 m b} m y \cosh m y \cos m x\)
\(+\sum_{1}^{\infty} \frac{\left(\gamma_{n}+\delta_{n}\right)(\sinh m b-m b \cosh m b)-\left(\xi_{n}-\theta_{n}\right)(2 \cosh m b-m b \sinh m b)}{\sinh 2 m b+2 m b} \cosh m y \sin m x\) L 2
\[
\begin{align*}
& +\sum_{1}^{\infty} \frac{\left(\gamma_{n}-\delta_{n}\right)(\cosh m b-m b \sinh m b)-\left(\zeta_{n}+\theta_{n}\right)(2 \sinh m b-m b \cosh m b)}{\sinh 2 m b-2 m b} \sinh m y \sin m x \\
& +\sum_{1}^{\infty}\left(\gamma_{n}+\delta_{n}\right) \frac{\sinh m b-\left(\zeta_{n}-\theta_{n}\right) \cosh m b}{\sinh 2 m b+2 m b} m y \sinh m y \sin m x \\
& +\sum_{1}^{\infty} \frac{\left(\gamma_{n}-\delta_{n}\right) \cosh m b-\left(\zeta_{n}+\theta_{n}\right) \sinh m b}{\sinh 2 m b-2 m b} m y \cosh m y \sin m x  \tag{46}\\
& \mathrm{Q}=\sum_{1}^{\infty} \frac{\left(\alpha_{n}+\beta_{n}\right)(\sinh m b+m b \cosh m b)+\left(\kappa_{n}-\nu_{n}\right) m b \sinh m b}{\sinh 2 m b+2 m b} \cosh m y \cos m x
\end{align*}
\]
\[
\begin{align*}
& -\sum_{1}^{\infty} \frac{\left(\alpha_{n}+\beta_{n}\right) \sinh m b+\left(\kappa_{n}-v_{n}\right) \cosh m b}{\sinh 2 m b+2 m b} \frac{\sinh m y \cos m x}{} \\
& -\sum_{1}^{\infty} \frac{\left(\alpha_{n}-\beta_{n}\right) \cosh m b+\left(\kappa_{n}+\mu_{n}\right) \sinh m b}{\sinh 2 m b-2 m b} m y \cosh m y \cos m x \\
& +\sum_{1}^{\infty} \frac{\left(\gamma_{n}+\delta_{n}\right)(\sinh m b+m b \cosh m b)-\left(\zeta_{n}-\theta_{n}\right) m b \sinh m b}{\sinh 2 m b+2 m b} \cosh m y \sin m x \\
& +\sum_{1}^{\infty} \frac{\left(\gamma_{n}-\delta_{n}\right)(\cosh m b+m b \sinh m b)-\left(\zeta_{n}+\theta_{n}\right) m b \cosh m b}{\sinh 2 m b-2 m b} \sinh m y \sin m x \\
& -\sum_{1}^{\infty} \frac{\left(\gamma_{n}+\delta_{i n}\right) \sinh m b-\left(\zeta_{n}-\theta_{n}\right) \cosh m b}{\sinh 2 m b+2 m b} m y \sinh m y \sin m x \\
& -\sum_{1}^{\infty} \frac{\left(\gamma_{n}-\delta_{n}\right) \cosh m b-\left(\zeta_{n}+\theta_{n}\right) \sinh m b}{\sinh 2 m b-2 m b} m y \cosh m y \sin m x  \tag{47}\\
& \mathrm{~S}=\sum_{1}^{\infty} \frac{-\left(\alpha_{n}+\beta_{n}\right) m b \cosh m b+\left(\kappa_{n}-\nu_{n}\right)(\cosh m b-m b \sinh m b)}{\sinh 2 m b+2 m b} \sinh m y \sin m x \\
& +\sum_{1}^{\infty} \frac{-\left(\alpha_{n}-\beta_{n}\right) m b \sinh m b+\left(\kappa_{n}+v_{n}\right)(\sinh m b-m b \cosh m b)}{\sinh 2 m b-2 m b} \cosh m y \sin m x \\
& +\sum_{1}^{\infty} \frac{\left(\alpha_{n}+\beta_{n}\right) \sinh m b+\left(\kappa_{n}-\nu_{n}\right) \cosh m b}{\sinh 2 m b+2 m b} m y \cosh m y \sin m \cdot x \\
& +\sum_{1}^{\infty} \frac{\left(\alpha_{n}-\beta_{n}\right) \cosh m b+\left(\kappa_{n}+\nu_{n}\right) \sinh m b}{\sinh 2 m b-2 m b} m y \sinh m y \sin m \cdot x \\
& +\sum_{1}^{\infty} \frac{\left(\gamma_{n}+\delta_{n}\right) m b \cosh m b+\left(\zeta_{n}-\theta_{n}\right)(\cosh m b-m b \sinh m b)}{\sinh 2 m b+2 m b} \sinh m y \cos m x \\
& +\sum_{1}^{\infty} \frac{\left(\gamma_{n}-\delta_{n}\right) m b \sinh m b+\left(\zeta_{n}+\theta_{n}\right)(\sinh m b-m b \cosh m b)}{\sinh 2 m b-2 m b} \cosh m y \cos m \cdot x \\
& -\underset{1}{\infty} \frac{-\left(\gamma_{n}+\delta_{n}\right) \sinh m b+\left(\zeta_{n}-\theta_{n}\right) \cosh m b}{\sinh 2 m b+2 m b} m y \cosh m y \cos m x \\
& +{\underset{1}{1}}_{\infty}^{\infty} \frac{-\left(\gamma_{n}-\delta_{n}\right) \cosh m b+\left(\zeta_{n}+\theta_{n}\right) \sinh m b}{\sinh 2 m b-2 m b} m y \sinh m y \cos m x . \tag{48}
\end{align*}
\]

\section*{§8. Conditions at the Two Ends \(x= \pm a\).}

It is, however, impossible to satisfy fully the conditions over the two ends \(x= \pm a\). These would require that P and S şhould have given values over these ends. If, however, \(a\) is so large that, at a long distance from the ends, the effect of any self-equilibrating system of stress over these same ends may be neglected, then we need only consider total terminal conditions at \(x= \pm a\).

These conditions will involve
(i.) 'The total tension \(\mathrm{T}=\int_{-b}^{b} \mathrm{P} d y\) across either end.
(ii.) The total shear \(\mathrm{S}=\int_{-b}^{b} \mathrm{~S} d y\) across either end.
(iii.) The bending moment \(\mathrm{M}=-\int_{-b}^{b} \mathrm{P}_{-} y d y\) across either end.

I now propose to calculate the quantities \(T, \bar{s}\) and \(M\) for that part of the solution which has been given in the last section.

I find, after reduction,
\[
\begin{align*}
(\mathrm{T})_{+\alpha} & =(\mathrm{T})_{-a}=\sum_{1}^{\infty} \frac{\cos m u}{m}\left(\kappa_{n}-\nu_{n}\right)  \tag{49}\\
(\overline{\mathrm{S}})_{a} & =(\mathrm{S})_{-a}=\sum_{1}^{\infty}\left(\gamma_{n}-\delta_{n}\right) \frac{\cos m a}{m} \ldots  \tag{50}\\
-(\mathrm{M})_{+a}=-(\mathrm{M})_{-a} & =\sum_{1}^{\infty} \frac{\left(\alpha_{n}-\beta_{n}\right)}{m^{2}} \cos m a+\sum_{1}^{\infty} \frac{b}{m}\left(\kappa_{n}+\nu_{n}\right) \cos m u \tag{51}
\end{align*}
\]

Now we can always adjust \(I\) and \(T\) so as to be zero, for the solutions for a uniform tension and a uniform bending moment, viz.:-
\[
\left.\begin{array}{l}
\mathrm{U}=\frac{\mathrm{T} x}{2 b \mathrm{E}}-\frac{3 \mathrm{~N} x y}{2 b^{3} \mathrm{E}}  \tag{52}\\
\mathrm{~V}=\frac{\eta^{T} y}{2 b \mathrm{E}}+\frac{3 \mathrm{M}}{2 b^{3} \mathrm{E}} \frac{v^{2}-\eta y^{2}}{2}
\end{array}\right\}
\]
(where \(\eta=-\frac{1}{2} \lambda /(\lambda+\mu)\) and \(\mathrm{F}_{2}\) is Young's Modulus), produce no stress across the faces \(y= \pm b\), and therefore such solutions can always be arbitrarily superimposed. They correspond to stresses which are transmitted from the ends; and we shall find that it is necessary, in various cases, to add such solutions in order to satisfy the end conditions, which are not necessarily satisfied by the series merely involving circular functions.

\section*{§9. Part of the Solutions Corresponding to the Term.s \(\alpha_{\theta}, \beta_{0}, \zeta_{0}, \theta_{1}\).}

In the first place it is obvious, having regard to the conditions of rigid equilibrium, that if the ends \(x= \pm a\) are free from stress, then \(\alpha_{0}\) must \(=\beta_{0}\). If \(\alpha_{0} \neq \beta_{0}\) we must have a shear over the two ends in order to balance the excess of the pressure on the one side over the pressure on the other side, and this will require special investigation. The solution arising from such conditions is discussed in \(\$ \S 39-40\). For the present let us confine ourselves to \(\alpha_{0}=\beta_{0}\). This corresponds to a uniform traction along the axis \(y\) and introduces the following additional terms :-
\[
\left.\begin{array}{ll}
\mathrm{U}=\frac{\eta \alpha_{0^{e}}}{\mathrm{E}}, & \mathrm{~V}=\frac{\alpha_{4} y}{\mathrm{E}}  \tag{53}\\
\mathrm{P}=0, & \mathrm{Q}=\dot{\alpha}_{0}, \\
\mathrm{~S}=0
\end{array}\right\} .
\]

Now turning to the terms in \(\zeta_{0}\) and \(\theta_{0}\), it is easy to verify that the additional terms
\[
\begin{align*}
& \mathrm{U}=\frac{-\left(\lambda^{\prime}+2 \mu\right)}{16 \mu\left(\lambda^{\prime}+\mu\right)}\left(\zeta_{0}-\theta_{0}\right) \frac{x^{2}}{b}+\frac{3 \lambda^{\prime}+ \pm \mu}{16 \mu\left(\lambda^{\prime}+\mu\right)}\left(\zeta_{0}-\theta_{0}\right) \frac{y^{2}}{b} \\
& \mathrm{~V}=\frac{\lambda^{\prime}}{\delta \mu\left(\lambda^{\prime}+\mu\right)}\left(\zeta_{0}-\theta_{0}\right) \frac{{ }^{\prime} y}{b} \tag{54}
\end{align*}
\]
-
and therefore
\[
\mathrm{Q}=0, \quad \mathrm{P}=-\frac{\zeta_{0}-\theta_{11}}{2 b} x, \quad \mathrm{~S}=\frac{\zeta_{0}-\theta_{0}}{2 z} y
\]
\(\qquad\)
satisfy the conditions that \(S\) shall have constant values over the two boundaries \(y= \pm b\), these values being equal in magnitude and opposite in sign. The effect of these shear's is balanced by the pressure and tension \(\left(\zeta_{0}-\theta_{0}\right) a / 2 b\) over the two ends, and the conditions of rigid equilibrium are satisfied.

Finally, if we have equal shears over the boundaries, the sign being the same (so that the external impressed forces act in opposite directions), the solution
\[
\left.\begin{array}{ll}
\mathrm{U}=\frac{1}{4 \mu}\left(\zeta_{0}+\theta_{0}\right) y, & \mathrm{~V}=\frac{1}{4 \mu}\left(\zeta_{0}+\theta_{0}\right) x  \tag{55}\\
\mathrm{P}=0, & \mathrm{Q}=0,
\end{array}\right\}
\]
will satisfy all couditions over the boundaries \(y= \pm b\), and will introdnce over the boundaries \(x= \pm a\) a system of shear necessary to maintain rigid equilibrium.

Adding together the solutions (54) and (55), we find that the conditions \(Q=0\) over \(y= \pm b, \mathrm{~S}=\zeta_{0}\) over \(y=+b, \mathrm{~S}=\theta_{0}\) over \(y=-b\) are all satisfied.

This completes the solution of the problem proposed, with the exception of the case \(\alpha_{0} \neq \beta_{0}\), which can be reduced to the problem of a beam uniformly loaded along the top and free along the bottom, the load being taken by shears over the ends.

\section*{PART II.}

Discussion of the General Solution when the Forces on the Beam are Purely Normal and are Symmetrical about \(x=0\).
§ 10. Expressions for the Stresses and Displacements.
If the forces are purely normal, and if the solution is to be even in \(x\), then the \(\gamma, \delta, \zeta, \theta, \kappa, \nu\) terms disappear.

Further, we have the additional condition that, over the ends \(x= \pm a, \mathrm{~T}=0\), \(\bar{S}=0, \mathrm{M}=0\); by introducing suitable terms of the form (52) we can satisfy this last condition, and we finally obtain
\[
\begin{align*}
& \mathrm{U}=\frac{\eta \alpha_{0} x}{\mathrm{E}}-\frac{3 x y}{2 b^{2} \mathrm{E}} \sum_{1}^{\infty}\left(\alpha_{n}-\beta_{n}\right)^{\cos m a} m^{2} \\
& +\sum_{1}^{\infty} \frac{\left(\alpha_{n}+\beta_{n}\right)}{2 m} \frac{\left(\frac{1}{\lambda^{\prime}+\mu} \sinh m b-\frac{1}{\mu} m b \cosh m b\right)}{\sinh 2 m b+2 m b} \cosh m y \sin m x \\
& +\sum_{1}^{\infty} \frac{\left(\alpha_{n}-\beta_{n}\right)}{2 m} \frac{\left(\frac{1}{\lambda^{\prime}+\mu} \cosh m b-\frac{1}{\mu} m b \sinh m b\right)}{\sinh 2 m b-2 m b} \sinh m y \sin m x \\
& +\sum_{1}^{\infty} \frac{\left(\alpha_{n}+\beta_{n}\right) y \sinh m b \sinh m y \sin m p}{2 \mu}+\sum_{1}^{\infty} \frac{\left(\alpha_{n}-\beta_{n}\right)}{2 \mu} \frac{y \cosh m b \cosh m y \sin m x}{\sinh 2 m b+2 m b} \\
& \mathrm{~T}=\frac{\alpha_{0} 0^{\prime}}{\mathrm{E}}+\frac{3}{2 \eta^{3} \mathrm{E}}\left(\frac{\alpha^{2}-\eta y^{2}}{2}\right) \sum_{1}^{\infty}\left(\alpha_{n}-\beta_{n}\right) \frac{\cos m u}{m m^{2}}+\mathrm{B}  \tag{56}\\
& +\sum_{1}^{\infty}\left(\frac{\alpha_{n}+\beta_{n}}{2 m}\right) \frac{\left\{\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \sinh m b+{ }_{\mu}^{1} m b \cosh m b\right\}}{\sinh 2 m b+2 m b} \sinh m y \cos m x \\
& +\sum_{1}^{\infty}\left(\frac{\alpha_{n}-\beta_{u}}{2 m}\right) \frac{\left\{\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \cosh m b+\frac{1}{\mu} m b \sinh m b\right\}}{\sinh 2 m b-2 m b} \cosh m y \cos m x \\
& \left.-\sum_{1}^{\infty}\left(\frac{\alpha_{n}+\beta_{n}}{2 \mu}\right) \frac{y \sinh m b \cosh m y \cos m b}{\sinh 2 m b+2 m b}-\sum_{1}^{\infty}\left(\frac{\alpha_{n}-\beta_{n}}{2 \mu}\right) \frac{y \cosh m b \sinh m y \cos m b}{\sinh 2 m b-2 m b}\right)
\end{align*}
\]
where \(B\) is an arbitrary constant to be determined from some condition of fixing. It merely corresponds to a total vertical displacement of the beam.
\[
\left.\begin{array}{rl}
\mathrm{P}= & -\frac{3 y}{2 b^{b}} \sum_{1}^{\infty}\left(\alpha_{n}-\beta_{n}\right) \frac{\cos m b}{m{ }^{2}}+\sum_{1}^{\infty}\left(\alpha_{n}+\beta_{n}\right) \frac{\sinh m b-m b \cosh m b}{\sinh 2 m b+2 m b} \cosh m y \cos m x \\
& +\sum_{1}^{\infty}\left(\alpha_{n}-\beta_{n}\right) \frac{\cosh m b-m b \sinh m b}{\sinh 2 m b-2 m b} \sinh m y \cos m x  \tag{57}\\
& +\sum_{1}^{\infty}\left(\alpha_{n}+\beta_{n}\right) \frac{m y \sinh m b \sinh m y \cos m x}{\sinh 2 m b+2 m b}+\sum_{1}^{\infty}\left(\alpha_{n}-\beta_{n}\right) \frac{m y \cosh m b \cosh m y \cos m x}{\sinh 2 m b-2 m b}
\end{array}\right\}
\]
\[
\begin{align*}
\mathrm{Q}= & \alpha_{0}+\sum_{1}^{\infty}\left(\alpha_{n}+\beta_{n}\right) \frac{\sinh m b+m b \cosh m b}{\sinh 2 m b+2 m b} \cosh m y \cos m x \\
& -\sum_{1}^{\infty}\left(\alpha_{n}+\beta_{n}\right) \frac{m y \sinh m b \sinh m y \cos m x}{\sinh 2 m b+2 m b} \\
& +\sum_{1}^{\infty}\left(\alpha_{n}-\beta_{n}\right) \frac{\cosh m b+m b \sinh m b}{\sinh 2 m b-2 m b} \sinh m y \cos m x \\
& -\sum_{1}^{\infty}\left(\alpha_{n}-\beta_{n}\right) \frac{m y \cosh m b \cosh m y \cos m b}{\sinh 2 m b-2 m b}  \tag{57}\\
\mathrm{~S}= & -\sum_{1}^{\infty}\left(\alpha_{n}+\beta_{n}\right) \frac{m b \cosh m b \sinh m y \sin m x}{\sinh 2 m b+2 m b}-\sum_{1}^{\infty}\left(\dot{\alpha}_{n}-\beta_{n}\right) \frac{m b \sinh m b \cosh m y \sin m x}{\sinh 2 m b-2 m b} \\
& +\sum_{1}^{\infty}\left(\alpha_{n}+\beta_{n}\right) \frac{m y \sinh m b \cosh m y \sin m x}{\sinh 2 m b+2 m b}+\sum_{1}^{\infty}\left(\alpha_{n}-\beta_{n}\right) \frac{m y \cosh m b \sinh m y \sin m x}{\sinh 2 m b-2 m b}
\end{align*}
\]
§ 11. Approximate Values to which the Expressions of \(\$ 10\) lead when " \(b\) " is made very small.

If \(b\) is very small compared with \(a\), so that, even for certain fairly high values of \(m\), \(m b\) is still small, we may expand the coefficients in (56) and (57) in powers of \(m b\), and also we may expand cosh my and sinh my in powers of \(m y\). This is the method which has been employed by Pocheammer ('Crelle's Journal,' vol. 81). I have shown in a previous paper ("On the Elastic Equilibrium of Circular Cylinders under Certain Practical Systems of Load," 'Phil. Trans.' A, vol. 198, pp. 147-233), that such an approximation was valid provided that the original series and each of the approximate series obtained from the various terms in the expansion of the coefficients of \(\cos m x, \sin m x\) (which expansion is supposed carried out only to a limited number of terms) are absolutely and uniformly convergent for the region considered.

Assuming that the values of \(\alpha_{n}, \beta_{n}\) are such as to ensure that these conditions are satisfied, let us see what happens when, in the expressions for the displacements \(U\) and \(V\), we neglect all terms of order greater than - \(1 \mathrm{in} m\).

We find
\[
\begin{aligned}
& \mathrm{U}=-\frac{3 x y}{2 z^{2} \mathrm{E}} \sum_{1}^{\infty}\left(\alpha_{n}-\beta_{n}\right) \frac{\cos m a}{m^{2}}+\sum_{1}^{\infty}\left(\frac{1}{\lambda^{\prime}+\mu}-\frac{1}{\mu}\right) \frac{\alpha_{n}+\beta_{n}}{8 m} \sin m x \\
&+\sum_{1}^{\infty} \frac{\alpha_{n}-\beta_{n}\left\{\frac{1}{-} \frac{1}{\lambda^{\prime}+\mu}\left(1+\frac{m^{2} z^{2}}{2}\right)-\frac{1}{\mu} m^{2} b^{2}\right\}}{\frac{1}{3} m^{3} b^{3}\left(1+\frac{m^{2} b^{2}}{5}\right)} y\left(1+\frac{m^{2} y^{2}}{6}\right) \sin m x \\
&+\sum_{1}^{\infty} \frac{\alpha_{n}-\beta_{n}\left\{1+\frac{m^{2} b^{2}}{2}+\frac{m^{2} y^{2}}{2}\right\}}{2 \mu} y \sin m x
\end{aligned}
\]
\[
\begin{align*}
=- & \frac{3 x y}{2 b^{3} \mathrm{E}} \sum_{1}^{\infty}\left(\alpha_{n}-\beta_{n}\right) \frac{\cos m \alpha}{m^{2}}-\frac{\lambda^{\prime}}{8 \mu\left(\lambda^{\prime}+\mu\right)} \sum_{1}^{\infty} \frac{\alpha_{n}+\beta_{n}}{m} \sin m x \\
& +\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \frac{3 y}{8 b^{3}} \sum_{1}^{\infty} \frac{\alpha_{n}-\beta_{n}}{m^{3}} \sin m x \\
& +\frac{3 y}{8 b}\left\{\frac{3 \lambda^{\prime}+4 \mu}{6 \mu\left(\lambda^{\prime}+\mu\right)} \frac{y^{2}}{b^{2}}-\frac{7 \lambda^{\prime}+4 \mu}{10 \mu\left(\lambda^{\prime}+\mu\right)}\right\} \sum_{1}^{\infty} \frac{\alpha_{n}-\beta_{n}}{m} \sin m x . \tag{58}
\end{align*}
\]
\(\mathrm{V}=\frac{3}{2 l^{3} \mathrm{E}} \frac{x^{2}-\eta y^{2}}{2} \sum_{1}^{\infty}\left(\alpha_{n}-\beta_{n}\right) \frac{\cos m a}{m^{2}}-\sum_{1}^{\infty} \frac{\left(\alpha_{n}-\beta_{n}\right)}{2 \mu} \frac{y^{2} \cos m x}{\frac{4}{3} m^{2} b^{3}}\)
\[
\begin{align*}
& \quad+\sum_{1}^{\infty} \frac{\left(\alpha_{n}-\beta_{n}\right)}{2 m} \frac{\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right)\left(1+\frac{m^{2} b^{2}}{2}\right)+\frac{1}{\mu} m^{3} b^{2}}{\frac{4}{3} m^{2} b^{2}\left(1+\frac{m^{2} b^{2}}{5}\right)}\left(1+\frac{m^{2} y^{2}}{2}\right) \cos m x \\
& =\frac{3}{2 b^{3} \mathrm{E}} \frac{x^{2}-\eta y^{2}}{2} \sum_{1}^{\infty}\left(\alpha_{n}-\beta_{n}\right) \frac{\cos m a}{m^{2}}+\frac{3}{8}\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \frac{1}{b^{3}} \sum_{1}^{\infty} \frac{\alpha_{n}-\beta_{n}}{m^{4}} \cos m x \\
& \quad+\frac{3}{8 b}\left\{\frac{13 \lambda^{\prime}+16 \mu}{10 \mu\left(\lambda^{\prime}+\mu\right)}-\frac{\lambda^{\prime}}{2 \mu\left(\lambda^{\prime}+\mu\right)} \frac{y^{2}}{l^{2}}\right\} \sum_{1}^{\infty} \frac{\left(\alpha_{n}-\beta_{n}\right)}{m^{2}} \cos m x . \tag{59}
\end{align*}
\]

Now \(\sum_{1}^{\infty}\left(\mu_{n}-\beta_{n}\right) \cos m x=\mathrm{L}\), where L is the difference of stress on the top and bottom, in other words, the transverse load per unit length of the beam.
\[
\sum_{1}^{\infty} \frac{\alpha_{n}-\beta_{n}}{m} \sin m x=\int_{0}^{x} L d x=\int_{a}^{x} L d x=-\overline{\mathrm{S}}
\]
where \(\overline{\mathrm{S}}\) is the total shear at any section.
\[
\sum_{1}^{\infty} \frac{a_{n}-\beta_{n}}{m^{2}} \cos m x-\sum_{1}^{\infty} \frac{a_{n}-\beta_{n}}{m^{2}} \cos m a=+\int_{a}^{x} \overline{\mathrm{~S}} d x=-\mathrm{M},
\]
where \(M\) is the bending moment at any section.
Integrating again :
\[
\begin{aligned}
& \sum_{1}^{\infty} \frac{\alpha_{n}-\beta_{n}}{m^{3}} \sin m x-x \sum_{1}^{\infty} \frac{\alpha_{n}-\beta_{n}}{m^{2}} \cos m a=-\int_{0}^{x} \mathrm{M} d x \\
& \sum_{1}^{\infty} \frac{\alpha_{n}-\beta_{n}}{m^{4}}-\sum_{1}^{\infty} \frac{\alpha_{n}-\beta_{n}}{m^{4}} \cos m x-\frac{x^{2}}{2} \sum_{1}^{\infty} \frac{\alpha_{n}-\beta_{n}}{m^{2}} \cos m \alpha=-\int_{0}^{x}\left(\int_{0}^{x} M d x\right) d x
\end{aligned}
\]

Also if \(\bar{Q}\) is the transverse tensile stress at any section \(\bar{Q}=\sum_{1}^{\infty} \frac{\alpha_{n}+\beta_{n}}{2} \cos m x\), and \(\sum_{1}^{\infty} \frac{\alpha_{n}+\beta_{n}}{2 m} \sin m x=\int_{0}^{x} \bar{Q} d x\).

Substituting from the above values into the expressions (58) and (59) for \(U\) and \(V\), we find, remembering that \(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}=\frac{4}{\mathrm{E}}\) and \(\eta=-\lambda^{\prime} /\left(\lambda^{\prime}+2 \mu\right)\),
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\[
\begin{align*}
& \mathrm{U}=-\frac{3 y}{2 b^{3} \mathrm{E}} \int_{0}^{x} \mathrm{M} d x-\frac{3 y}{8 b} \overline{\mathrm{~S}}\left\{\frac{3 \lambda^{\prime}+4 \mu}{6 \mu\left(\lambda^{\prime}+\mu\right)} \frac{y^{2}}{b^{2}}-\frac{7 \lambda^{\prime}+4 \mu}{10 \mu\left(\lambda^{\prime}+\mu\right)}\right\}+\frac{\eta}{\mathrm{E}} \int_{0}^{x} \overline{\mathrm{Q}} d x  \tag{60}\\
& \mathrm{~V}=\frac{3}{2 b^{3} \mathrm{E}} \int_{0}^{x} \int_{0}^{x} \mathrm{M} d x^{2}-\frac{3 \mathrm{M}}{8 b}\left\{\frac{13 \lambda^{\prime}+16 \mu}{10 \mu\left(\lambda^{\prime}+\mu\right)}-\frac{\lambda^{\prime}}{2 \mu\left(\lambda^{\prime}+\mu\right)} \frac{y^{2}}{h^{2}}\right\}
\end{align*}
\]
dropping a constant in \(V\).
The stresses \(P, Q, S\) might be directly deduced from the equations (60) by differentiation. But here we require to be extremely careful, for, \(y\) and \(x\) being of different orders of magnitude, differentiation with regard to \(y\) will not give a term of the same order as differentiation with regard to \(x\). The criterion to be used in this case is this: The series \(\mathrm{L}=-d \overline{\mathrm{~S}} / d x\) is of order 0 in \(m\), and is therefore among the terms which we have agreed to neglect. Similarly for the series \(\bar{Q}\). In consequence, every time L and \(\overline{\mathrm{Q}}\) appear owing to differentiation, they should be neglected if we keep the same order of approximation for the stresses as for the displacements. It will then be found that some terms disappear whose effect is felt in the displacements, as it were, by accumulation.

Keeping this rule in mind, we obtain easily
\[
\left.\begin{array}{l}
\mathrm{P}=-\frac{3 \mathrm{M} y}{2 b^{3}}  \tag{61}\\
\mathrm{Q}=0 \\
\mathrm{~S}=\frac{3}{4 b} \mathrm{~S}\left(b^{2}-y^{2}\right)
\end{array}\right\}
\]

Now these are the stresses we should have obtained had we treated that part of the bar as free, but subject to a bending moment M and a total shear S , transmitted from a distant terminal. Hence we see that, to a first approximation the stress at each point of a bar, whatever the manner of its transverse loading, depends only upon the total bending moment at the section and upon the total shear at the section, and will be given in terms of these by the same formule which are valid for a free bar subjected to a given couple and shear at its extremities. Similar conclusions follow from the formule found by Professor Pocheammer in the paper quoted previously.
§12. Analysis of the Approximate Expressions for the Displacements. Shearing Deflection.

Now if we look at the values (60) we see easily that they are composed of three parts.
(i.) The parts \(-\frac{3 y}{2 b^{3} \mathrm{E}} \int_{0}^{x} \mathrm{M} d x\) of U and \(\frac{3}{2 b^{3} \mathrm{E}} \int_{0}^{x} \int_{0}^{x} \mathrm{M} d x^{2}\) of V .

These are what we may call the "Euler-Bernoulli" terms. They correspond to a
strain in which cross-sections originally plane remain plane, and the curvature of the elastic line is at all points proportional to the bending moment.
(ii.) The part \(\int_{0}^{x} \frac{\eta \bar{Q}}{E} d x\) of U. This corresponds to the lateral contraction of the material under tensions \(\bar{Q}\), and is the same as if each strip of thickness \(d x\) and height \(2 b\) were independently stretched.
(iii.) The terms \(-\frac{3 y}{8 b} \overline{\mathrm{~S}}\left\{\frac{3 \lambda^{\prime}+4 \mu}{6 \mu\left(\lambda^{\prime}+\mu\right)} \frac{y^{2}}{b^{2}}-\frac{7 \lambda^{\prime}+4 \mu}{10 \mu\left(\lambda^{\prime}+\mu\right)}\right\}\) of U and
\[
-\frac{3 I I}{8 b}\left\{\frac{13 \lambda^{\prime}+16 \mu}{10 \mu\left(\lambda^{\prime}+\mu\right)}-\frac{\lambda^{\prime}}{2 \mu\left(\lambda^{\prime}+\mu\right) y^{2}}\right\} \text { of } V
\]

These correspond to a distortion of the cross-sections and to a parabolic distribution of shear.

In the particular case, where the load reduces to a central isolated weight \(W\) and the two symmetrical support reactions, the additional terms (iii.) in V are of the form (omitting the constant)
and
\[
\begin{array}{r}
\frac{3}{8} \frac{\mathrm{~W} x}{\mu b}\left\{\frac{13 \lambda^{\prime}+16 \mu}{20\left(\lambda^{\prime}+\mu\right)}\right\}+\frac{3}{8} \frac{\eta \mathrm{~W}(l-x) y^{2}}{\mathrm{E} b^{3}} \text { for } x>0 \\
-\frac{3}{8} \frac{\mathrm{~W} x}{\mu b}\left\{\frac{13 \lambda^{\prime}+16 \mu}{20\left(\lambda^{\prime}+\mu\right)}\right\}+\frac{3}{8} \frac{\eta \mathrm{~W}(l+x) y^{2}}{\mathrm{E} b^{3}} \text { for } x<0
\end{array}
\]
\(2 l\) being the distance between the supports.
It might have been supposed that this particular problem would have been capable of solution by breaking up the beam in the middle and treating it as two inverted cantilevers, to each of which we could apply de Saint-Venant's solution. This, I believe, is often done by engineers.

Now such an attempt is, in strictness, bound to fail, because de Saint-Venant's solution implies distortion of the cross-section at the fixed end, whereas in the present problem the central cross-section of the beam must necessarily remain plane, from symmetry.

Moreover, we are left in doubt as to the condition of fixing to be adopted. Are we to suppose, with de Saint-Venant, the central element of the terminal crosssection to remain vertical, or, with Professor Love ('Theory of Elasticity,' vol. 1, pp. 179-180), the elastic line to be horizontal at the built-in end? In the case of a cantilever the difference is quite immaterial, as it merely amounts to a rigid body displacement. But here we must remember the cantilevers are only fictitiously severed, and the above difference corresponds to an actual sharp bend of the beam in the middle.

It is interesting to compare the true solution with those obtained in this way.

If we assume de Saint-Venant's fixing condition, we find, for the additional terms in V corresponding to (iii.),
\[
\begin{aligned}
& \frac{3}{8} \frac{\mathrm{~W} x}{\mu b}+\frac{3}{8} \eta \frac{\mathrm{~W}(l-x) y^{2}}{\mathrm{E} b^{2}} \text { for } x>0, \text { and } \\
- & \frac{3}{8} \frac{\mathrm{~W} x}{\mu b}+\frac{3}{8} \eta \frac{\mathrm{~W}(l+x) y^{2}}{\mathrm{E} b^{3}} \text { for } x<0 .
\end{aligned}
\]

The \(y^{2}\) terms are therefore identical in this and in the true solution, but the first term which represents the additional deflection of the central axis of the beam, and which is sometimes spoken of as the shearing deflection, is less than in the true solution, being \(\left(13 \lambda^{\prime}+16 \mu\right) / 20\left(\lambda^{\prime}+\mu\right)\), that is \((42 \lambda+32 \mu) /(60 \lambda+40 \mu)\) of that given by the double cantilever solution. This fraction comes to be 74 for uni-constant isotropy.

If we assume what I have called Love's fixing condition, the shearing deflection disappears entirely.

The true solution shows us, therefore, that it is permissible in this case to use the double cantilever as an artifice to obtain the solution, provided we adopt, at the section of fictitious severance, a fixing condition intermediate between those of Love and de Saint-Venant, but nearer to the latter. In other words, a central isolated load does actually introduce a sharp bend.
\%
§ 13. Value of the Deflection when \(b\) is not small and the Beam is Doubly Supported.

Suppose the beam rests on two knife-edge supports A, B (fig. i.) at a distance \(2 l\) apart, and a weight W is borne by another knife-edge which presses on the upper part of the beam at \(C\).


Fig. i.
Then we have \(\alpha_{0}=-\frac{W}{2 a}, \alpha_{n}=-\frac{W}{a}(n \neq 0), \beta_{0}=\alpha_{0}, \beta_{n}=-\frac{W}{a} \cos \frac{n \pi l}{a}\).
The central deflection of the elastic line (what de Saint-Venant calls "la flèche de flexion ") is then given by \(f=\mathrm{V}_{x=1} y=0, \mathrm{~V}_{x=0} y=0\); substituting for r's and \(\beta\) 's in (56), we find
\[
\begin{align*}
f= & \frac{3}{4 b^{3} \mathrm{E}} l^{2} \sum_{1}^{\infty} \frac{\cos n \pi}{m^{2}} \frac{\mathrm{~W}}{a}\left(\cos \frac{n \pi l}{a}-1\right) \\
& +\sum_{1}^{\infty} \frac{\mathrm{W}}{a}\left(\cos \frac{n \pi l}{a}-1\right) \frac{1}{2 m} \frac{\left\{\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \cosh m b+\frac{m b}{\mu} \sinh m b\right\}}{\sinh 2 m b-2 m b}\left(\cos \frac{n \pi l}{a}-1\right) \tag{62}
\end{align*}
\]

Now the first term can be evaluated. It is \(\frac{3}{16}-l^{4} a b^{3} \frac{\mathrm{~W}}{\mathrm{E}}\). We have therefore
\[
f=\frac{3 \mathrm{~W} l^{4}}{16 \mathrm{E} b^{3} a}+\sum_{1}^{\infty} \frac{\mathrm{W}}{2 n \pi} \frac{\left(\frac{1}{\lambda^{\prime}+\mu} \cosh \frac{n \pi b}{a}+\frac{1}{\mu}\left(\cosh \frac{n \pi b}{a}+\frac{n \pi b}{a} \sinh \frac{n \pi b}{a}\right)\right)}{\left(\sinh \frac{2 n \pi b}{a}-\frac{2 n \pi b}{a}\right)}\left(1-\cos \frac{n \pi l}{a}\right)^{2} .
\]

Now let us remove the ends to infinity, that is, make a very large. This will transform the \(\Sigma\) above into a definite integral. It is easily seen that the term under the \(\Sigma\) remains finite and continuous when \(n\) is made zero; we may therefore take our limits from 0 to \(\infty\). We then obtain, putting \(n \pi b / a=u, \pi b / a=d u\) :
\[
\begin{gathered}
f=\int_{0}^{\infty} \frac{W}{2 \pi} \frac{\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \cosh u+\frac{u}{\mu} \sinh u}{\sinh 2 u-2 u}\left(1-\cos \frac{u l}{b}\right)^{2} \frac{d u}{u} \\
=\frac{2 W}{\pi} \int_{0}^{\infty} \frac{\frac{4}{\mathrm{E}} \cosh u+\frac{u}{\mu} \sinh u}{\sinh 2 u-2 u}\left(\sin \frac{u l}{2 u}\right)^{+} \frac{d u}{u},
\end{gathered}
\]
or writing \(l / 2 l=\lambda_{0}\),
\[
\begin{equation*}
f=\frac{2 W}{\pi}\left(\frac{l}{2 \bar{b}}\right)^{4} \int_{0}^{\infty} \frac{\left(\frac{t u^{3} \cosh u}{\mathrm{E}}+\frac{u^{4} \sinh u}{\mu}\right)}{\sinh 2 u-2 u}\left(\frac{\sin u \lambda_{0}}{u \lambda_{0}}\right)^{4} d u \tag{63}
\end{equation*}
\]

Now \(\left(\sin , u \lambda_{0} / u_{0} \lambda_{0}\right)^{t}\) is always \(<1\), so that
\[
f<\frac{2 \mathrm{~W}}{\pi}\left(\frac{l}{2 b}\right)^{4} \int_{0}^{\infty} \frac{\mathrm{E}^{u^{3} \cosh u+\frac{u^{4} \sinh u}{\mu}}}{\sinh 2 u-2 u} d u,
\]
and \(f\) tends to become equal to the right-hand side of the last written inequality if \(l / 2 l\) becomes small, that is, if we make our supports close up.

The integrals \(\int_{0}^{\infty} \frac{u^{3} \cosh u d u}{\sinh 2 u-2 u}\) and \(\int_{0}^{\infty} \frac{u^{4} \sinh u d u}{\sinh 2 u-2 u}\) when calculated by quadratures come out to be equal to \(7 \cdot 22\) and 24.82 respectively.

We have therefore
\[
\begin{equation*}
f<\frac{2 W}{\pi}\left(\frac{l}{2 b}\right)^{4}\left(\frac{28 \cdot 9}{\mathrm{E}}+\frac{248}{\mu}\right) \tag{64}
\end{equation*}
\]

Now if \(f_{0}\) be the Euler-Bernoulli deflection, that is, the deflection calculated in the usual way by taking the curvature proportional to the bending moment and fixing, so that the elastic line is horizontal at the origin,
\[
\begin{equation*}
f_{0}=\frac{\mathrm{W} l^{3}}{4 \mathrm{E} b^{3}} . \tag{65}
\end{equation*}
\]

Comparing (64) and (65) we see that the true deflection will certainly be less than
the Euler-Bernoulli deflection if \(l\left(28 \cdot 9+\frac{\mathrm{E}}{\mu} 24 \cdot 8\right)<2 \pi b\); or, \(l<\cdot 069 b\), if for purposes of numerical calculation we suppose uni-constant isotropy and therefore \(\mathrm{E}=5 \mu / 2\).

So that if \(l\) be less than about \(\frac{1}{28}\) th of the height of the beam, the correction to be applied to the Euler-Bernoulli deflection becomes negative. The critical point where, as we shorten the span, the correction passes from additive to subtractive corresponds to \(l\) slightly, but only very slightly, greater than \(\cdot 069 \mathrm{~b}\), as in the neighbourhood of this value \(\lambda_{0}\) is quite sufficiently small to make \(\left(\sin u \lambda_{0} / u \lambda_{0}\right)^{4}=1\), a fair approximation for all the most important part of the range of integration of the integral in (63).

We see therefore that when we have a beam loaded in this way, with a section of symmetry constrained to remain plane, the deflection at the centre, for all spans greater than \(\frac{1}{2}\) th of the height, is larger than the one indicated by the EulerBernoulli theory. In the limit when the span is made very large, this additive correction is found to be of the same form as that given by de Saint-Venant for a cantilever under special conditions of end fixing, but the coefficient is different, the correction being just under \(\frac{3}{4}\) ths of de Saint-Venant's value. For spans smaller than \(\frac{1}{28}\) th of the height the correction is negative.
§ 14. The Doubly-supported Beam under Central Load. Expressions for the Strains and Stresses when we remove the Supports to the Two Extremities.

Going back to the general expressions for \(\mathrm{U}, \mathrm{V}, \mathrm{P}, \mathrm{Q}, \mathrm{S}\) given in \(\S 10\), if we have a beam as in \(\S 13\), but we make the two supports coincide with \(x= \pm a\), we have
\[
\alpha_{0}=\beta_{0}=-\frac{\mathrm{W}}{2 a}, \quad \alpha_{n}=-\frac{\mathrm{W}}{a}, \quad \beta_{n}=-(-1)^{n} \frac{\mathrm{~W}}{u}
\]
with the following values for the displacements and stresses :-
\[
\begin{align*}
& \mathrm{U}=-\frac{4}{\mu} \frac{x}{2} \frac{\mathrm{~W}}{a} \frac{\sinh 2 n \pi b / a}{a} \sinh 4 n \pi b / a+4 n \pi b / a \sin 2 n \pi x / a \sinh 2 n \pi y / a \\
& -\frac{y}{\mu} \frac{W}{a} \sum_{0}^{n} \frac{\cosh (2 n+1) \pi b / a}{\sinh (4 n+2) \pi b / a-(4 n+2) \pi b / a} \sin (2 n+1) \pi x / a \cosh (2 n+1) \pi y / a \\
& {\left[\begin{array}{l}
-1 \\
\bar{\lambda}^{\prime}+\mu \\
\hline
\end{array} \cosh (2 n+1) \pi / / \mu\right.} \\
& \left.-\frac{W}{a} \sum_{0}^{2} \frac{a}{(2 n+1) \pi} \left\lvert\, \begin{array}{c}
-\frac{1}{\mu} \frac{(2 n+1) \pi l}{a} \sinh (2 n+1) \pi b / a \\
-\frac{1}{2} \sinh (4 n+2) \pi b / a-(4 n+2) \pi b / a
\end{array}\right.\right) \sin (2 n+1) \pi x / a \sinh (2 n+1) \pi y / a \\
& -\frac{W}{a} \sum_{1}^{\infty} \frac{a}{2 n \pi} \frac{\left(\frac{1}{\lambda^{\prime}+\mu} \sinh 2 n \pi z / a-\frac{1}{\mu} \frac{2 n \pi b}{a} \cosh 2 n \pi z / a\right)}{\sinh 4 n \pi z / a+4 n \pi b / a} \sin 2 n \pi x / a \cosh 2 n \pi y / a \\
& -\frac{3 \mathrm{~W} \pi}{\mathrm{E} \pi^{2}} x y{\underset{\mathrm{~N}}{0}}_{\infty}^{(2 n+1)^{2}}-\frac{1}{2 \mathrm{~W} a} . \tag{66}
\end{align*}
\]
\(\mathrm{V}=\frac{y \mathrm{~W}}{\mu c} \sum_{1}^{\infty} \frac{\sinh 2 n \pi b / a}{\sinh 4 n \pi b / a+4 n \pi b / a} \cos 2 n \pi x / a \cosh 2 n \pi y / a\)
\[
+\frac{y \mathrm{~W}}{\mu a} \sum_{0}^{\infty} \frac{\cosh (2 n+1) \pi b / a}{\sinh (4 n+2) \pi b / a-(4 n+2) \pi b / a} \cos (2 n+1) \pi x / a \sinh (2 n+1) \pi y / a
\]
\(-\frac{\mathrm{W}}{a} \sum_{1}^{\infty} \frac{a}{2 n \pi} \frac{\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \sinh 2 n \pi b / a+\frac{1}{\mu} \frac{2 n \pi b}{a} \cosh 2 n \pi b / a}{\sinh 4 n \pi b / a+4 n \pi b / a} \cos 2 n \pi x / a \sinh 2 n \pi y / a\)
\(-\frac{\mathrm{W}}{a} \sum_{1}^{\infty} \frac{a}{(2 n+1) \pi} \frac{\left[\begin{array}{c}\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \cosh \overparen{2 n+1} \pi b / a \\ +\frac{1}{\mu} \frac{2 n+1 \pi b}{a} \sinh \overparen{2 n+1} \pi b / a\end{array}\right] \cos (2 n+1) \pi x / a \cosh (2 n+1) \pi y / a, ~(4 n+2) \pi b / a-(4 n+2) \pi b / a}{\sinh (4 n}\)
\[
\begin{equation*}
+\frac{3}{2} \frac{\mathrm{~W} a}{\mathrm{E} b^{3} \pi^{2}}\left(x^{2}-\eta \dot{y}^{2}\right) \stackrel{\infty}{0}_{0}^{\infty} \frac{1}{(2 n+1)^{2}}-\frac{\mathrm{W} y}{\mathrm{E} a}+\mathrm{B} \tag{67}
\end{equation*}
\]
where B is a constant depending on the origin from which the displacement is to be measured.
\(\mathrm{P}=-\frac{3 y W a}{b^{3} \pi^{2}} \sum_{0}^{\infty} \frac{1}{(2 n+1)^{2}}\)
\(-\sum_{1}^{\infty} \frac{2 W}{a} \frac{\sinh 2 n \pi b / a-(2 n \pi b / a) \cosh 2 n \pi b / a}{\sinh 4 n \pi b / a+4 n \pi b / a} \cos 2 n \pi x / a \cosh 2 n \pi y / a\)
\(-\sum_{1}^{\infty} \frac{2 W}{a} \frac{(2 n \pi y / a) \sinh 2 n \pi b / a}{\sinh 4 n \pi b / a+4 n \pi b / a} \cos 2 n \pi x / a \sinh 2 n \pi y / a\)
\(\left.-\sum_{0}^{\infty} \frac{2 \mathrm{~W}}{a} \frac{\cosh 2 \pi+1}{2 n b / a-(2 n+1} \pi b / a\right) \sinh \overparen{2 n+1} \pi b / a c \sqrt{\sinh (4 n+2) \pi b / a-(4 n+2) \pi b / a} \cos 2 \pi+1 \pi x / a \sinh \overparen{2 n+1} \pi y / a\)
\(-\sum_{0}^{\infty} \frac{2 \mathrm{~W}}{a} \frac{(2 n+1 \pi y / a) \cosh 2 n+1 \pi b / a}{\sinh (4 n+2) \pi b / a-(4 n+2) \pi b / a} \cos 2 \pi+1 \pi x / a \cosh \overparen{2 n+1 \pi y / a} \cdot \boldsymbol{2}\). (68).
\(\mathrm{Q}=-\frac{\mathrm{W}}{2 a}-\sum_{1}^{\infty} \frac{2 \mathrm{~W}}{a} \frac{\sinh 2 n \pi b / a+(2 n \pi b / a) \cosh 2 n \pi b / a}{\sinh 4 n \pi b / a+4 n \pi b / a} \cos 2 n \pi x / a \cosh 2 n \pi y / a\)
\(+\sum_{1}^{\infty} \frac{2 \mathrm{~W}}{a} \frac{(2 n \pi y / a) \sinh }{\sinh 4 n \pi b / a+4 n \pi b / a} \cos 2 n \pi x / a \sinh 2 n \pi y / a\)
\(-\sum_{0}^{\infty} \frac{2 \mathrm{~W}}{a} \frac{\cosh \overparen{2 n+1} \pi b / a+(\overparen{2 n+1} \pi b / a) \sinh \overparen{2 n+1} \pi b / a}{\sinh \overparen{4 n+2} \pi b / a-\overparen{4 n+2} \pi b / a} \cos 2 \widehat{n+1} \pi x / a \sinh \overparen{2 n+1} \pi y / a\)
\(+\sum_{0}^{\infty} \frac{2 W}{a} \frac{\overparen{(2 n+1} \pi y / a) \cosh \overparen{2 n+1} \pi b / a}{\sinh 4 n+2 \pi b / a-\sqrt{4 n+2} \pi b / a} \cos \overparen{2 n+1} \pi x / a \cosh \overparen{2 n+1} \pi y / a\)
\[
\begin{align*}
\mathrm{S} & =\sum_{1}^{\infty} \frac{2 \mathrm{~W}}{a} \frac{(2 n \pi b / a) \cosh 2 n \pi b / a}{\sinh 4 n \pi b / a+4 n \pi b / a} \sin 2 n \pi x / a \sinh 2 n \pi y / a \\
& -\sum_{1}^{\infty} \frac{2 W \mathrm{~V}}{a} \frac{(2 n \pi y / a) \sinh 2 n \pi b / a}{\sinh 4 n \pi b / a+4 n \pi b / a} \sin 2 n \pi x / a \cosh 2 n \pi y / a \\
& +\sum_{0}^{\infty} \frac{2 W}{a} \frac{(2 n+1 \pi b / a) \sinh \sqrt{2 n+1 \pi b / a}}{\sinh \sqrt{4 n+2} \pi b / a-\sqrt{4 n+2} \pi b / a} \sin 2 n+1 \pi x / a \cosh 2 \pi+1 \pi y / a \\
& -\sum_{0}^{\infty} \frac{2 W}{a} \frac{(2 n+1 \pi y / a) \cosh \overparen{2 n+1} \pi b / a}{\sinh \overparen{4 n+2} \pi b / a-\overparen{4 n+2} \pi b / a} \sin \overparen{2 n+1} \pi x / a \sinh \overparen{2 n+1} \pi y / a \tag{70}
\end{align*}
\]
§ 15. Definite Integrats to which the expressions of the last Section tend when we make" a" ver" large.
If we make a very large, the \(\Sigma\) 's in the preceding expressions will become integrals in the limit. It will be found, however, that certain terms in the last found values of \(\mathrm{U}, \mathrm{V}, \mathrm{P}, \mathrm{Q}, \mathrm{S}\) become infinite when 0 is substituted for \(b / a\). In these cases the sum may not be directly transformed into an integral. The reason why this occurs is that, if a be made infinite, an infinite bending moment \(\frac{1}{2} W a\) is introduced at the centre of the beam. It is this moment which produces the parts of the displacements and stresses that become infinite when \(a\) is infinite. If, however, we apply at the two ends pure couples \(-\frac{1}{2} W_{c}\), we get rid of this infinite moment, and we have only the terms due to the local effect, which produces only finite stresses at a finite distance from the origin.

Thus, if in U we add \(\frac{y \text { WV }}{a} \sum_{0}^{\infty} \frac{3}{4} \frac{1}{\mu} \frac{x a^{2}}{b^{3}(2 n+1)^{2} \pi^{2}}\) to the second \(\Sigma\) and \(\frac{\mathrm{W}}{a} \sum_{0}^{\infty} \frac{1}{4} \frac{1}{\lambda^{\prime}+\mu} \frac{x y a^{2}}{b^{3}(2 n+1)^{2} \pi^{2}}\) to the third \(\Sigma\), these \(\Sigma\) 's remain finite even when we make \(a=\infty\). We have, however, to introduce negative terms to balance those that have been added. Remembering that \(\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right)=\frac{4}{\mathrm{~L}}\) and \(\frac{\infty}{\frac{\infty}{0}} \frac{1}{(2 n+1)^{2}}=\pi^{2} / 8\), we see that the part of the series in U which becomes infinite, is \(-\frac{3}{8} \frac{\frac{x y}{} \mathrm{Wa}}{\mathrm{E} b^{3}}\), which, added to the other infinite term in the last line of (66), gives for the infinite part of U :
\[
U_{0}=-\frac{3}{t} \frac{a y \backslash a}{\mathrm{E} l^{3}}
\]

Similatly with V. The terms which hare to be added to the second and fourth E 's to make them finite in the limit are
\[
\begin{gathered}
-\frac{3 y^{2} W V}{4 \mu u} \sum_{0}^{\infty} \frac{a^{2}}{(2 n+1)^{2} \pi^{2} b^{3}}, \\
+\frac{W}{a} \sum_{0}^{\infty} \frac{a^{4}}{(2 n+1)^{4} \pi^{4} b^{3}} \sum^{\frac{S}{4}}\left[\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right)\left(1+\frac{3}{10} \frac{(2 n+1)^{2} \pi^{2} b^{2}}{a^{2}}\right)+\frac{1}{\mu} \frac{(2 n+1)^{2} \pi^{2} z^{2}}{a^{2}}\right] \\
+\frac{W}{a} \sum_{0}^{\infty} \frac{a^{2}}{(2 n+1)^{2} \pi^{2} b^{3}} \frac{3}{8}\left(y^{2}-x^{2}\right)\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right),
\end{gathered}
\]
respectively. The first sum in the second of these expressions does not contain the variables, and therefore may be supposed taken from the constant B. The other terms, added to the first term of the last line of (67), will give for the infinite part of \(V\)
\[
\mathrm{V}_{0}=\frac{3}{8} \frac{\mathrm{~W} a}{\mathrm{E} l^{3}}\left(x^{2}-\eta y^{2}\right) .
\]

Proceeding to deal in the same way with the stresses, we find that to ensure finiteness in the limit we must add :
(a) to the third and fourth series in P: \(\frac{2 W}{a} \sum_{0}^{\infty} \frac{3 y}{4 b^{3}} \frac{a^{2}}{(2 n+1)^{2} \pi^{2}}\) in each case;
(b) to the third and fourth series in \(\mathrm{Q}: \frac{2 \mathrm{~W}}{a} \sum_{0}^{\infty} \frac{3 y}{4 b^{3}} \frac{a^{2}}{(2 n+1)^{2} \pi^{2}}\) and \(-\frac{2 W}{a} \sum_{0}^{\infty} 3^{2} \frac{a^{2}}{4 b^{3}} \frac{(2 n+1)^{2} \pi^{2}}{}\) respectively; the infinite part of P is then
\[
\mathrm{P}_{0}=-\frac{3}{4} \frac{\mathrm{~W} a}{u^{3}} y
\]
\(Q\) and \(S\) having no infinite parts.
If we leave out of account the parts \(\mathrm{U}_{0}, \mathrm{~V}_{0}, \mathrm{P}_{0}\), which belong to a couple \(\mathrm{W} a / 2\) and which can be destroyed by introducing an equal and opposite couple, we find that, when \(a\) is made infinite, the displacements and stresses tend to the following limiting values:
\[
\begin{align*}
& \mathrm{U}=-\frac{1}{\mu} \frac{W^{r} y}{2 \pi b} \int_{0}^{\infty} \frac{\sinh u}{\sinh 2 u+2 u} \sin \frac{u x s}{b} \sinh \frac{u y}{b} d u \\
& -\frac{1}{\mu} \frac{W y}{2 \pi z} \int_{0}^{\infty}\left(\frac{\cosh u}{\sinh 2 u-2 u} \sin \frac{u x}{b} \cosh \frac{u y}{b}-\frac{3 x}{4 b u}\right) d u \\
& -\frac{W}{2 \pi} \int_{0}^{\infty}\left\{\frac{\lambda^{\prime}+\mu^{2} \cosh u-\frac{1}{\mu} u \sinh u}{\sinh 2 u-2 u} \frac{1}{u} \sin \frac{u w^{2}}{b} \sinh \frac{u y}{b}-\frac{3 \cdot y\left(\lambda^{\prime}+\mu\right)}{4 b^{\prime}+u^{2}}\right\} d u \\
& -\frac{\mathrm{W}}{2 \pi} \int_{0}^{\infty}\left\{\frac{\frac{1}{\lambda^{\prime}+\mu} \sinh u-\frac{1}{\mu} u \cosh u}{\sinh 2 u+2 u}\right\} \frac{1}{u} \sin \frac{u u^{\prime}}{b} \cosh \frac{u y}{b} d u \\
& \mathrm{~V}=\frac{1}{\mu} \frac{\mathrm{~W} y}{2 \pi b} \int_{0}^{\infty} \frac{\sinh u}{\sinh 2 u+2 u} \cos \frac{u x}{b} \cosh \frac{u y}{b} d u  \tag{71}\\
& +\frac{1}{\mu} \frac{W y}{2 \pi b} \int_{0}^{\infty}\left\{\frac{\cosh u}{\sinh 2 u-2 u} \cos \frac{u x}{b} \sinh \frac{u y y}{b}-\frac{3 y}{4 \bar{b} u^{2}}\right\} d u \\
& -\frac{W}{2 \pi} \int_{0}^{\infty} \frac{\left\{\left(\lambda^{\prime}+\mu+\frac{1}{\mu}\right) \sinh u+\frac{1}{\mu} u \cosh u\right\}}{\sinh 2 u+2 u} \frac{1}{u} \cos \frac{u s}{b} \sinh \frac{u y}{b} d u \\
& -\frac{W}{2 \pi} \int_{0}^{\infty}\left\{\frac{\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \cosh u+\frac{1}{\mu} u \sinh u}{\sinh 2 u-2 u} \frac{1}{u} \cos \frac{u x}{b} \cosh \frac{u y}{b}\right. \\
& \left.\left.\begin{array}{rl}
-\frac{3}{4}\left(\frac{1}{\lambda^{\prime}+\mu}+\right. & \left.\frac{1}{\mu}\right) \frac{1}{u^{4}}-\frac{3}{40}\left(\frac{3}{\lambda^{\prime}+\mu}+\frac{13}{\mu}\right) \frac{1}{u^{2}}-\frac{3}{8}\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \frac{y^{2}-x^{2}}{b^{2} u^{2}}
\end{array}\right\} d u\right\}
\end{align*}
\]
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\[
\begin{align*}
& \mathrm{P}=-\frac{\mathrm{W}}{\pi b} \int_{0}^{\infty} \frac{\sinh u-u \cosh u}{\sinh 2 u+2 u} \cos \frac{u x}{\pi} \cosh \frac{u y}{b} d u \\
& -\frac{W y}{\pi b^{2}} \int_{0}^{\infty} \frac{u \sinh h 2 u+2 u}{2 u} \cos \frac{u, v}{b} \sinh \frac{u y}{b} d u \\
& -\frac{\mathrm{W}}{\pi b} \int_{0}^{\infty}\left\{\frac{\cosh h u-u \sinh u}{\sinh 2 u-2 u} \cos \frac{u \cdot}{b} \sinh \frac{u y}{b}-\frac{3}{4} y u^{y}\right\} d u \\
& -\frac{W_{y}^{\prime}}{\pi r^{2}} \int_{0}^{\infty}\left\{\frac{n \cosh 1 u}{\sinh 2 u-2 u} \cos \frac{u}{7} \cosh \frac{\prime \prime y}{b}-\frac{\ddot{3}}{4 u^{2}}\right\} d u \\
& \mathrm{Q}=-\frac{W}{\pi j} \int_{0}^{\infty} \frac{\sinh u+u \cosh n}{\sinh 2 n+2 u} \cos \frac{u \pi}{b} \cosh \frac{u y}{b} d u \\
& +\frac{W y}{\pi b^{2}} \int_{0}^{\infty} \sin n \sinh 2 u+2 u \cos \frac{u u}{b} \sinh \frac{u y}{b} d u  \tag{72}\\
& -\frac{T V}{\pi b} \int_{0}^{\infty}\left\{\frac{\cosh u+u \sinh u}{\sinh 2 u-2 u} \cos \frac{u x}{b} \sinh \frac{u y}{b}-\frac{3}{4} \frac{y}{b u}\right\} d u \\
& +\frac{W y}{\pi b^{2}} \int_{0}^{\infty}\left\{\frac{u \cosh h}{\sinh 2 u-2 u} \cos \frac{\mu v}{b} \cosh \frac{u y}{b}-\frac{3}{4 u}\right\} d u \\
& S=\frac{W}{\pi b} \int_{0}^{\infty} \frac{" \cosh \mu}{\sinh 2 u+2 n} \sin \frac{u t x}{b} \sinh \frac{u t /}{b} d u \\
& -\frac{W y}{\pi z^{2}} \int_{0}^{\infty} \frac{u \sinh u}{2 u+2 u} \sin \frac{u x}{b} \cosh \frac{u y}{b} d u \\
& +\frac{\mathrm{W}}{\pi \pi} \int_{0}^{\infty} \frac{u \sinh u}{\sinh 2 u-2 u} \sin \frac{\mu \pi}{2} \cosh \frac{\| y}{b} d u
\end{align*}
\]
§ 16. Consideration of the Stresses in the Neighbourhood of the Point where the Concentrated Load is Applied.

The integrals in the expressions (71) and (72) are finite, one-valued and continuous at every point \((x, y)\) inside the beam, such that \(y\) is numerically less than \(b\) by a finite quantity. For in this case, for large values of \(u\), the integrand is comparable with \(e^{-u(b-1 y)}\), where \(|y|\) stands for the numerical value of \(y\). If, however, \(|y|=b\), or the point in question lies on the edges of the beam, the integrals are no longer necessarily convergent. In this case the expressions (71) and (72) have to he transformed.

Let us start with the stresses \(P, Q, S\), as in their case the transformation is somewhat simpler. Firther, let us consider instead of \(P\) and \(Q\) the somewhat more compactly expressed quantities
\[
\begin{align*}
& \mathrm{P}+\mathrm{Q}=-\frac{2 \mathrm{~W}}{\pi b} \int_{0}^{\infty} \frac{\sinh u}{\sinh 2 u+2 u} \cos \frac{u \cdot x}{b} \cosh \frac{u y}{b} d u \\
& -\frac{2 W}{\pi b} \int_{0}^{\infty}\left\{\frac{\cosh u}{\sinh 2 u-2 u} \cos \frac{u x}{b} \sinh \frac{u y}{b}-\frac{3 y}{4 u^{2} b}\right\} d u \\
& \mathrm{P}-\mathrm{Q}=\frac{2 W}{\pi z} \int_{0}^{x} \frac{\pi \cosh u \cosh \frac{\eta y}{b}-\frac{u y}{b} \sinh u \sinh \frac{v u}{b}}{\sinh 2 u+2 u} \cos \frac{u x}{b} d u  \tag{73}\\
& \left.+\frac{2 W}{\pi \eta} \int_{0}^{\infty}\left\{\frac{u \sinh u \sinh \frac{u y}{b}-\frac{u y}{b} \cosh u \cosh \frac{u y}{b}}{\sinh 2 u-2 u} \cos \frac{u x}{b}+\frac{3}{4} \frac{y}{n u^{2}}\right\} d u\right\}
\end{align*}
\]
\(P-Q\) and \(S\) give the lines of principal stress and the principal stress-difference, \(\mathrm{P}+\mathrm{Q}\) gives the compression at the point considered.

If in the values \((73)\) and in S we write \(y=b-y^{\prime}\) so that we are referring our co-ordinates \(x, y^{\prime}\) to the point C (fig. i.) where the concentrated load is applied, as origin, we find, on re-arranging the terms,
\[
\begin{aligned}
& \mathrm{P}+\mathrm{Q}=-\frac{2 W}{\pi b} \int_{0}^{\infty} e^{-\frac{\pi y y^{\prime}}{b}} \cos \frac{u x}{b} d u \\
& -\frac{2 W}{\pi b} \int_{0}^{\infty}\left\{\left[\frac{u}{\sinh 2 u-2 u}-\frac{u}{\sinh 2 u+2 u}\right] \cos \frac{u x}{3} \cosh \frac{u u^{\prime}}{b}-\frac{3}{4 u^{2}}\right\} d u \\
& +\frac{2 W Y}{\pi b} \int_{0}^{\infty}\left\{\frac{1}{2}\left[\frac{1+2 u+e^{-2 u}}{\sinh 2 u-2 u}-\frac{1+2 u-e^{-2 u}}{\sinh } 2 u+2 u\right] \cos \frac{u x}{b} \sinh \frac{u y^{\prime}}{b}-\frac{2}{4 u^{2}} \frac{y^{\prime}}{b}\right\} d u \\
& \mathrm{P}-\mathrm{Q}=\frac{2 \mathrm{~W} y^{\prime}}{\pi \gamma \nu^{2}} \int_{0}^{\infty} u e^{-\frac{u y y^{\prime}}{\hbar}} \cos \frac{u x}{b} d u \\
& -\frac{2 \pi}{\pi b} \int_{0}^{\infty}\left\{\left[\frac{u}{\sinh 2 u-2 u}-\frac{u}{\sinh 2 u+2 u}\right] \cos \frac{u x}{b} \cosh \frac{u y^{\prime}}{b}-\frac{3}{4 u^{3}}\right\} d u \\
& +\frac{2 \pi W^{\prime} y^{\prime}}{\pi l^{2}} \int_{0}^{\infty}\left\{\frac{u}{2}\left[\frac{1+2 u+e^{-2 u}}{\sinh 2 u-2 u}-\frac{1+2 u-e^{-2 u}}{\sinh 2 u+2 u}\right] \cos \frac{u x}{3} \cosh \frac{u u^{\prime}}{\pi}-\frac{3}{4 u^{2}}\right\} d u \\
& -\frac{2 W^{r} y^{\prime}}{\pi \gamma^{2}} \int_{0}^{\infty}\left[\frac{u^{2}}{\sinh 2 u-2 u}-\frac{u^{2}}{\sinh 2 u+2 u}\right] \cos \frac{u x}{b} \sinh \frac{u y^{\prime}}{b} d u \text {. } \\
& S=\frac{W \cdot y^{\prime}}{\pi y^{2}} \int_{0}^{\infty} u e^{-\frac{u y y^{\prime}}{b}} \sin \frac{u x}{万} d x \\
& +{ }_{\pi} \int_{0}^{\mathrm{W}} \int_{0}^{x}\left[\frac{u}{\sinh 2 u-2 u}-\frac{u}{\sinh 2 u+2 u}\right] \sin \frac{u x}{b} \sinh \frac{u y^{\prime}}{b} d u \\
& -\frac{\mathrm{W}^{\gamma} y^{\prime}}{\pi r^{\prime}} \int_{0}^{\infty} \frac{u}{2}\left[\frac{1+2 u+e^{-2 x}}{\sinh 2 u-2 u}-\frac{1+2 u-e^{-2 u}}{\sinh 2 u+2 u}\right] \sin \frac{u x}{b} \sinh \frac{u u^{\prime}}{h} d u \\
& +\frac{W}{\pi y^{\prime}} \int_{0}^{\infty}\left[\frac{u^{2}}{\sinh 2 u-2 u}-\frac{u^{2}}{\sinh 2 u+2 u}\right] \sin \frac{u x}{\eta} \cosh \frac{u y^{\prime}}{u} d u . \\
& \text { N } 2
\end{aligned}
\]

The leading integrals in each case can be evaluated.
If we write \(x=r^{\prime} \sin \phi^{\prime} \quad y^{\prime}=r^{\prime} \cos \phi^{\prime}\); so that \(r^{\prime}\) is the distance of the point considered from the point of application of the concentrated load and \(\phi^{\prime}\) is the angle which \(r^{\prime}\) makes with the vertical, then :
\[
\begin{aligned}
& \int_{0}^{\infty} e^{-\frac{u y^{\prime}}{b}} \cos \frac{u x}{b} d u=\frac{b \cos \phi^{\prime}}{r^{\prime}} \\
& \int_{0}^{\infty} u e^{-\frac{w y^{\prime}}{b}} \cos \frac{u x}{b} d u=\frac{b^{\prime} \cos 2 \phi^{\prime}}{r^{\prime 2}} \\
& \int_{0}^{\infty} u e^{-\frac{w y^{\prime}}{b}} \sin \frac{u x}{b} d u=\frac{l^{2} \sin 2 \phi^{\prime}}{r^{\prime 2}}
\end{aligned}
\]
and we have
\[
\begin{align*}
& \mathrm{P}+\mathrm{Q}=-\frac{2 W}{\pi r^{\prime}} \cos \phi^{\prime}-\frac{8 W}{\pi b} \int_{0}^{\infty}\left\{\frac{u^{2}}{\sinh ^{2} 2 u-4 u^{2}} \cos \frac{4 r^{2}}{6} \cosh \frac{\pi y^{\prime}}{b}-\frac{8}{16 u^{2}}\right\} d u \\
& +\frac{8 \mathrm{~V}}{\pi b} \int_{0}^{\infty}\left\{\frac{u^{2}+\frac{u}{2}+\frac{1}{8}-\frac{1}{8} e^{-4} u}{\sinh ^{2} 2 u-4 u^{2}} \cos \frac{u x}{b} \sinh \frac{u y^{\prime}}{b}-\frac{3}{16 u^{2}} \frac{y^{\prime}}{b}\right\} d u  \tag{74}\\
& \mathrm{P}-\mathrm{Q}=\frac{2 W y^{\prime}}{\pi i^{2}} \cos 2 \phi^{\prime}-\frac{8 W}{\pi b} \int_{0}^{\infty}\left\{\frac{u^{2}}{\sinh 2 u-4 u^{2}} \cos \frac{u x}{b} \cosh \frac{u y^{\prime}}{b}-\frac{3}{16 u^{2}}\right\} d u \\
& +\frac{8 W y^{\prime}}{\pi b^{2}} \int_{0}^{\infty}\left\{\frac{u^{3}+\frac{u^{2}}{2}+\frac{u}{8}-\frac{u}{8} e^{-4} u}{\sinh ^{2} 2 u-4 u^{2}} \cos \frac{u x^{2}}{u} \cosh \frac{u y^{\prime}}{b}-\frac{3}{16 u^{2}}\right\} d u \\
& -\frac{s W y^{\prime}}{\pi b^{2}} \int_{0}^{\infty} \frac{u u^{3}}{\sinh ^{2} 2 u-4 u^{2}} \cos \frac{u x}{b} \sinh \frac{x y^{\prime}}{b} d u .  \tag{75}\\
& \mathrm{S}=\frac{W y^{\prime}}{\pi r^{2}} \sin 2 \phi^{\prime}+\frac{4 W}{\pi b} \int_{0}^{\infty} \frac{u^{2}}{\sinh ^{2} 2 u-4 u^{2}} \sin \frac{u x}{b} \sinh \frac{u y^{\prime}}{b} d u \\
& -\frac{4 W y^{\prime}}{\pi b^{2}} \int_{0}^{\infty} \frac{u^{3}+\frac{u^{2}}{2}+\frac{u}{8}-\frac{u}{8} t^{-4} u}{\sinh ^{2} 2 u-4 u^{2}} \sin \frac{u u^{2}}{b} \sinh \frac{u y^{\prime}}{b} d u \\
& +\frac{4 W y^{\prime}}{\pi r^{2}} \int_{0}^{\infty} \frac{u^{3}}{\sinh h^{2} 2 u-4 u^{2}} \sin \frac{u x}{b} \cosh \frac{u y^{\prime}}{b} d u . \tag{76}
\end{align*}
\]

The expressions for the stresses therefore consist of two parts, namely, the integrated parts
\[
\begin{align*}
\mathrm{P}_{1}=-\frac{\mathrm{W}}{\pi r^{\prime}} \cos \phi^{\prime}+\frac{\mathrm{W} y y^{\prime}}{\pi r^{\prime 2}} \cos 2 \phi^{\prime} & =-\frac{2 \mathrm{~W}}{\pi} \frac{y^{2} y^{\prime}}{r^{\prime 4}}  \tag{77}\\
\mathrm{Q}_{1}=-\frac{\mathrm{W}}{\pi r^{\prime}} \cos \phi^{\prime}-\frac{\mathrm{W} y y^{\prime}}{\pi r^{\prime 2}} \cos 2 \phi^{\prime} & =-\frac{2 W}{\pi} \frac{y^{\prime 3}}{r^{\prime 4}} \\
\mathrm{~S}_{1}=\frac{\mathrm{W} y^{\prime}}{\pi r^{\prime 2}} \sin 2 \phi^{\prime} & \frac{2 W}{\pi} \frac{2 y^{\prime 2}}{r^{\prime 4}}
\end{align*}
\]
and the parts still in the form of integrals, which we may call \(\mathrm{P}_{2}, \mathrm{Q}_{2}, \mathrm{~S}_{2}\).
\(P_{1}, Q_{1}, S_{1}\) agree with the expressions found by Flamant ('Comptes Rendus,' vol. 114, pp. 1465-1468) and confirmed by Boussinese ('Comptes Rendus,' vol. 114, pp. 1510-1516) for the stresses in an infinite solid due to a line of load W per unit length, in which case the problem is reduced to two dimensions. They correspond, therefore, to the stresses that would be induced in the beam by the concentrated load if the height \(2 b\) were made infinite.

The stresses \(P_{2}, Q_{2}, S_{2}\) are regular functions of \(x\) and \(y\) throughout the beam. They nowhere become discontinuous or infinite, and they tend to zero as \(b\) is made large. They represent the correction that we have to apply to Flamants and Boussinesq's result as a consequence of the finite height of the beam.

Boussinesp, in the paper quoted above, has made an attempt to obtain such a correction, by finding the stresses given by (77) over the lower edge of the beam, superimposing an equal and opposite system to annul these, and calculating the strains due to this last system as if the top boundary of the beam were removed to infinity. This corrective system, as he calls it, will now introduce extra stresses over the top of the beam. To get rid of these a corrective system of the second order is superimposed, and we may go on indefinitely in this way. The complexity of the expressions increases enormously for each system we add, and, on finding the approximation so slowly convergent that the terms of the second order were practically as important as those of the first, Boussinesa threw up the method in despair, and fell back upon an empirical assumption, given by Sir Georae Stokes in a supplement to a paper by Carus Wilson ('Phil. Mag.,' Series V., vol. 32, pp. 500-503), namely, that the stress system introduced by the finiteness of the height of the beam was such as to ammul the stresses due to (77) at the lower boundary, and varied linearly along the vertical, giving zero stress over the upper boundary. The functions \(\mathrm{P}_{2}, \mathrm{Q}_{2}, \mathrm{~S}_{2}\) of the present article solve the problem exactly.

\section*{§17. Expansion in Integral Powers about the Point of Discontinuous Loarling.}

In the integrals for \(P_{2}, Q_{2}, S_{2}\) we may expand the quantities \(\left.\left.\left.{ }_{\sin }^{\cos }\right\}\right\} \frac{u p}{b} \times{ }_{\sinh }^{\cosh }\right\} \frac{u^{\prime}}{b}\) in series as follows:-
\[
\left.\begin{array}{l}
\sin \frac{u b s}{b} \sinh \frac{⿲ \prime y^{\prime}}{b}=\sum_{1}^{\infty}\left(\frac{u r^{\prime}}{b}\right)^{2 \nu} \frac{\sin 2 \nu \phi^{\prime}}{(2 \nu)!} \\
\sin \frac{u x b}{b} \cosh \frac{\mu y^{\prime}}{b}=\sum_{0}^{\infty}\left(\frac{u r^{\prime}}{b}\right)^{2 \nu+1} \frac{\sin (2 \nu+1) \phi^{\prime}}{(2 \nu+1)} \\
\cos \frac{u x}{b} \cosh \frac{u y^{\prime}}{b}=\sum_{b}^{\infty}\left(\frac{u r^{\prime}}{b}\right)^{2 \nu} \frac{\cos 2 \nu \phi^{\prime}}{(2 \nu)!}  \tag{78}\\
\cos \frac{u v}{b} \sinh \frac{u y^{\prime}}{b}=\sum_{0}^{\infty}\left(\frac{u r^{\prime}}{b}\right)^{2 \nu+1} \frac{\cos 2 \nu+1 \phi^{\prime}}{(2 \nu+1)!}
\end{array}\right\}
\]
\(\nu\) being an integer. Now when these values are substituted in (77) and similar
formulæ, we may distribute the integral sign among the terms of the series, provided that both the original and the resulting series are absolutely and uniformly convergent. This is easily seen to hold good for the series (78), and it will be shown later, in \(\S 18\), to be true of the resulting series, providing the points considered lie inside a certain circle of convergence.

Assuming for the moment this result, we obtain from (77)
\[
\begin{align*}
& P_{z}=-\frac{4 W^{\prime}}{\pi^{\prime}} \sum_{0}^{\infty}\left(\frac{r^{\prime}}{7}\right)^{2 v} \mathrm{H}_{2 v} \frac{\cos \underline{2} \nu \phi^{\prime}}{(2 \nu)!}-\frac{4 W}{\pi h} \sum_{0}^{\infty}(-1)^{n}\left(\frac{r^{\prime}}{b}\right)^{v} \frac{\cos \nu \phi^{\prime}}{v^{\prime}} \mathrm{H}_{v} \\
& +\frac{4 W^{\top} y^{\prime}}{\pi / \nu^{2}} \sum_{0}^{x}(-1)^{v}\left(\frac{r^{\prime}}{b}\right)^{v} \mathrm{H}_{p+1} \frac{\cos \nu \phi^{\prime}}{\nu!} \\
& \mathrm{Q}_{2}=\frac{4 \mathrm{~W}}{\pi b} \sum_{0}^{\infty}\left(\frac{\frac{\pi}{}^{\prime}}{b}\right)^{2 v+1} \mathrm{H}_{2 \nu+1} \frac{\cos 2 \nu+1 \phi^{\prime}}{(2 v+1)!}-\frac{4 \mathrm{~W} y^{\prime}}{\pi \gamma^{2}} \sum_{0}^{\infty}(-1)^{\prime}\left(\frac{r^{\prime}}{b}\right)^{v} \mathrm{H}_{v+1} \frac{\cos \nu \phi^{\prime}}{\nu!}  \tag{7.9}\\
& \mathrm{S}_{2}=\frac{4 \mathrm{~W}}{\pi \mathrm{~W}^{\prime}} \sum_{1}^{\infty}\left(\frac{r^{\prime}}{\eta}\right)^{2 \nu} \mathrm{H}_{2 \nu} \frac{\sin 2 \nu \phi^{\prime}}{(2 \nu)!}-\frac{4 \mathrm{~W}_{y^{\prime}}^{\infty}}{\pi l^{2}} \sum_{1}^{\infty}(-1)^{\prime \prime}\left(\frac{p^{\prime}}{\eta}\right)^{\nu} \mathrm{H}_{\nu+1} \frac{\sin \nu \phi^{\prime}}{\nu!}
\end{align*}
\]
where
\[
\begin{align*}
& \mathrm{H}_{0}=\int_{0}^{\infty}\left(\frac{u^{2}}{\sinh ^{2} 2 u-4 u^{2}}-\frac{3}{16 u^{2}}\right) d u \\
& \mathrm{H}_{1}=\int_{0}^{\infty}\left(\frac{u^{3}+\frac{1}{2} u^{2}+\frac{1}{8} u-\frac{1}{8} u c^{-4} u}{\sinh ^{2} 2 u-4 u^{2}}-\frac{3}{16 u^{2}}\right) d u \\
& \mathrm{H}_{2 v}=\int_{0}^{\infty} \frac{u^{2 v+2}}{\sinh ^{2} 2 u-4 u^{2}} d u  \tag{80}\\
& \mathrm{H}_{2 v+1}=\int_{0}^{\infty}\left(\frac{u^{2 v+3}+\frac{1}{2} u^{\nu+2}+\frac{1}{8} u^{2 v+1}-\frac{1}{8} u^{2 v+1} e^{-4 u}}{\sinh 1^{2} 2 u-4 u^{2}}\right) d u \\
& \quad(\nu>0) .
\end{align*}
\]
§ 18. Convergency of the Series of the last Section.
In order to justify the distribution of the integral sign over the separate terms of the series (78), we have to show that the series (79) are absolutely and uniformly convergent.

Now the series are absolutely and uniformly convergent provided that the series \(\sum_{0}^{\infty}\left(\frac{r^{\prime}}{h}\right)^{v} \frac{\mathrm{H}_{v}}{\nu!}\) is absolutely and uniformly convergent. The convergency ratio of this latter series \(=\underset{v=\infty}{ } \frac{r^{\prime}}{万} \frac{\mathrm{H}_{v+1}}{\mathrm{H}_{v}} \frac{1}{v+1}\).

Now, in order to find the approximate value of \(H_{r}\) when \(\dot{v}\) is large, let us consider the integral
\[
I_{n}=\int_{0}^{\infty} \frac{t^{n}}{\sinh ^{2} 2 u-4 u^{2}} d u
\]
write \(\because=a v\)
\[
I_{n}=t^{n+1} \int_{0}^{\infty} \frac{r^{n} d v}{\sinh ^{2} 2\left(t r-4 a^{2} v^{2}\right.}=a^{n+1} \int_{0}^{\infty} \frac{4 v^{n} e^{-4 n v} d v}{1+r^{-8, t r}-\left(2+16 r^{2} v^{2}\right) e^{-t a r}} .
\]

Now let \(a\) be chosen so large that for all values of \(v>\omega\), where \(\omega\) is numerically less than unity,
\[
\left(2+16 u^{2} v^{2}\right) e^{-4 w}-e^{-১ a v}<\epsilon,
\]
where \(\epsilon\) is a small, finite, assigned quantity.
We then find
\[
\mathrm{I}_{n}=a^{n+1}\left\{\int_{0}^{\omega} \frac{2 v^{n} d v}{\sinh ^{2} 2 a v-4 a^{2} v^{2}}+\mathrm{U}_{n}\right\}
\]
where \(\mathrm{U}_{n}\) lies between \(\int_{\omega}^{\infty} 4 v^{n} e^{-4 a v} d v\) and \(\frac{1}{1+\epsilon} \int_{\omega}^{\infty} 4 v^{n} e^{-1 a v} d c\).
Now
\[
\begin{align*}
& \int_{\omega}^{\infty} v^{n} e^{-t a v} d v \\
&=\frac{n!e^{-t u \omega}}{(4 a)^{n+1}}\left(1+\frac{t(t \omega}{1!}+\frac{\left(4(t \omega)^{2}\right.}{2!}+\ldots+\frac{(t u \omega)^{n}}{n!}\right) \\
&=\frac{n!e^{-t a \omega}}{(4 a)^{n+1}}\left(e^{t a \omega}-\left\{\frac{(4(\omega))^{n+1}}{(n+1)!}+\frac{\left(4(c \omega)^{n+2}\right.}{(n+2)!}+\ldots \text { to } \infty\right\}\right) \\
&=\frac{n!}{(4 a)^{n+1}}\left(1-e^{-\operatorname{tav}}\left\{\frac{\left.\left(\frac{4 t \omega)^{n+1}}{(n+1)!}+\ldots \text { to } \infty\right\}\right) .}{} .\right.\right. \tag{81}
\end{align*}
\]

Next
Therefore
\[
\sinh ^{2} 2 a v-4 u^{2} v^{2}>\frac{16}{3} a^{4} v^{4} .
\]
\[
\int_{0}^{\infty} \frac{2 v^{n} d v}{\sinh ^{2} 2 \alpha v-4 a^{2} v^{2}}<\int_{0}^{\infty} \frac{3}{8} \frac{v^{u-4}}{u^{4}} d v<\frac{3}{8} \frac{\omega^{n-3}}{a^{4}(n-3)}
\]

Now, \(\omega\) being \(>1\), this tends to zero when \(n\) is large. Further, by making \(n\) sufticiently large, the second term in (81) is negligible compared with the first.

We then find that the most important terms in \(I_{n}\) lie between \(\frac{1}{1+\epsilon} \frac{n!}{4^{n}}\) and \(n\) : \(4^{n}\). Hence when \(n\) is large we may neglect \(\mathrm{I}_{n-1}, \mathrm{I}_{n-2}\), \&c., compared with \(\mathrm{I}_{n}\).

Now
where
\[
\begin{aligned}
& \mathrm{H}_{2 \nu}=\mathrm{I}_{2 \nu+2 \nu} \\
& \mathrm{H}_{2 \nu+1}=\mathrm{I}_{2 \nu+3}+\frac{1}{2} 1_{2 \nu+2}+\frac{1}{8} \mathrm{I}_{2 \nu+1}^{\prime}
\end{aligned}
\]
\[
I_{2 v+1}^{\prime}=\int_{0}^{\infty} \frac{u^{2 \nu+1}\left(1-e^{-4 u}\right)}{\sinh ^{2} 2 u-4 u^{2}} d u<\int_{0}^{\infty} \frac{u^{2 \nu+1}}{\sinh ^{2} 2 u-4 u^{2}} d u<\mathrm{I}_{2 v+1}
\]

Therefore \(\mathrm{H}_{2_{\nu+1}}=\mathrm{I}_{2_{\nu+3}}\) if we neglect all but the most important terms. Therefore in the limit \(\mathrm{H}_{\nu}=\mathrm{I}_{\nu+\cdots}\).
\[
\text { Convergency ratio }=\mathrm{L}_{\nu=\infty}\left(\frac{\nu^{\prime}}{\zeta}\right) \frac{\mathrm{I}_{\nu+3}}{\mathrm{I}_{\nu+2}} \frac{1}{\nu+1}
\]
\[
=\mathrm{L}_{\nu=\infty}\left(\frac{v^{\prime}}{b}\right) \frac{\left(\frac{1}{1+\theta \epsilon}\right)}{\left(\frac{1}{1+\theta^{\prime} \epsilon}\right)} \frac{\nu+3}{4(\nu+1)}=\frac{r^{\prime}}{4} \frac{1+\theta^{\prime} \epsilon}{1+\theta_{\epsilon}},
\]
where \(\theta, \theta^{\prime}\) are proper fractions. If we take \(\epsilon\) small enough, the convergency ratio tends to \(\frac{r^{\prime}}{4 b}\).

The series we are dealing with are therefore absolutely and uniformly convergent inside a circle whose centre is the point where the concentrated load is applied and whose radius is twice the height of the beam.

The transformation used in the previous section was therefore justifiable for this region and the expressions (79) are real arithmetical equivalents of the stresses \(\mathrm{P}_{2}, \mathrm{Q}_{2}, \mathrm{~S}_{2}\), which have to be superimposed upon Flamant and Boussinesq's solutions for an infinite solid when we take into account the height of the beam. The values of the first few coefficients, calculated approximately by quadratures, were found to be as follows: \(\mathrm{H}_{0}=-\cdot 2417, \mathrm{H}_{1}=-\cdot 0598, \mathrm{H}_{2}=+\cdot 2271, \mathrm{H}_{3}=+\cdot 3370\).

\section*{§ 19. Transformed Expressions for the Displacements.}

If we take the expressions (71) for \(U\) and \(V\), we may treat them exactly as we treated the expressions for \(\mathrm{P}, \mathrm{Q}, \mathrm{S}\). We then obtain, after some rather lengthy reductions, \(\mathrm{U}=\mathrm{U}_{1}+\mathrm{U}_{2}, \mathrm{~V}=\mathrm{V}_{1}+\mathrm{V}_{2}\), where
\[
\left.\begin{array}{rl}
\mathrm{U}_{1} & =\frac{1}{\mu} \frac{\mathrm{~W} y^{\prime}}{2 \pi b} \int_{0}^{\infty} e^{-\frac{u y^{\prime}}{b}} \sin \frac{u x}{b} d u-\frac{W}{2 \pi} \frac{1}{\lambda^{\prime}+\mu} \int_{0}^{\infty} \frac{1}{\mu} e^{-\frac{v y^{\prime}}{b}} \sin \frac{u x}{\partial} d u \\
& =\frac{1}{\mu} \frac{W y^{\prime}}{2 \pi r^{\prime}} \sin \phi^{\prime}-\frac{W}{2 \pi} \frac{1}{\lambda^{\prime}+\mu} \phi^{\prime} \\
\mathrm{V}_{1} & =-\frac{1}{\mu} \frac{W y^{\prime}}{2 \pi b} \int_{0}^{\infty} e^{-\frac{u y^{\prime}}{b}} \cos \frac{u x}{b} d u-\frac{\mathrm{W}}{2 \pi}\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \int_{0}^{x} \frac{\cos \frac{u x \cdot}{b} e^{-\frac{u y^{\prime}}{b}}-e^{-u \beta}}{u} d u+\mathrm{B}_{\mathrm{J}} \\
& =-\frac{1}{\mu} \frac{W}{2 \pi} \frac{y^{\prime}}{r^{\prime}} \cos \phi^{\prime}+\frac{W}{2 \pi}\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \log \left(\frac{r^{\prime}}{\beta b}\right)+\mathrm{B}_{1}
\end{array}\right\} \text { (82). }
\]
\[
\begin{align*}
& -\frac{1}{\mu} \frac{2 \cdot W y^{\prime} y^{\prime}}{\pi b} \int_{0}^{\infty} \frac{u u^{2}}{\sinh ^{2} 2 u-4 u^{2}} \sin \frac{u x}{l} \sinh \frac{u y^{\prime}}{l} d u  \tag{83}\\
& \left.-\frac{2 W^{+}}{\pi}\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \int_{0}^{\infty} \frac{u}{\sinh h^{2} 2 u-4 u^{2}} \sin \frac{u x}{b} \cosh \frac{\mu y^{\prime}}{b}-\frac{3}{16} \frac{u}{u^{2} b}\right] d u \\
& +\frac{2 W}{\pi} \frac{1}{\lambda^{\prime}+\mu} \int_{0}^{\infty}\left[\frac{u+\frac{1}{2}+\frac{1}{8} u^{-1}-\frac{1}{8} u^{-1} e^{-4 u}}{\sinh ^{2} 2 u-4 u^{2}} \sin \frac{u x s}{b} \sinh \frac{u y^{\prime}}{b}-\frac{3}{16} \frac{u y^{\prime}}{\frac{y^{2} b}{2}}\right] d u
\end{align*}
\]
\[
\begin{align*}
& V_{2}=-\frac{1}{\mu} 2 V V_{y^{\prime}} \int^{\infty} \int_{0}^{\infty}\left(\frac{u^{2}}{\sinh ^{2} 2 u-4 u^{2}} \cos \frac{u x}{b} \cosh \frac{u y^{\prime}}{b}-\frac{3}{16 u^{2}}\right) d u \\
& +\frac{1}{\mu} \frac{2 W y^{\prime}}{\pi b} \int_{0}^{\infty}\left[\frac{u^{2}+\frac{1}{2} u+\frac{1}{8}-\frac{1}{8} e^{-4} u}{\sinh ^{2} 2 u-4 u^{2}} \cos \frac{u u^{2}}{b} \sinh \frac{u y^{\prime}}{b}-\frac{3}{16} \frac{y^{\prime}}{b u^{2}}\right] d u \\
& -\frac{2 \mathrm{~W}}{\pi}\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \int_{0}^{\infty}\left[\frac{u+\frac{1}{\frac{1}{2}}+\frac{1}{8} u^{-1}-\frac{1}{8} u^{-1} e^{-4} u}{\sinh h^{2} 2 u-4 u^{2}} \cos \frac{u u^{2}}{b} \cosh \frac{\mu y^{\prime}}{b}\right.  \tag{83}\\
& \left.-\frac{3}{16 u^{4}}-\frac{3}{20 u^{2}}-\frac{3}{32 u^{2}} \frac{y^{\prime 2}-u^{2}}{b^{2}}+\frac{e^{-u / \beta}}{4 u}\right] d u \\
& +\frac{2 W}{\pi} \frac{1}{\lambda^{\prime}+\mu} \int_{0}^{x}\left[\frac{u}{\sinh ^{2} 2 u-4 u^{2}} \cos \frac{u u^{2}}{b} \sinh \frac{u y^{\prime}}{b}-\frac{3}{16} \frac{y^{\prime}}{b u^{2}}\right] d u+\mathrm{B}_{z}
\end{align*}
\]
where \(\beta, \mathrm{B}_{1}, \mathrm{~B}_{2}\) are arbitrary constants.
The expressions \(U_{1}, V_{1}\) agree with those found by Boussiness in the paper referred to above ('Comptes Rendus,' vol. 114, pp. 1500-1516) for the displacements when \(b\) is made infinite. We see that U is indeterminate and V infinite at the point where the concentrated load acts.

Of course such infinite and indeterminate displacements could not occur in nature. With any real material, if it were possible to approximate to a true knife-edge, the infinite stress under the knife-edge would at once either cause the material to break, or else-and this is what must almost always occur in practice-reduce the parts in the immediate neighbourhood of the knife-edge to a plastic condition, so that in this region the equations of elasticity would no longer apply.

Hence for practical applications we have to exclude the actual line of application of the load, \(r^{\prime}=0\), and a very thin cylinder surrounding it. If we do this, then all our results will be valid for points whose distance from the knife-edge is at all large compared with the radius of this thin cylinder. A notable point about the results \((82)\) is that \(U_{1}\) is independent of \(r^{\prime}\) and depends only upon the angular co-ordinate of the point considered with regard to the knife-edge as origin. Hence all points lying on a plane through this knife-edge receive the same horizontal displacement

The parts \(\mathrm{U}_{2}, \mathrm{~V}_{2}\), of the displacements are finite, one-valued, and continuous throughout the heam and over the edges. They can he, like the stresses \(\mathrm{P}_{2}, \mathrm{Q}_{2}, \mathrm{~S}_{2}\), expanded in series of powers of \(r^{\prime}\), which are absolutely and uniformly convergent within a circle of radius \(4 b\).

These expansions are easily seen to be the following:
\[
\begin{align*}
& \mathrm{U}_{2}=-\frac{2 W y^{\prime}}{\mu \pi b} \sum_{1}^{\infty}(-1)^{\nu} \mathrm{H}_{\nu}\left(\frac{r^{\prime}}{b}\right)^{\nu} \frac{\sin \nu \phi^{\prime}}{\nu!}-\frac{2 W}{\pi}\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \equiv\left(\frac{r^{\prime}}{b}\right)^{2 \nu+1} \frac{\sin (2 \nu+1) \phi^{\prime}}{(2 \nu+1)!} \mathrm{H}_{2 \nu} \\
&+\frac{2 W}{\pi} \frac{1}{\lambda^{\prime}+\mu} \sum_{1}^{\infty}\left(\frac{r^{\prime}}{b}\right)^{2 \nu} \frac{\sin 2 \nu \phi^{\prime}}{(2 \nu)!} \mathrm{H}_{2 \nu-1} \\
& \mathrm{~V}_{2}=\left.-\frac{2 W y^{\prime} y^{\prime}}{\mu \pi b} \sum_{0}^{\infty}\left(\frac{r^{\prime}}{b}\right)^{\nu}(-1)^{\nu} \mathrm{H}_{\nu} \frac{\cos \nu \phi^{\prime}}{\nu!}-\frac{2 W}{\pi}\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right)\left[\mathrm{H}_{-1}+\sum_{1}^{\infty}\left(\frac{r^{\prime}}{b}\right)^{2 \nu} \frac{\cos 2 \nu \phi^{\prime}}{(2 \nu)!} \mathrm{H}_{2 \nu-1}\right]\right)  \tag{84}\\
&+\frac{2 W}{\pi} \frac{1}{\lambda^{\prime}+\mu} \sum_{0}^{\infty}\left(\frac{r^{\prime}}{b}\right)^{2 \nu+1} \frac{\cos (2 \nu+1) \phi^{\prime}}{(2 \nu+)!} \mathrm{H}_{2 \nu} \\
& \text { VOL. CCI.-A. }
\end{align*}
\]
where \(H_{-1}\) is an arbitrary constant, and the other H's lave the same meaning as lefore.

These equations represent the effect of the finite height of the beam upon the displacements. If in them we put \(y^{\prime}=0, \phi^{\prime}=\pi / 2\), we have the alteration in the displacements over the upper surface due to the finite thickness. This gives us, retaining only the leading terms,
\[
\left.\begin{array}{l}
\left(\mathrm{V}_{2}\right)_{y^{\prime}=0}=\frac{2 T \mathrm{~W}}{\pi}\left(\frac{1}{\lambda^{\prime}+\mu}+{ }_{\mu}^{1}\right) \frac{\mathrm{H}_{1}}{2!} \frac{2^{2}}{l^{\prime}}=-\frac{4 \mathrm{~W}}{\pi \mathrm{E}}(\cdot 0598) \\
\left(\mathrm{U}_{2}\right)_{y^{\prime}=0}=-\frac{2 W}{\pi}\left(\lambda^{\prime},\right. \\
\lambda^{\prime}+\mu
\end{array} \frac{1}{\mu}\right) \mathrm{H}_{0}=\frac{19336 \mathrm{~W}}{\pi \mathrm{E} b},
\]
giving a downward curvature at the point of discontinous load equal to \(\frac{\operatorname{tis} \|^{\circ}}{\pi \mathrm{E} b^{2}}\) and a horizontal stretch \(\frac{193 \pm \mathrm{W}}{\pi \mathrm{E} \zeta}\). The effect of the finite thickness appears therefore to be to stiffen the beam and to decrease its curvature under the load.
§20. Expansions about Other Points. Expansion about the Origin.
The expressions (71) and (72) are capable of being expanded in many other ways. Considering only expansions in powers of the radius vector from a given point, we may write in \(\mathrm{U}, \mathrm{V}, \mathrm{P}, \mathrm{Q}, \mathrm{S}: x=\mathrm{X}+\rho \sin \theta, y=\mathrm{Y}+\rho \cos \theta\), and we shall obtain an expansion which is valid for all points which are contained between \(y= \pm b\), and which lie inside a circle with centre (X, Y) passing through the point \((0,+b)\). The coefticients of \(\rho^{n} \cos n \theta, \rho^{\prime \prime} \sin n \theta\), \(\mathcal{A} c\)., will be integrals containing \(X, Y\).

The only expansions worth considering are those about the origin and those about the point \((0,-b)\), which is vertically below the load.

The expansions about the origin are deduced immediately from (71) and (72). 'ilhey are
\[
\begin{align*}
& \mathrm{U}=-\frac{1}{\mu} \frac{W_{y} y}{2 \pi \sigma^{2}} \sum\left(\frac{h}{b}\right)^{v} \frac{\sin \nu \phi}{\nu!} \mathrm{F}_{v}-\frac{W}{2 \pi} \sum_{1}^{\alpha}\left(\frac{r^{\prime}}{\partial}\right)^{r} \frac{\sin \nu \phi}{\nu!}\left(\frac{1}{\lambda^{\prime}+\mu} \mathrm{F}_{r-1}-\frac{1}{\mu} \mathrm{G}_{v}{ }^{\prime}\right) \tag{85}
\end{align*}
\]
\[
\begin{align*}
& \left.\mathrm{P}=-\frac{\prod^{+}}{\pi b} \sum_{0}^{\infty}\left(\frac{r}{b}\right)^{\nu} \frac{\cos \nu \phi}{\nu!}\left(\mathrm{F}_{\nu}-\mathrm{G}_{v+1}\right)-\frac{W_{y}}{\pi b^{2}} \stackrel{0}{2}\left(\frac{r}{b}\right)^{v} \frac{\cos \nu \phi}{\nu!} \mathrm{F}_{r+1}\right) \\
& \mathrm{Q}=-\frac{\mathrm{W}}{\pi b} \sum_{0}^{\infty}\left(\frac{r}{b}\right)^{\nu} \frac{\cos \nu \phi}{\nu!}\left(\mathrm{F}_{\nu}+\mathrm{G}_{v+1}\right)+\frac{\mathrm{W} y}{\pi l^{2}} \sum_{0}^{\infty}\left(\frac{r}{b}\right)^{\nu} \frac{\cos \nu \phi}{\nu!} \mathrm{F}_{\nu+1}  \tag{S6}\\
& \mathrm{~S}=\frac{\mathrm{W}}{\pi b} \sum_{1}^{\infty}\left(\frac{r}{b}\right)^{v} \frac{\sin \nu \phi}{\nu!} \mathrm{G}_{v+1}-\frac{W_{y}}{\pi b^{2}} \sum\left(\frac{r}{b}\right)^{v} \frac{\sin \nu \phi}{\nu!} \mathrm{F}_{v+1}
\end{align*}
\]
where \(y=r \cos \phi, x=r \sin \phi\),
\[
\begin{aligned}
\mathrm{F}_{1} & =\int_{0}^{\infty}\left(\frac{u \cosh u}{\sinh 2 u-2 u}-\frac{3}{4 u u^{2}}\right) d u, \\
\mathrm{~F}_{2_{\nu+1}} & =\int_{0}^{\infty} \frac{u^{2 v+1} \cosh u}{\sinh 2 u-2 u} d u(\nu>0), \\
\mathrm{F}_{2 v} & =\int_{0}^{\infty} \frac{u^{2 v} \sinh u}{\sinh 2 u+2 u} d u(\nu \equiv 0), \\
\mathrm{C}_{\mathrm{I}_{2 v+1}} & =\int_{0}^{\infty} \frac{u^{2 v+1} \cosh u}{\sinh 2 u+2 u} d u(\nu \equiv 0), \\
\mathrm{G}_{2 v} & =\int_{0}^{\infty} \frac{u^{2 v} \sinh u}{\sinh 2 u-2 u} d u(\nu>0),
\end{aligned}
\]
\(G_{0}=\) a constant to be adjusted from the fixing conditions. The series in (85) and (86) are absolutely and uniformly convergent inside a circle centre the origin and radius \(b\).

The first few coefficients are given by
\[
\begin{array}{ll}
\mathrm{F}_{0}=.527 & \mathrm{G}_{1}=.918 \\
\mathrm{~F}_{1}=.438 & \mathrm{G}_{2}=2.818 \\
\mathrm{~F}_{2}=1.740 & \mathrm{G}_{3}=5.750 \\
\mathrm{~F}_{3}=7.224 & \mathrm{G}_{1}=24.824
\end{array}
\]
where the integrals have been obtained approximately by quadratures.
Retaining in the expressions (85), (86) only the most important terms, we find for the displacements of points on the \(x\)-axis: \(U_{y=0}=\frac{W}{2 \pi} \frac{\pi}{6}\left(\frac{1}{\mu} \cdot 918-\frac{1}{\lambda^{\prime}+\mu} \cdot 527\right)\), which is positive with \(x\).
We have therefore a horizontal stretch equal to \(\frac{W}{2 \pi}\left(\frac{1 \cdot+44}{\mu}-\frac{2 \cdot 108}{\mathrm{E}}\right)\).
For uni-constant isotropy \(\mathrm{E}=5 \mu / 2\), and the stretch is \(\frac{W}{2 b \mathrm{E}}\left(\frac{1 \cdot 503}{\pi}\right)\), or about one half the stretch due to the load W acting horizontally along the length of the beam, so as to produce a tension W/2b.
Similarly \(\mathrm{V}_{y=0}=\mathrm{G}_{0}+\frac{\mathrm{W}}{2 \pi} \frac{x^{2}}{h^{2}} \frac{1}{2!}\left(\frac{4 \mathrm{~F}_{1}}{\mathrm{E}}+\frac{\mathrm{G}_{2}}{\mu}\right)\); this gives a curvature upwards equal to \(\frac{W}{2 \pi l^{2}}\left(\frac{1 \cdot 753}{\mathrm{E}}+\frac{2 \cdot 818}{\mu}\right)\), i.e., to the curvature that would be produced by a pure couple \(\frac{\mathrm{W} b}{3 \pi}\left(1.753+\frac{\mathrm{E}}{\mu} 2.818\right)\), or (putting \(\left.\mathrm{E}=5 \mu / 2\right)\) by a couple \(\mathrm{W} b \times(.5622)\).

The stresses at points along the \(x\)-axis are
\[
\begin{aligned}
\mathrm{P}_{y=0} & =-\frac{\mathrm{W}}{\pi^{b}}\left[\left(\mathrm{~F}_{0}-\mathrm{G}_{1}\right)-\frac{a^{2}}{b^{2}} \frac{1}{2!}\left(\mathrm{F}_{z}-\mathrm{G}_{3}\right)\right] \\
& =\frac{\mathrm{W}}{\pi^{b}}\left[391-\frac{x^{2}}{b^{2}} 2 \cdot 005\right] \\
\mathrm{Q}_{y=0} & =-\frac{\mathrm{W}}{\pi^{2}}\left[1 \cdot 444-\frac{a^{2}}{b^{2}} 3 \cdot 745\right]
\end{aligned}
\]
we have therefore at the origin a horizontal tension and vertical pressure. These vanish when \(x= \pm 1956\) and \(x= \pm 386 b\) respectively, assuming that for these values of \(x\) the first two terms are a sufficient approximation, which is certainly true for \(x=195 b\), but only roughly true for \(x=386 b\), as it amounts to neglecting terms of order about \(\frac{1}{7}\) compared with \(1 \cdot 44\). It will, howerer, be sufficient for a rough estimate.

The actual stresses at the origin are :-
\(P=\frac{W}{2 b}(\cdot 249)\), or about \(\frac{1}{4}\) of the tension due to \(W\) acting along the horizontal,
\(\mathrm{Q}=-\frac{\mathrm{W}}{2 b}(920)\), or about \(\frac{9}{10}\) ths of the pressure due to \(W\) acting along the horizontal.

If we had used the expressions \(\mathrm{P}_{1}, \mathrm{Q}_{1}\) which hold for an infinite solid, we should find, at the migin, \(\mathrm{P}=0, \mathrm{Q}=-\frac{2 \mathrm{~W}}{\pi b}=-\frac{W}{2 b}(1 \cdot 273)\).

If we correct the last by Stokes' empirical rule, we have to add \(-\frac{1}{2}[0+\) (stress at bottom of beam as given by the formula for an infinite solid)].

This will give \(Q=-\frac{3 W}{2 \pi b}=-\frac{W}{2 b}(\cdot 955)\). The error in the vertical stress, calculated from this amended formula, is therefore only (035) W/2b, or only about \(3 \frac{1}{2}\) per cent.

With regard to the correction for the horizontal tension, Boussiness finds, for a span \(2 l\) and depth \(2 b\),
\[
\left.\mathrm{P}=\frac{\mathrm{W}}{2 b}\left[\frac{4}{\pi}-\frac{3 y^{\prime}}{\pi^{b}}+\frac{3\left(y^{\prime}-3\right)}{2 b^{2}}\right]\right],
\]
where \(y^{\prime}\) is measured from the point \((0, b)\) as before.
The terms \(\frac{3 W}{4 l^{3}}\left(y^{\prime}-b\right) l\) correspond to the bending moment which we have removed.
We have left therefore \(\mathrm{P}=\frac{W}{2 h}\left[\begin{array}{l}4 \\ \pi\end{array}-\frac{3 y^{\prime}}{\pi^{7}}\right]\), so that, at the origin, when \(y^{\prime}=b\), \(P=\frac{W}{2 b} \frac{1}{\pi}=\frac{W}{2 b}(318)\), and this gives a tension which is greater than the actual one by only (.069) W/2b.
§ 21. Expansions about the Point \((0,-b)\).
It appears of some interest to give the values of the displacements and stresses about the point \((0,-b)\), that is, the point of the lower boundary of the beam which is vertically under the load.
The integral expressions (71), (72), (73) transform as follows, if we write \(y=y^{\prime \prime}-b\),
\[
\begin{aligned}
& +\frac{1}{\mu} \frac{W_{y \prime}^{\prime \prime}}{2 \pi b} \int_{0}^{\infty} \frac{2 u \sinh 2 u}{\sinh ^{2} 2 u-4 u^{2}} \sin \frac{u x}{b} \sinh \frac{u y^{\prime \prime}}{b} d u \\
& +\frac{\mathrm{W}}{2 \pi}\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \int_{0}^{\infty}\left[\frac{2 \sinh 2 u}{\sinh ^{2} 2 u-4 u^{2}} \sin \frac{u x}{b} \cosh \frac{\underline{\prime \prime \prime} \prime^{\prime \prime}}{b}-\frac{3}{4} \frac{x}{6 u^{2}}\right] d u \\
& \left.-\frac{W}{2 \pi} \frac{1}{\lambda^{\prime}+\mu} \int_{0}^{\infty}\left\{\frac{2 \cosh 2 u+u^{-1} \sinh 2 \prime \prime}{\sinh ^{2} 2 \prime-4 u^{2}} \sin \frac{u x^{\prime}}{b} \sinh \frac{u y^{\prime \prime}}{b}-\frac{3}{4} \frac{3 y^{\prime \prime}}{2 y^{\prime} u^{2}}\right\}\right\} d u, \\
& \mathrm{~V}=-\frac{1}{\mu} \frac{\mathrm{~W} y^{\prime \prime}}{2 \pi b} \int_{0}^{\infty}\left\{\frac{2 \prime \sinh 2^{\prime \prime}}{\sinh ^{2} 2 u-+u^{2}} \cos \frac{u x}{6} \cosh _{1} \frac{\pi y^{\prime \prime}}{b}-\frac{3}{4 u^{3}}\right\} d u
\end{aligned}
\]
\[
\begin{aligned}
& +\frac{\mathrm{W}}{2 \pi}\binom{1}{\lambda^{\prime}+\mu} \int_{0}^{-\infty}\left\{\frac{2 \sinh 2 \prime \prime}{\sinh ^{2}-2 \prime-4 \mu^{\prime \prime}} \cos \frac{\mu^{\prime \prime}}{6} \sinh \frac{\mu y^{\prime \prime}}{b}-\frac{3}{4 \mu^{2}} \frac{y^{\prime \prime}}{b}\right\} d \prime, \\
& \mathrm{P}+\mathrm{Q}=\frac{2 \mathrm{~W}}{\pi b} \int_{0}^{\infty}\left\{\frac{2 u \sinh 2 \|}{\sinh ^{2} 2 u-4 n^{2}} \cos \frac{u x}{2} \cosh \frac{" y^{\prime \prime}}{4}-\frac{3}{4 \pi^{2}}\right\} d u
\end{aligned}
\]
\[
\begin{aligned}
& \mathrm{P}-\mathrm{Q}=\frac{2 W}{\pi b} \int_{0}^{\pi x}\left\{\frac{2 u \sinh 2 \|}{\sinh ^{2} 2 u-4 n^{2}} \cos \frac{\prime \prime x}{b} \cosh \frac{\pi y^{\prime \prime}}{b}-\frac{3}{4 n^{2}}\right\} d u \\
& -\frac{2 W y^{\prime \prime}}{\pi b^{2}} \int_{0}^{\infty}\left\{\frac{2 u^{2} \cosh 2 u+u \sinh 2 u}{\sinh ^{2} 2 u-4 \pi^{2}} \cos \frac{u x}{b} \cosh \frac{\pi y^{\prime \prime}}{b}-\frac{8}{4 u^{2}}\right\} d u \\
& +\frac{2 \mathrm{~W} y^{\prime \prime}}{\pi b^{2}} \int_{0}^{\infty} \frac{2 u^{2} \sinh 2 u}{\sinh ^{2} 2 u-+u^{2}} \cos \frac{u x}{b} \sinh \frac{u y^{\prime \prime}}{b} d u,
\end{aligned}
\]
\[
\begin{aligned}
& \mathrm{S}=\frac{\mathrm{W}}{\pi b} \int_{0}^{\infty} \frac{2 u \sinh 2 u}{\sinh ^{2} 2 u-4 u^{2}} \sin \frac{u x}{b} \sinh \frac{u y^{\prime \prime}}{b} d u \\
&+\frac{\mathrm{W} y^{\prime \prime}}{\pi l^{2}} \int_{0}^{\infty} \frac{2 u^{2} \sinh 2 u}{\sinh ^{2} 2 u-4 u^{2}} \sin \frac{u x}{b} \cosh \frac{u y^{\prime \prime}}{b} d u \\
&-\frac{\mathrm{W} y^{\prime \prime}}{\pi l^{2}} \int_{0}^{\infty} \frac{2 u \cosh 2 u+\sinh 2 u}{\sinh ^{2} 2 u-4 u^{2}} \sin \frac{u x}{h} \sinh \frac{u y^{\prime \prime}}{7} d u .
\end{aligned}
\]

These integrals remain convergent when we put \(y^{\prime \prime}=0\), but they are not convergent in their present form for \(y^{\prime \prime}=22\).

If we expand now in powers of \(r^{\prime \prime}\), where \(x=r^{\prime \prime} \sin \phi^{\prime \prime}, y^{\prime \prime}=r^{\prime \prime} \cos \phi^{\prime \prime}\), we obtain the following series, which can easily be shown to be uniformly and absolutely convergent inside a circle of radius \(2 b\) :
\[
\begin{align*}
& \mathrm{U}=\frac{1}{\mu} \frac{2 \mathrm{~W}!y^{\prime \prime}}{\pi h} \sum_{1}^{\infty}(-1)^{\prime}\left(\frac{r^{\prime \prime}}{\eta}\right)^{r} \frac{\sin \nu \phi^{\prime \prime}}{\nu!} \mathrm{H}_{r+1}^{\prime} \\
& -\frac{2 W}{\pi}\left(\frac{1}{\lambda^{\prime}+\mu}\right) \sum_{1}^{\infty}(-1)^{\prime}\left(\frac{r^{\prime \prime}}{\zeta}\right)^{\nu} \frac{\sin \nu \phi^{\prime \prime}}{\nu!} \mathrm{H}_{\nu}^{\prime}+\frac{2 W}{\pi} \frac{1}{\mu} \sum_{0}^{\infty}\left(\frac{r^{\prime \prime}}{b}\right)^{2 \nu+1} \frac{\sin 2 \nu+1 \phi^{\prime \prime}}{(2 \nu+1)!} \mathrm{H}_{g_{\nu+1}}^{\prime} \\
& \mathrm{V}=-\frac{1}{\mu} \frac{2 \mathrm{~W}_{y^{\prime \prime}}}{\pi b} \sum_{0}^{\infty}(-1)^{v}\left(\frac{p^{\prime \prime}}{b}\right)^{v} \frac{\cos \nu \phi^{\prime \prime}}{\nu!} \mathrm{H}_{v+1}^{\prime}  \tag{87}\\
& -\frac{2 \mathrm{~W}}{\pi} \frac{1}{\lambda^{\prime}+\mu} \sum_{0}^{\infty}(-1)^{\nu}\left(\frac{r^{\prime \prime}}{h}\right)^{\prime \prime} \frac{\cos \nu \phi^{\prime \prime}}{\nu!} \mathrm{H}_{\nu}^{\prime}-\frac{2 \mathrm{~W}}{\pi} \frac{1}{\mu} \sum_{0}^{\infty}\left(\frac{\gamma^{\prime \prime}}{\eta}\right)^{2 r} \frac{\cos 2 \nu \phi^{\prime \prime}}{(2 \nu)!} \mathrm{H}_{{ }_{2},}^{\prime} \\
& \mathrm{P}=\frac{4 \mathrm{~W}}{\pi l} \sum_{0}^{\infty}(-1)^{\prime \prime}\binom{r^{\prime \prime}}{\eta}^{v} \frac{\cos \nu \phi^{\prime \prime}}{\nu!} \mathrm{H}_{\nu+1}^{\prime}+\frac{4 \mathrm{~W}^{\infty}}{\pi \gamma} \sum_{n}^{\infty}\left(\frac{r^{\prime \prime}}{万}\right)^{2 \nu} \frac{\cos 2 \nu \phi^{\prime \prime}}{(2 \nu)!} \mathrm{H}_{2_{\nu+1}}^{\prime} \\
& -\frac{4 W^{\prime}, \eta^{\prime \prime}}{\pi b^{2}} \sum_{0}^{\infty}(-1)^{v}\left(\frac{r^{\prime \prime}}{r^{\prime}}\right)^{v} \frac{\cos \nu \phi^{\prime \prime}}{\nu!} \mathrm{H}_{\nu+2}^{\prime} \\
& \mathrm{Q}=-\frac{4 \mathrm{~W}}{\pi b} \sum_{0}^{\infty}\left(\frac{r^{\prime \prime}}{\eta}\right)^{2 p+1} \frac{\sin 2 \tilde{2 v+1} \phi^{\prime \prime}}{(2 v+1)!} \mathrm{H}_{2^{\prime}+2}^{\prime}+\frac{4 \mathrm{~W} y^{\prime \prime}}{\pi r^{2}} \sum_{0}^{\infty}(-1)^{v}\left(\frac{r^{\prime \prime}}{b}\right)^{n} \frac{\cos \nu \phi^{\prime \prime}}{\nu!} \mathrm{H}_{r+2}^{\prime}  \tag{88}\\
& \mathrm{S}=\frac{4 \mathrm{~W}}{\pi / 2} \sum_{1}^{\infty}\left(\frac{r^{\prime \prime}}{b}\right)^{2 v} \frac{\sin 2 \nu \phi^{\prime \prime}}{(2 v)!} \mathrm{H}_{2 v+1}^{\prime}-\frac{4 \mathrm{~W} y y^{\prime \prime}}{\pi l^{2}} \sum_{1}^{\infty}(-1)^{v}\left(\frac{r^{\prime \prime}}{b}\right)^{v}-\frac{\sin \nu \phi^{\prime \prime}}{\nu!} \mathrm{H}_{v+2}^{\prime}
\end{align*}
\]
where
\[
\Pi_{n}^{\prime}=\text { an arbitrary constant depending upon the fixing conditions. }
\]
\[
\begin{aligned}
& \mathrm{I}_{1}^{\prime}=\int_{0}^{x}\left\{\frac{\frac{\pi}{2} \sinh 2 \prime}{\sinh ^{2} 2^{\prime \prime}-4 \prime^{2}}-\frac{3}{16 \mu^{2}}\right\} d u \\
& I_{Z}^{\prime}=\int_{0}^{\infty}\left\{\frac{\frac{1}{2} \mu^{2} \cosh 2 u+\frac{1}{4} \operatorname{cinh}^{\prime \prime} \sin }{\sinh ^{2} 2 u-4 u^{2}}-\frac{3}{16 u^{2}}\right\} d u
\end{aligned}
\]
\[
\begin{aligned}
& H_{2_{v}+1}^{\prime}=\int_{0}^{\infty} \frac{\frac{1}{u^{2 v+1}} \sinh 2 u}{\sinh ^{2} 2 u-4 u^{2}} d u(\nu>0) \\
& H_{2 v}^{\prime}=\int_{0}^{\infty} \frac{\frac{1}{2} u^{2 v} \cosh 2 u+\frac{1}{4} u^{2 \nu-1} \sinh 2{ }^{\prime \prime}}{\sinh ^{2} 2 u-4 u^{2}} d u(\nu>1) .
\end{aligned}
\]

The values of the first few odd \(H^{\prime \prime}\) s are all we shall require. They are \(\mathrm{H}_{1}^{\prime}=-\cdot 049, \mathrm{H}_{3}^{\prime}=+\cdot 537, \mathrm{H}_{5}^{\prime}=+1.951\).

We then find, for points along the bottom edge, \(y^{\prime \prime}=0, \phi^{\prime \prime}=\pi / 2\),
\[
\begin{aligned}
& \mathrm{Q}=0, \mathrm{~S}=0 \\
\mathrm{P}= & \frac{8 \mathrm{~W}}{\pi b}\left(-049-\frac{y^{2}}{b^{2}} \frac{1}{2!}(\cdot 537)+\frac{u^{2}}{b^{2}} \frac{1}{4!}(1 \cdot 951)+\ldots\right)
\end{aligned}
\]

This gives therefore a horizontal pressure at the point \((0,-b)\) equal to \(\frac{W}{2 b}(\cdots 50)\), and this pressure increases at a fairly rapid rate as we move away from the axis of \(y\)

The stress P, obtained from Boussinesp's calculation on Srokes' hypothesis, gives for the same point \(\mathrm{P}=\frac{W}{2 b}\left(\frac{4}{\pi}-\frac{6}{\pi}\right)=-\frac{W}{2 b}(\cdot 657)\). This value is considerably too high. We gather that Stokes' hypothesis ceases to give valid results for the points in the lower half of the beam.
§22. Effect of Distributing the Concentrated Loud over a small Area instead of a Line.

In all the above work we have supposed the load \(W\) concentrated upen a line perpendicular to the plane of the strain. This has led us to expressions which make the stresses, and one displacement, infinite at the line where the load is applied, and the other displacement indeterminate. In practice, however, owing to the elasticity and plasticity of the materials buth of the beam and of the knife-edge, contact along a geometrical line is impossible, and the load always distributes itself over an area, small but finite.

In the present section we shall therefore consider the effect of a uniform distribution of load W per unit area (W was formerly load per unit length), extending on either side of \(x=0, y=b\) for a distance \(a^{\prime}\).

Every line element Wag of this load at distance \(\xi\) from the middle will produce a system of stresses and displacements \(\mathrm{P} d \xi, \mathrm{Q} d \xi, \mathrm{~S} d \xi, \mathrm{U} d \xi, \mathrm{~V} d \xi\), such as; we have just been investigating, except that for \(x\) we must write \((x-\xi)\).

The stresses and displacements due to the total load are therefore \(\int_{-a a^{\prime}}^{+\omega^{\prime}}(x-\xi) d \xi\), \(\int_{-a^{\prime}}^{+\alpha^{\prime}} \mathrm{Q}(x-\xi) d \xi, \int_{-a^{\prime}}^{+\omega^{\prime}} \mathrm{S}(x-\xi) d \xi, \int_{-\alpha^{\prime}}^{+\alpha^{\prime}} \mathrm{U}(x-\xi) d \xi, \int_{-\alpha^{\prime}}^{+\omega^{\prime}} \mathrm{V}(x-\xi) d \xi, \quad \mathrm{P}(x-\xi)\)
denoting that \(x-\xi\) is substituted for \(x\) in \(P\). Similarly for \(Q\), \&c. ; or writing \(x-\xi=x^{\prime}\), we have
\[
\begin{aligned}
& \mathrm{P}^{\prime}=\int_{a-a^{\prime}}^{a+\omega^{\prime}} \mathrm{P}\left(x^{\prime}\right) d x^{\prime} \quad \mathrm{U}^{\prime}=\int_{a+u^{\prime}}^{a+a} \mathrm{U}\left(x^{\prime}\right) d x^{\prime} \\
& Q^{\prime}=\int_{\cdots-a^{\prime}}^{a+c^{\prime}} \mathrm{Q}\left(x^{\prime}\right) d x^{\prime} \quad V^{\prime}=\int_{x-w^{\prime}}^{a+w^{\prime}} \mathrm{V}\left(x^{\prime}\right) d x^{\prime} \\
& S^{\prime}=\int_{w-k^{\prime}}^{a+c^{\prime}} \mathrm{S}\left(x^{\prime}\right) d x^{\prime}
\end{aligned}
\]
\(P^{\prime}, Q^{\prime}, S^{\prime}, U^{\prime}, V^{\prime}\) referring to the stresses and displacements due to the uniform layer.

We can obtain in this way, at once, as many different forms for \(P^{\prime}, Q^{\prime}, S^{\prime}, U^{\prime}, V^{\prime}\) as we had for \(P, Q, S, U, V\). The series for the latter integrate at once, fir they are composed of terms of the form const. \(\times r^{n \prime} \cos n \phi\) or \(r^{n} \sin n \phi\), or \(y^{n n} \cos n \phi\) or \(y y^{\text {m" }} \sin n \phi\), where \(r=\sqrt{x^{2}+y^{2}}, \tan \phi=x / y\). We have then
\[
\begin{aligned}
& \int r^{n} \sin n \phi d x=-\frac{1}{n+1} r^{n+1} \cos n+1 \phi \\
& \int r^{n} \cos n \phi d x=\frac{1}{n+1} r^{n+1} \sin \widehat{n+1} \phi
\end{aligned}
\]

The only case where this fails is when \(u=-1\), and in this case it is easy to shom Hatt \(\int \frac{\cos \phi}{r} d x=\phi, \int \frac{\sin \phi}{r} d x=\log \gamma\)

Terms of the form \(\phi\) and \(\log r\) also occur. They can be integrated as fullows:-
\[
\begin{aligned}
\int \phi d x & =x \phi-y \log r \\
\int \log x d x & =x \log u-x+y \phi
\end{aligned}
\]

If' we aplly these formula, and if we call \(\mathrm{D}_{1}\) and \(D_{2}\) (fig. ii.) the points ( \(-a^{\prime},+b\) ) and \(\left(+a^{\prime},+b\right)\), i.e., the extremities of the layer of stress, and if \(r_{1}, r_{2}\) denote the


Fig. ii.
distances of any point from \(\left.\omega_{1}, J\right)_{2}\) respectively, and if \(\phi_{1}, \phi_{2}\) be the angles which \(r_{1}, r_{2}\) make wioh the vertical, we find, if we start with the expressions for \(U, V, R, Q, S\) in the form (77), (79), (82), (84),
\[
\mathrm{P}^{\prime}=-\frac{\mathrm{W}}{\pi}\left(\phi_{1}-\phi_{2}\right)+\frac{\mathrm{W}}{2 \pi}\left(\sin 2 \phi_{1}-\sin 2 \phi_{2}\right)
\]
\[
-\frac{4 W}{\pi} \sum_{0}^{\infty} \mathrm{H}_{2 v} \frac{r_{1}^{2 v+1} \sin 2 \widehat{2 v+1} \phi_{1}-r_{2}^{2 v+1} \sin \overparen{2 \nu+1} \phi_{2}}{l^{2 \nu+1}(2 \nu+1)!}
\]
\[
-\frac{4 \mathrm{~W}}{\pi} \sum_{0}^{\infty}(-1)^{\nu} \mathrm{H}_{\nu} \frac{r_{1}^{\nu+1} \sin \hat{\nu+1} \phi_{1}-r_{2}^{\nu+1} \sin \widehat{\nu+1} \phi_{2}}{b^{\nu+1}(\nu+1)!}
\]
\[
+\frac{4 \mathrm{~W} y^{\prime}}{\pi b} \sum_{0}^{\infty}(-1)^{\nu} \mathrm{H}_{\nu+1} \frac{\left(r_{1}^{\nu+1} \sin \overparen{v+1} \phi_{1}-r_{2}^{\nu+1} \sin \overparen{\nu+1} \phi_{2}\right)}{b^{\nu+1}(\nu+1)!}
\]
\[
\mathrm{Q}^{\prime}=-\frac{\mathrm{W}}{\pi}\left(\phi_{1}-\phi_{2}\right)-\frac{\mathrm{W}}{2 \pi}\left(\sin 2 \phi_{1}-\sin 2 \phi_{2}\right)
\]
\[
\begin{equation*}
+\frac{4 \mathrm{~W}}{\pi} \sum_{0}^{\infty} \mathrm{H}_{2 \nu+1} \frac{v_{1}^{2 \nu+2} \sin 2 \nu+2 \phi_{1}-r_{2}^{2 \nu+2} \sin 2 \nu+2 \phi}{l^{2 v+2}(2 \nu+2)!} \tag{90}
\end{equation*}
\]
\[
-\frac{4 W_{y} y^{\infty}}{\pi b} \sum_{0}^{\infty}(-1)^{\nu} \mathrm{H}_{\nu+1} r_{1}^{\nu+1} \sin \vartheta \overparen{v+\frac{1}{} \phi_{1}-r_{2}^{\nu+1} \sin \nu+1} \frac{b^{\nu+1}(\nu+1)!}{\phi_{2}}
\]
\[
S^{\prime \prime}=-\frac{W}{2 \pi}\left(\cos 2 \phi_{1}-\cos 2 \phi_{2}\right)
\]
\[
-\frac{4 \mathrm{~W}}{\pi} \sum_{1}^{\infty} \mathrm{H}_{2 v} \frac{r_{1}^{r_{1}^{2 \nu+1}} \cos 2 v+1 \phi_{1}-r_{2}^{2 \nu+1} \cos 2 v+1 \phi_{2}}{b^{2 \nu+1}(2 v+1)!}
\]
\[
+\frac{4 \mathrm{~W} y^{\prime}}{\pi b} \sum_{1}^{\infty} \mathrm{H}_{\nu+1}(-1)^{2} \frac{\nu_{1}^{\nu+1} \cos \overparen{\nu+1} \phi_{1}-r_{2}^{\nu+1} \cos \overparen{\nu+1} \phi_{2}}{b^{\nu+1}(\nu+1)!}
\]
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\[
\begin{align*}
& \mathrm{U}^{\prime}=\frac{1}{\mu} \frac{\mathrm{~W}}{2 \pi} y^{\prime} \log \frac{r_{1}}{r_{2}}-\frac{\mathrm{W}}{2 \pi} \frac{1}{\lambda^{\prime}+\mu}\left\{\left(a^{\prime}+x\right) \phi_{1}-\left(x-a^{\prime}\right) \phi_{2}-y^{\prime} \log \left(r_{1} / r_{2}\right)\right\} \\
& +\frac{2 \mathrm{~W} y^{\prime}}{\mu \pi} \sum_{1}^{\infty}(-1)^{\nu} \mathrm{H}_{\nu} \frac{r_{1}^{\nu+1} \cos \overparen{\nu+1} \phi_{1}-v_{2}^{\nu+1} \cos \overparen{\nu+1} \phi_{2}}{b^{\nu+1}(\nu+1)!} \\
& +\frac{2 W b}{\pi}\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \sum_{0}^{\infty} \mathrm{H}_{2 \nu} \frac{r_{2}^{2 \nu+2} \cos 2 \nu+2 \phi_{1}-r_{2}^{2 \nu+2} \cos 2 \nu+2 \phi_{2}}{b^{2 \nu+2}(2 \nu+2)!} \\
& -\frac{2 V \mathrm{~V} \ell}{\pi} \lambda^{\prime}+\mu \sum_{1}^{\infty} \mathrm{H}_{2 \nu-1} \frac{r_{1}^{2 \nu+1} \cos 2 \boldsymbol{2 \nu + 1} \phi_{1}-r_{2}^{2 \nu+1} \cos 2 \nu+1}{b^{2 \nu+1}(2 \nu+1)!} \phi_{2} \\
& \mathrm{~V}^{\prime}=-\frac{1}{\mu} \frac{\mathrm{~W}}{2 \pi} y^{\prime}\left(\phi_{1}-\phi_{2}\right)+\frac{\mathrm{W}}{2 \pi}\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right)\left\{\left(a^{\prime}+x\right) \log \frac{r_{1}}{b \beta}\right.  \tag{89}\\
& \left.-\left(x-a^{\prime}\right) \log \binom{r_{2}}{r_{\beta}}+y^{\prime}\left(\phi_{1}-\phi_{2}\right)\right\} \\
& +2 \mathrm{~B}_{1} a^{\prime}-\frac{2 \mathrm{~W} y^{\prime}}{\mu \pi} \sum_{0}^{\infty}(-1)^{\nu} H_{\nu}^{r_{1}^{\nu+1}} \sin \frac{\overparen{\nu+1} \phi_{1}-r_{2}^{\nu+1} \sin \overparen{\nu+1} \phi_{2}}{b^{\nu+1}(\nu+1)!}
\end{align*}
\]
\[
\begin{aligned}
& +\frac{2 W b}{\pi} \lambda^{\prime}+\mu \sum_{0}^{\infty} r_{1}^{2 \nu+2} \sin 2 \widehat{2 \nu+2} \phi_{1}-r_{2}^{2 \nu+2} \sin \overparen{2 \nu+2} \phi_{2} \mathrm{H}_{2 v}
\end{aligned}
\]

The expressions (s9) and (90) show ha that in this case the stresses and the displinements are obtamed as the difference of ewo functions taken with the extremities of the layer as origins. The sexies are everywhere mifomly and ahsolately eomergent inside the common part of two eiveles of ratins the deseribed ahont cach of these extremitios as contre. It follows that if these series are to be rald anywhere, the longth of the layer must not exeed sb. And if they are to be valul romd cach extremity the length of the laver monst be less than 4b. If these conditions be not fultilled, then we have to fall back on the results ( \(7 t)\) ) ( 75 ), ( 76 ).
 whole beam, and these again may be expanded in powers abont any point we please. as has beon previonsly shown. The wesults are bather long and do mot seem to present sutficient interest to, justify the writing out of them at length.
 combsing the layer of application of the load, we see that here no displacement is

 ano when \(x=+u\), \(y^{\prime}=0\).

ris. iii.

'The stmeses \(\mathrm{V}^{\prime}\), Q' howerer ate diseontinnens at the extremities of the layer. This inderel is obrions in the case of \(\mathrm{Q}^{\prime}\), since it is one of the data of the problem. But it is cmrions to mote that \(\mathrm{l}^{\prime}\) is discontimens at those points by precisely the same

 Smeoth Plane.
If we take the solution we have obtained, thm it upside down, as it weres and superphe it to itself, we obain the sohation of the problem of an intinitely long beam
gripped between two knife-edges exactly opposite each ather (figg. iii.). The smation is obtained from the previous one by changing the signs of \(y\), \(V\) and \(h\), and then adding the new \(\mathrm{U}, \mathrm{V}, \mathrm{P}, \mathrm{Q}, \mathrm{S}\) to the olde.

I do not propose to write down fully the shlution; it is casily oltained in vairous forms by using the several expansions which have aheady been given for the beann under a single concentrated load only. The parts of the stresses and displacements which become infinite at the points of loading are of exactly the same form as in the previous case.

Let us, however, consider the stresses. We easily find the frollowing expressions:

The last written equation shows that \(\mathrm{S}=0\) over the plane \(y=0\). Further, from considerations of symmetry \(V=0\) over this plane. Hence we may, if we chorose, leave the lower part of the beam out of account altogether, and consider it as replaced by an infinite smorth rigid plarie, against which the bearn is pressed by a single weight, \(W\). It then becomes of considerable interest to find rout how this weight W distributes itself, after transmission throughs the beam, over this rigid plane.

The pressure -2 on the plane cortesponding to \(y=0\) is given by

It is easy to show that this pressure tends to zero when or is large.
Integrating by parts with regard to \(\mu\), we have

The integral on the right-hand side is obviously not infinite, however large of may be. Hence \(Q\) tends to zero as \(x\) tends to infinity.

We might repeat this process any finite number of times. It will be found that \(\frac{\sinh u+u \cosh u}{\sinh 2 u+2 u}\) being an even function of \(u\), the integrated terms will in all cases vanish at both limits, and we obtain \(\mathrm{Q}=\frac{2 \mathrm{~W} b^{n}}{\pi x^{n+1}} \times\) an integral which is not infinite when \(x\) is large. Therefore we see that Q diminishes faster than any finite inverse power of \(x\), however high. This seems to suggest an exponential law.

\section*{§24. New Form of Expansion for the Pressure on the Rigid Plane.}

Consider the integral
\[
I=\int_{0}^{\infty} \frac{\sinh u+u \cosh u}{\sinh 2 u+2 u} \cos u=d u
\]

We have
\[
\begin{aligned}
& \frac{1}{\sinh \frac{1 u}{2 u+2 u}}=\frac{1}{\sinh 2 u}-\frac{2 u}{\sinh ^{2} 2 u}+\ldots+(-1)^{r} \frac{(2 u)^{r}}{\sinh ^{x+1} 2 u}+\ldots \\
&+(-1)^{n-1} \frac{(2 u)^{n-1}}{\sinh ^{n} 2 u}+(-1)^{n} \frac{(2 u)^{n}}{\sinh 2 u(\sinh 2 u+2 u)} .
\end{aligned}
\]

Substitute in \(I\), we find
\[
\mathrm{I}=\mathrm{J}_{0}+\mathrm{J}_{1}+\ldots+\mathrm{J}_{n}+\ldots+\mathrm{J}_{n-1}+\mathrm{R}_{n}
\]
where
\[
\begin{aligned}
J_{i} & =(-1)^{r} \int_{0}^{\infty} \frac{(2 u)^{n}}{\sinh h^{r+1} 2 u}(\sinh u+u \cosh u) \cos u z d u, \\
\mathrm{R}_{n} & =(-1)^{n} \int_{0}^{\infty} \frac{(2 u)^{n}}{\sinh h^{n} 2 u} \frac{(\sinh u+u \cosh u)}{\sinh 2 u+2 u} \cos u z d u .
\end{aligned}
\]

Now
\[
J_{r}=(-1) \cdot 2^{2 r+1} \int_{0}^{\infty} \frac{u^{u}(\sinh u+u \cosh u)}{c^{2, r+1 / u}\left(1-e^{-h u}\right)^{+1}} \cos u z d u .
\]

Let us assume that in this we may expand \(\left(1-e^{-4 a}\right)^{+1}\) in ascending powers of \(r{ }^{-1 / 4 .}\) This will be justified later.
\[
\frac{1}{\left(1-e^{-4 n}\right)^{r+1}}=\sum_{s=0}^{x=\infty} \frac{(s+1) \ldots(s+v)}{r!} e^{-s_{s v}}
\]
whence
\[
\begin{aligned}
\mathrm{J}_{i r}= & (-1)^{r} 2^{2 r} \int_{0}^{\infty} u u^{r^{s}} \sum_{s=0}^{s=\infty} \frac{(s+1) \ldots(s+r)}{r!}\left\{e^{-((s+2 r+1) u}-e^{-((s+2 r+3) u}\right\} \cos u z d u \\
& +(-1)^{r} 2^{2 r} \int_{0}^{\infty} u^{r+1} \sum_{s=0}^{s=\infty} \frac{(s+1) \ldots(s+r)}{r!}\left\{e^{-((s+2 r+1) u}+e^{-((s+2 r+8) u}\right\} \cos u z d u .
\end{aligned}
\]

The cases \(r\) even and \(r\) odd have to be treated separately. Consider first \(r\) even and \(=2 t\), and let \(\mathrm{K}_{r}\) and \(\mathrm{L}_{r}\) denote the first and second integrals in the last written expression for \(\mathrm{J}_{r}\). Then owing to the vanishing factor we may take the \(\Sigma\) in \(\mathrm{K}_{r}\) as going back to \(s=-t\), or, putting \(s^{\prime}=s+t\),
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\[
\mathrm{K}_{2 t}=2^{t t} \int_{0}^{\infty} u^{2^{s^{\prime}}} \sum_{s^{\prime}=0} \frac{\left(s^{\prime}-t+1\right) \ldots\left(s^{\prime}-1\right) s^{\prime} \ldots\left(s^{\prime}+t\right)}{(2 t)!}\left\{e^{-\left(t s^{\prime}+1\right) u}-e^{-\left(\left(s^{\prime}+3\right) u\right)}\right\} \cos u z d u .
\]

But
\[
\begin{aligned}
4 s^{\prime}-4 t+4 & =\left(4 s^{\prime}+1\right)-(4 t-3) \\
\cdot & \cdot \\
4 s^{\prime}-4 & =\left(4 s^{\prime}+1\right)-5 \\
4 s^{\prime} & =\left(4 s^{\prime}+1\right)-1 \\
4 s^{\prime}+4 & =\left(4 s^{\prime}+1\right)+3 \\
\cdot & \cdot \\
4 s^{\prime}+4 t & =\left(4 s^{\prime}+1\right)+(4 t-1)
\end{aligned}
\]
and similarly
\[
\begin{aligned}
4 s^{\prime}-4 t+4= & \left(4 s^{\prime}+3\right)-(4 t-1) \\
& =\left(4 s^{\prime}+3\right)-7 \\
4 s^{\prime}-4 & =\left(4 s^{\prime}+3\right)-3 \\
4 s^{\prime} & \\
4 s^{\prime}+4 & \left(4 s^{\prime}+3\right)+1 \\
4 s^{\prime}+4 t & =\left(4 s^{\prime}+3\right)+(4 t-3)
\end{aligned}
\]

Now let \(a_{0}, a_{1}, \ldots a_{2 t}\) be the coefficients in the product of degree \(2 t\)
\[
\{x+(4 t-1)\}\{x+(4 t-5)\} \ldots\{x-(4 t-3)\}
\]
when it is expanded out, so that this product is

Then
\[
a_{0} x^{2 t}+a_{1} x^{2 t-1}+\ldots+a_{2 t}
\]
\[
\begin{gathered}
\{x-(4 t-1)\}\{x-(4 t-5)\} \ldots\{x+(4 t-3)\} \\
=a_{0} x^{2 t}-a_{1} x^{2 t-1}+\ldots+a_{20}
\end{gathered}
\]
\(\mathrm{K}_{2 t}\) may then be written
\[
\begin{aligned}
& \int_{0}^{\infty} \frac{u^{2 t}}{(2 t)!}\left[\sum_{s^{\prime}=0}^{s^{\prime}=\infty} u_{0}\left\{\left(4 s^{\prime}+1\right)^{2 t} e^{\overparen{-4 s^{\prime}+1 u}}-\left(4 s^{\prime}+3\right)^{2 t} e^{-\overparen{4 s^{\prime}+3 u}}\right\}\right. \\
& +\sum_{s=0}^{s^{\prime}=\infty} a_{1}\left\{\left(4 s^{\prime}+1\right)^{2 t-1} e^{-\overparen{4 s^{\prime}+1} v}+\left(4 s^{\prime}+3\right)^{2 t-1} e^{-\overparen{4 s^{\overparen{\prime}}+3} 3}\right\} \\
& +\sum_{s^{\prime}=0}^{s^{\prime}=\infty} a_{2}\left\{\left(4 s^{\prime}+1\right)^{2 t-2} e^{\overparen{-} \overparen{x^{\prime}+1} v^{\prime}}-\left(4 s^{\prime}+3\right)^{2 t-2} e^{-\overparen{4 s^{\prime}+3 u}}\right\} \cos u z d u . \\
& + \text { 。 } \\
& +\sum_{s^{\prime}=0}^{s^{\prime}=\infty} a_{2 t-1}\left\{\left(4 s^{\prime}+1\right) e^{-\overparen{\left(s^{\prime}+1 w^{\prime \prime}\right.}}+\left(4 s^{\prime}+3\right) e^{\left.-\overparen{4 s^{\prime}+3 u}\right\}}\right. \\
& +\sum_{s^{\prime}=0}^{s^{\prime}=\infty} a_{2 t}\left\{e^{-\overparen{4 s^{\prime}+1 v}}-e^{-\overparen{s^{\prime}+3 \prime}}\right\}
\end{aligned}
\]

Now if, as we have assumed, our expansion of ( \(\left.1-e^{-4 x}\right)^{-x-1}\) was justifiable, we may stop at the \(\nu^{\text {th }}\) term, leaving a remainder less than an assigned quantity, provided \(\nu\) be taken large enough. It will be shown in the next article that this is the case.

We may then, in the above, write for the upper limit of \(s^{\prime}\) a number \(\nu\), large but finite. The series now consisting of a finite number of terms, we may distribute the integral sign, and further, we can replace \(u^{2 t}\) by \((-I)^{t} \frac{d^{2 t}}{d z^{2 t}}\), since obviously each of the integrals of the type \(\int_{0}^{\infty} e^{-k w} \cos u z d u\) when \(k>0\) allows of being differentiated under the integral sign. This gives us, when the several integrals are evaluated,
\[
\left.\left.\begin{array}{ll}
\mathrm{K}_{2 t}=\frac{(-1)^{t}}{(2 t)!} \frac{d^{2 t}}{d^{2 t}} & a_{0} \sum_{s^{\prime}=v}^{s^{\prime}=v}\left\{\begin{array}{c}
\left(4 s^{\prime}+1\right)^{2 t+1} \\
\left(4 s^{\prime}+1\right)^{2}+z^{2}
\end{array}\right)\left(4 s^{\prime}+3\right)^{2 t+1} \\
\left(4 s^{\prime}+3\right)^{2}+z^{2}
\end{array}\right\} \begin{array}{l}
-a_{1} \sum_{s^{\prime}=0} \sum^{\prime}\left\{\frac{\left(4 s^{\prime}+1\right)^{2 t}}{\left(4 s^{\prime}+1\right)^{2}+z^{2}}+\frac{\left(4 s^{\prime}+3\right)^{2 t}}{\left(4 s^{\prime}+3\right)^{2}+z^{2}}\right\}
\end{array}\right\}
\]

Now writing in the above
\[
\left(4 s^{\prime}+1\right)^{2}=\left\{\left(4 s^{\prime}+1\right)^{2}+z^{2}\right\}-z^{2},\left(4 s^{\prime}+3\right)^{2}=\left\{\left(4 s^{\prime}+3\right)^{2}+z^{2}\right\}-s^{2},
\]
and remembering that \(d^{2 t} / d z^{2 t}\) destroys any power of \(z<2 t\), we find
\[
\begin{aligned}
& \begin{aligned}
\mathrm{K}_{2 t}= \\
(2 t)!\frac{(-1)^{t}}{d z^{2 t}},
\end{aligned} \quad \begin{aligned}
\left(t_{0}(-1)^{t} s^{2 t}\right. & +t_{2}(-1)^{t-1} z^{2 t-2}+\ldots \\
& +\left(a_{2 t}\right) \sum_{s^{\prime}=0}^{s^{\prime}=v}\left\{\begin{array}{c}
4 s^{\prime}+1 \\
\left(4 s^{\prime}+1\right)^{2}+z^{2}-\left(4 s^{\prime}+3\right)^{\prime}+3
\end{array}\right\}
\end{aligned} \\
& +\left(a_{1}(-1)^{t} z^{2 t}+a_{3}(-1)^{t-1} z^{2 t-2}+\ldots\right. \\
& \left.-a_{2 t-1} z^{2}\right) \sum_{s^{\prime}=0}^{s=v^{\prime}}\left\{\begin{array}{c}
1 \\
\left(4 s^{\prime}+1\right)^{2}+z^{2}
\end{array}+\frac{1}{\left(4 s^{\prime}+3\right)^{2}+z^{2}}\right\}
\end{aligned}
\]

But, from Chrystal's ' Algebra,' vol. 2, p. 338,
\[
\begin{aligned}
& \pi \\
& \frac{\pi}{4} \tanh \frac{\pi z}{2}=\sum_{s^{\prime}=0}^{s^{\prime}=\infty}\left\{\frac{1}{\left(4 s^{\prime}+1\right)^{2}+z^{2}}+\frac{1}{\left.\left(4 s^{\prime}+3\right)^{2}+z^{3}\right\}}\right. \\
& \frac{\pi}{4} \operatorname{sech} \sum_{2}^{\pi z}=\sum_{s^{\prime}=0}\left\{\frac{4 s^{\prime}+1}{\left(4 s^{\prime}+1\right)^{2}+z^{2}}-\frac{4 s^{\prime}+3}{\left(4 s^{\prime}+3\right)^{2}+z^{2}}\right\}
\end{aligned}
\]

If, therefore, in our expression for \(\mathrm{K}_{2 t}\) we now allow \(\nu\) to increase indefinitely, we obtain
\[
\mathrm{K}_{2 t}=\frac{\pi(-)^{\prime}}{ \pm(2 t)!}\left\{\frac{d^{2 t}}{d v^{2 t}}\left[\psi_{2 t}(\hat{z}) \operatorname{sech} \frac{\pi v}{2}+\chi_{2 t}(\hat{z}) \tanh \frac{\pi i}{2}\right]\right\},
\]
where
\[
\begin{aligned}
\psi_{2 t}(z) & =a_{0}(-1)^{t} z^{2 t}+a_{2}(-1)^{t-1} z^{2 t-2}+\ldots+a_{2 t} \\
& =\frac{1}{2}\left[\begin{array}{l}
(\sqrt{-1} z+4 t-1)(\sqrt{-1 z}+4 t-5) \ldots(\sqrt{-1}-\widetilde{4 t-3}) \\
+(-\sqrt{-1} z+4 t-1)(-\sqrt{-1 z}+4 t-5) \ldots(\sqrt{ }-1 z-4 t-3)
\end{array}\right]
\end{aligned}
\]
\[
\chi_{2 t}(t)=a_{1}(-1)^{t} z^{2 t-1}+\ldots-a_{2 t-1}
\]
\[
=\frac{\sqrt{-1}}{2}\left[\begin{array}{l}
(\sqrt{-1} z+4 t-1)(\sqrt{-1} z+4 t-5) \ldots(\sqrt{-1} z-4 t-3) \\
-(-\sqrt{-1 z+4 t-1)(-\sqrt{ }-1 z+4 t-5) \ldots(-\sqrt{-1} z-4 t+3)}
\end{array}\right]
\]

If we treat in a precisely similar way the second integral \(\mathrm{L}_{22}\), we find
\[
\mathrm{L}_{2 t}=\frac{\pi}{4} \frac{(-)^{t}}{(2 t)!} \frac{d^{2 t+1}}{d z^{t+1}}\left(\psi_{2 t}(z) \tanh \frac{\pi z}{2}-\chi_{2 t}(z) \operatorname{sech} \frac{\pi i}{2}\right) .
\]

Coming now to the case where \(r=o d d=2 t+1\), we work out \(\mathrm{K}_{2 t+1}\) and \(\mathrm{L}_{2 t+1}\) by a similar method. We consider in this case the product of degree \(2 t+1\),
\[
(x+4 t-1)(x+4 t-5) \ldots(x-\overparen{4 t-3})(x-\widetilde{4 t+1})
\]
which we denote by
\[
b_{0} x^{2 t+1}+b_{1} x^{2 t}+b_{2} x^{2 t-1}+\ldots+b_{2 t+1} .
\]

After reductions of the same type as those used for \(\mathrm{K}_{22}\), we find
whence writing
\[
\begin{aligned}
& \mathrm{K}_{2 l+1}=\frac{(-1)^{t}}{(2 t+1)!} \frac{t^{2 t+1}}{d z^{2 t+1}}-\quad\left(b_{0}(-1)^{t} z^{2 t+1}+b_{2}(-1)^{t-1} z^{2 t-1}+\ldots\right. \\
& \left.+b_{2 t} z\right) \sum_{s^{\prime}=0}^{x^{\prime}={ }^{\prime}}\left\{\begin{array}{c}
4 s^{\prime}+1 \\
\left(4 s^{\prime}+1\right)^{2}+z^{2}
\end{array} \begin{array}{c}
4 s^{\prime}+3 \\
\left(4 s^{\prime}+3\right)^{2}+z^{2}
\end{array}\right\} \\
& +\left(b_{1}(-1)^{t} 2^{2 t+1}+b_{z}(-1)^{t-1} z^{2 t-1}+\ldots .\right. \\
& \left.+b_{2 t+1} z\right)_{s^{\prime}=0}^{s^{\prime}=\nu}\left\{\frac{1}{\left(4 s^{\prime}+1\right)^{2}+z^{2}}+\frac{1}{\left(4 s^{\prime}+3\right)^{2}+z^{2}}\right\} \\
& \mathrm{L}_{2 t+1}=\frac{(-1)^{t}}{(2 t+1)!} \cdot \frac{l^{z^{t+2}}}{d 2^{2 t+2}} \quad\left(b_{0}(-1)^{t+1} 2^{2 t+2}+\ldots .\right. \\
& \left.-b_{2 i} z^{2}\right) \sum_{s^{\prime}=0}^{s^{\prime}=v}\left\{\frac{1}{\left(4 s^{\prime}+1\right)^{2}+2}+\frac{1}{\left(4 x^{\prime}+3\right)^{2}+z^{2}}\right\} \\
& +\left(b_{1}(-1)^{\prime} z^{2}+\ldots .\right. \\
& \left.\left.+b_{2 t+1}\right)_{s^{\prime}=0}^{s^{\prime}=v}\left\{\frac{4 s^{\prime}+1}{\left(4 s^{\prime}+1 y^{2}+z^{2}\right.}-\frac{4 s^{\prime}+3}{\left(4 s^{\prime}+3\right)^{2}+z^{2}}\right\}\right]
\end{aligned}
\]
\[
\begin{aligned}
& b_{0}(-1)^{t} z^{2 t+1}+b_{2}(-1)^{t-1} z^{2 t-1}+\ldots+z b_{2 t} \\
& =\frac{1}{2 \sqrt{-1}}\left[\begin{array}{c}
(\sqrt{-1} z+4 t-1)(\sqrt{-1} z+4 t-5) \ldots \\
(\sqrt{-1} z-4 t-3)(\sqrt{-1} z-4 t+1) \\
+(\sqrt{-1} z-4 t-1)(\sqrt{-1} z-4 t-5
\end{array}\right) . . \\
& b_{1}(-1)^{t} z^{2 t}+b_{3}(-1)^{t-1} z^{2 t-2}+\ldots+b_{2 t+1} \\
& (\sqrt{-1 z}+4 t-1)(\sqrt{-1} z+4 t-5) \cdots \\
& (\sqrt{-1 z}-\overparen{4 t-3})(\sqrt{ }-1 z-4 t+1) \\
& \begin{array}{r}
=\frac{1}{2}-(\sqrt{-1}-\sqrt{4 t-1})(\sqrt{-1} z-4 t-5) \cdots \\
\\
(\sqrt{-1} z+4 t-3)(\sqrt{-1}+4 t+1)
\end{array}
\end{aligned}
\]
we obtain
\[
\begin{aligned}
& \mathrm{K}_{2 t+1}=\frac{(-1)^{t}}{(2 t+1)!}: \frac{\pi}{4} \frac{t^{2 t+1}}{d z^{2 t+1}}\left[\psi_{2 t+1}(z) \operatorname{sech} \frac{\pi z}{2}+\chi_{2 t+1}(z) \tanh \frac{\pi z}{2}\right] \\
& \mathrm{L}_{2 t+1}=\frac{(-1)^{t}}{(2 t+1)!} \cdot \frac{\pi}{4} \frac{d^{2 t+2}}{d z^{2 t+2}}\left[-\psi_{2 t+1}(z) \tanh \frac{\pi v}{2}+\chi_{2 t+1}(z) \operatorname{sech} \frac{\pi z}{2}\right],
\end{aligned}
\]
and since \(\mathrm{J}_{r}=\mathrm{K}_{r}+\mathrm{L}_{r}\), we find that the required integral
\[
\begin{align*}
& \mathrm{I}=\frac{\pi}{4} \sum_{t=0}^{t=s} \frac{(-1)^{t}}{(2 t)!} \frac{d^{2 t t}}{d z^{z t}}\left\{\begin{array}{l}
\psi_{2 t}(z) \operatorname{sech} \frac{\pi z}{2}+\chi_{2 t}(z) \tanh \frac{\pi z}{2} \\
+\frac{d}{d z}\left(\psi_{2 t}(z) \tanh \frac{\pi z}{2}-\chi_{2 t}(z) \operatorname{sech} \frac{\pi z}{2}\right)
\end{array}\right\} \\
& +\frac{\pi}{4} \sum_{t=0}^{t=n} \frac{(-1)^{t}}{(2 t+1)!} \frac{d^{2 t+1}}{d z^{2 t+1}}\left\{\begin{array}{l}
\psi_{2 t+1}(z) \operatorname{sech} \frac{\pi z}{2}+\chi_{z t+1}(z) \tanh \frac{\pi z}{2} \\
-\frac{d}{d z}\left(\psi_{2 t+1}(z) \tanh \frac{\pi v}{2}-\chi_{2 t+1}(z) \operatorname{sech} \frac{\pi z}{2}\right)
\end{array}\right\} \\
& +\mathrm{R}_{2_{n+2}} \text {. } \tag{93}
\end{align*}
\]
§25. Justification of the Procedure employed in the last Section.
We have to show that, in the case of the integral
\[
\begin{aligned}
\mathrm{J}_{u} & =\int_{0}^{\infty} \frac{(2 u)^{n}}{\sinh ^{n+1} 2 u}(\sinh u+u \cosh u) \cos u z d u \\
& =2 \int_{0}^{\infty} \frac{(4 u)^{n} c^{-2 n+2 u}}{\left(1-c^{-4 u}\right)^{u+1}}(\sinh u+u \cosh u) \cos u z d u
\end{aligned}
\]
we were justified in expanding \(\left(1-e^{-4 n}\right)^{-n-1}\) in ascending powers of \(e^{-4 n}\).

Now
\[
\frac{1}{1-x}=1+x+\ldots+x^{n+x-1}+\frac{x^{n+r}}{1-x} .
\]

Differentiate \(n\) times with regard to \(x\),
\[
\frac{1}{(1-x)^{n+1}}=1+(n+1) x+\ldots+\frac{n(r+1) \ldots(r+n-1)}{n!} x^{n-1}+\frac{1}{n!} \frac{d^{n}}{d x^{n}}\left(\frac{x^{n+r}}{1-x}\right) .
\]

The remainder is therefore
\[
\begin{aligned}
& \frac{1}{n!} \frac{d^{n}}{d x^{n}} \frac{x^{n+2}+r}{(1-x)}=\frac{x^{n+r}}{(1-x)^{n+1}}+\ldots \\
& \quad+\frac{(n+r)(n+r-1) \ldots(n+r-s+1)}{s!} \frac{x^{n+r-s}}{(1-x)^{n+1-s}}+\ldots+\frac{(n+r) \ldots(r+1)}{n!} \frac{x^{x}}{1-x} .
\end{aligned}
\]

This holds for all values of \(x\) however near to 1 . Putting \(x=e^{-4 s}\) and substituting in \(\mathrm{J}_{n}\), we find \(\mathrm{J}_{n}=\) Ist \(r\) terms of the series + a remainder term consisting of the sum of \((n+1)\) integrals of the form
\(s\) ranging from 0 to \(n\), and the product \(\frac{(n+r)(n+r-1) \ldots(n+r-s+1)}{s!}\) being replaced by unity for \(s=0\).

Now \(\sinh u\) is always \(<u \cosh u\) : hence the general integral in the remainder (the factor multiplying \(\cos u \approx\) in the integrand being positive throughout) is less than
\[
\int_{0}^{\infty} \frac{(n+p)(n+p-1) \ldots(n+r-s+1)}{s!}(4 u)^{s} e^{-(6 n+4 v-1 s+2) u} \cosh u\left(\frac{4 u}{1-e^{-4 n}}\right)^{n+1-s} d u,
\]
i.e, than
\[
\int_{0}^{\infty} \frac{(n+r)(n+r-1) \ldots(n+r-s+1)}{s!} e^{-(n n+1-2 s) u}(4 u)^{s} \cosh u\left(\frac{2 u}{\sinh 2 u}\right)^{n+1-s} d u
\]

Now \(\frac{2 / "}{\sinh 2 u}<1\) always, and \(\cosh u<c_{?}^{e_{0}}\). The general remainder term is therefore less than
\[
\begin{aligned}
& \int_{0}^{\infty} \frac{(n+r)(n+p-1) \ldots(n+r-s+1)}{s!}(4 u)^{s} e^{\left.-(t) u+4 r-2_{s}-1\right) u} \text { du } \\
& \quad<\frac{1}{4} \frac{(n+r)(n+r-1) \ldots(n+r-s+1)}{\left(n+r-\frac{s}{2}-\frac{1}{4}\right)^{s+1}} \text { for } s \text { ranging from } 1 \text { to } n .
\end{aligned}
\]

For \(s=0\) the remainder \(\operatorname{term}<\frac{1}{4} \frac{1}{\left(n+r-\frac{s}{2}-\frac{1}{4}\right)}\). Thus for every value of \(s\) the vol. CCI.-A.
value of the corresponding term in the remainder is seen to become very small of the order \(1 / r\) when \(r\) is made very large, \(n\) remaining finite. The value of the whole remainder is therefore also small of the order \(1 / 2\). Consequently this remainder tends to zero as we make \(r\) large, and the series is therefore a true arithmetical equivalent of \(\mathrm{J}_{n}\).

We have still to show that a similar result holds for the expansion found for I, namely, that the integral we have called \(\mathrm{R}_{n}\) tends to the limit zero when \(n\) is indefinitely increased. This we can do as follows:-
\[
\mathrm{R}_{n}=(-1)^{n} \int_{0}^{\infty} \frac{(2 u)^{n}}{\sinh ^{n} 2 u} \frac{\sinh u+u \cosh u}{\sinh 2 u+2 u} \cos u z d u
\]
is numerically less than
\[
\int_{0}^{\infty} \frac{(2 u)^{n}}{\sinh ^{2} 2 u} \frac{\sinh u+u \cosh u}{\sinh 2 u+2 u} d u
\]
and it is easy to show that both \((2 u)^{n} / \sinh ^{n} 2 u\) and \(\left(\sinh u+u \cosh _{-} u\right) /(\sinh 2 u+2 u)\) continually decrease as \(u\) increases.

Hence, if we split up \(\int_{0}^{\infty}\) into \(\int_{0}^{\infty}+\int_{\infty}^{\infty}\), the first part is less than \(\{\omega \times\) value of the integrand when \(u=0\) ? i.e., \(<\omega / 2\). The second part is also less than
\[
\frac{(2 \omega)^{u}}{\left(\sinh ^{n} 2 \omega\right)} \int_{\omega}^{\infty} \frac{\sinh u+u \cosh u}{\sinh 2 u+2 u} d u
\]

Denoting the last integral, which is finite, by M, we have \(R_{n}<\frac{\omega}{2}+\frac{(2 \omega)^{n}}{\left(\sinh ^{n} 2 \omega\right)} M\) numerically.

But
\[
\frac{(2 \omega)^{n}}{\sinh ^{n} 2 \omega}<\frac{(2 \omega)^{n}}{\left(2 \omega+\frac{8 \omega^{3}}{6}\right)^{n}}<\frac{1}{\left(1+\frac{2 \omega^{2}}{3}\right)^{n}}<\frac{1}{1+\frac{2 n \omega^{2}}{3}}
\]

Therefore \(\mathrm{R}_{n}<\frac{\omega}{2}+\frac{\mathrm{M}}{1+\frac{2 n \omega^{2}}{3}}\).
Now if \(\omega\) be chosen equal to \(n^{-\frac{1}{5}}, \mathrm{R}_{n}<\frac{1}{2 n^{\frac{1}{4}}}+\frac{\mathrm{M}}{1+\frac{2}{3} n^{\frac{2}{2}}}\), a quantity which tends to zero when \(n\) tends to infinity. \(R_{v,}\) itself therefore tends to zero for all values of \(z\), so that the series (93) may be extended to infinity.
§26. Deductions as to the Rapidity with which the Local Disturbances die out as we leave the neighbourhood of the Load.

If we look at (93) and perform the differentiations, then, remembering that \(\chi_{2 t}(z)\) is of degree \((2 t-1)\) in \(z, \chi_{2 t+1}(z)\) and \(\psi_{2 t}(z)\) are of degree \(2 t\) in \(z\), and \(\psi_{2 t+1}(z)\) is of degree \((2 t+1)\) in \(z\), the only terms occurring in I will be of the form (algebraic polynomial in \(z) \times\left(\operatorname{sech} \frac{\pi z}{2}\right.\) or \(\operatorname{sech}^{2} \frac{\pi z}{2}\), or their differential coefficients \()\). Now
sech \(\frac{\pi z}{2}\) and all its differential coefficients will be of order \(e^{-\frac{\pi z}{2}}\) when \(z\) is large. Similarly sech \(\frac{\pi z}{2}\) and its differential coefficients will be of order \(e^{-\pi z}\) when \(z\) is large. We see, therefore, that the first \(n\) terms of the series for \(I\) will be of the form (algebraic polynomial of degree \(n\) in \(z\) ) \(e^{-\frac{\pi z}{2}}\) to the first approximation when \(z\) is large.

Further we have obtained an expression for the remainder \(R_{n}\), which is small independently of \(z\), for any given large value of \(n\). We see therefore that, \(n\) being assigned, we may make \(z\) as large as we please and I will eventually tend to zero, \(e^{\pi / 2}\) becoming large more rapidly than any polynomial of finite degree, if \(z\) be large enough.

Now \(z=x / b\). We see therefore that, if \(b\) be small, the pressure, after a certain value of \(x\), decreases with extreme rapidity as we get away from the neighbourhood


Fig. iv.
of the concentrated load, because, \(z\) being then large, even for moderate values of \(x\) the influence of the exponential term will be predominant. On the other hand, if \(b\) becomes finite, or even large, the algebraic polynomial factor will become predominant, and the decrease as we go away from the point of loading will become much less rapid. The expansion (93) gives us a link, as it were, between the case of a very thin beam, where the local effects die out according to a negative exponential of the distance along the axis, and that of an infinite solid, where they decrease as an inverse power of the distance from the point of loading.

A diagram is given in fig. iv. showing the variation of the pressure \(Q\) along the
base of the elastic block where it rests on the rigid plane. The ordinates represent the ratio of Q to \(2 \mathrm{~W} / \pi b\)-that is, the integral which has been called I. The abscissre represent the quantities \(x / b\). The diagram has been plotted from the following values of I , which have been calculated :-
\begin{tabular}{|c|c|}
\hline\(x / b\). & I. \\
\hline 0 & \(1.444 t\) \\
\hline\(\pi / 6\) & .7412 \\
\hline\(\pi / 3\) & -1125 \\
\hline\(\pi / 2\) & -.0300 \\
\hline \(2 \pi / 3\) & -.0252 \\
\hline\(\pi\) & \\
\hline
\end{tabular}

For a value of \(x / 6\) equal to 1.35 about the pressure vanishes, and is replaced by a tension. This is a very remarkable result, as it shows that an elastic block, acted upon by a concentrated load along a line of its upper surface transverse to its length, camot have its whole base in contact with a smooth rigid plane on which it rests: at a certain distance from the load the body of the beam is lifted off the plane.

It would therefore appear as though the problem treated of above were impossible to realise in practice. But obvionsly we may superimpose any uniform pressure on the top of the beam, sufficient to make the total pressure at every point below positive. This may be done, in some cases, by the weight of the beam itself, if the weight \(W\) be not too large.

Further, the tensions required to keep the lower surface of the block horizontal are, as we may see from fig. iv., very small. If we leare them out of account, we do not sensibly disturb the distribution of the large pressure under the load, so that fig. iv. still gives us an approximation if we omit the negative part of the curve altogether.

This gives a maximum pressure just below the load equal to ( \(\mathrm{W} / \mathrm{b}\) ) \(\times \cdot 920\), or rather less than the pressure due to the load W distributed uniformly over the vertical cross-section of the block. This pressure diminishes rapidly as we go atray from this point, being very small at a distance from it equal to about 1.35 of the height of the block.

We cannot tell exactly, in the actual case, where the pressure will be first absolutely nil. We can form a rough estimate, however, of the dimensions of the area in contact by taking the area over which, in the solution obtained, the stress is always a pressure. This area extends to a distance of \(1.35 \times\) height of block, on either side of the vertical through the load.

Some rough experiments on a block of india-rubber lying on a wooden table have confirmed the result that the block is lifted out of contact with the table away from the load, and that the area of contact is of the above order.

\section*{PART III.}

Solution for a Beam Under Asymmetrical Normal Forces: Spectal Case of Two Opposite Concentrated Loads not in the same Vertical Straight Line.
§27. Expressions for the Displacements and Stresses in Series.
Let us now proceed to consider what the general solution becomes in the case of a beam subject to normal forces which are now no longer restricted to be symmetrical. In this case coefficients \(\gamma\) and \(\delta\) come in, as well as \(\alpha, \beta ; \kappa, \nu, \zeta, 0\) being all zero. Consider particularly a beam (fig. r.) sulject to a downwards concentrated


Fig. r.
load W, acting upon its upper surface at \(x=l\), and an upwards concentrated load W, acting upon its lower surface at \(x=-l\).

Such a system by itself is not in equilibrium. But the solution will introduce two shears over the ends, equal to \(\sum_{1}^{\infty}\left(\gamma_{n}-\delta_{n}\right) \frac{\cos m c}{m}\) by equation (50).

In the case taken above \(\alpha_{0}=\beta_{0}=-W / 2 a, \alpha_{n}=\beta_{n}=-\frac{W}{a} \cos m l, \gamma_{n}=-\delta_{n}\) \(=-\frac{W}{a} \sin m l\), where \(m=n \pi / a, n\) being an integer. Hence the shears over the ends are \(\sum_{1}^{\infty}(-1)^{n-1} \frac{2 W}{n \pi} \sin \frac{n \pi l}{a}=\frac{W l}{a}\), and these will satisfy the conditions of rigid equilibrium.

We then find the following expressions for the stresses and displacements in series:
\[
\begin{aligned}
\mathrm{U}= & -\sum_{1}^{\infty} \frac{1}{m} \frac{\mathrm{~W}}{a} \cos m l \frac{\left\{\frac{1}{\lambda^{\prime}+\mu} \sinh m b-\frac{1}{\mu} m b \cosh m b\right\}}{\sinh 2 m b+2 m b} \cosh m y \sin m x \\
& -\sum_{1}^{\infty} \frac{1}{\mu} \frac{\mathrm{~W}}{a} \frac{\cos m l \sinh m b}{\sinh 2 m b+2 m b} y \sinh m y \sin m x \\
& +\sum_{1}^{\infty} \frac{1}{m} \frac{\mathrm{~W}}{a} \sin m l \frac{\left\{\frac{1}{\lambda^{\prime}+\mu} \cosh m b-\frac{1}{\mu} m b \sinh m b\right\}}{\sinh 2 m b-2 m b} \sinh m y \cos m x \\
& +\sum_{1}^{\infty} \frac{1}{\mu} \frac{\mathrm{~W}}{a} \frac{\sin m l \cosh m b}{\sinh 2 m b-2 m b} y \cosh m y \cos m x \\
& -\frac{\eta \mathrm{W} x}{2 a \mathrm{E}}-\mathrm{A} y . \\
\mathrm{V}= & -\frac{\left.\left.\sum_{1}^{\infty} \frac{1}{m} \frac{\mathrm{~W}}{a} \cos m l \frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \sinh m b+\frac{1}{\mu} m b \cosh m b\right\}}{\sinh 2 m b+2 m b} \sinh m y \cos m x \\
& +\sum_{1}^{\infty} \frac{1}{\mu} \frac{\mathrm{~W}}{a} \frac{\cos m l \sinh m b}{\sinh 2 m b+2 m b} y \cosh m y \cos m x \\
& \left.\left.-\sum_{1}^{\infty} \frac{1}{m} \frac{\mathrm{~W}}{a} \sin m l \frac{1}{\sin ^{\prime}+\mu}+\frac{1}{\mu}\right) \cosh m b+\frac{1}{\mu} m b \sinh m b\right\} \\
& +\sum_{1}^{\infty} \frac{1}{\mu} \frac{\mathrm{~W}}{a} \frac{\sin m l \cosh m b}{\sinh 2 m b-2 m b} y \sinh m y \sin m x \\
& -\frac{\mathrm{W} y}{2 a \mathrm{E}}+\mathrm{A} x
\end{aligned}
\]
\[
\begin{align*}
\mathrm{P}= & -2 \mathrm{~W} \sum_{1}^{\infty} \cos m l \frac{\sinh m b-m b \cosh m b}{\sinh 2 m b+2 m b} \cos m x \cosh m y \\
& -\frac{2 W}{a} \sum_{1}^{\infty} \cos m l \frac{m y \sinh m b}{\sinh 2 m b+2 m b} \cos m x \sinh m y \\
& -\frac{2 W}{a} \sum_{1}^{\infty} \sin m b \frac{\cosh m b-m b \sinh m b}{\sinh 2 m b-2 m b} \sin m x \sinh m y \\
& -\frac{2 W}{a} \sum_{1}^{\infty} \sin m l \frac{m y \cosh m b}{\sinh 2 m b-2 m b} \sin m x \cosh m y .  \tag{95}\\
\mathrm{Q}= & -\frac{W}{2 b}-\frac{2 W}{"} \sum_{1}^{\infty} \cos m l \frac{\sinh m b+m b \cosh m b}{\sinh 2 m b+2 m b} \cos m x \cosh m y \\
& +\frac{2 W}{a} \sum_{1}^{\infty} \cos m l \frac{m y \sinh m b}{\sinh 2 m b+2 m b} \cos m x \sinh m y \\
& -\frac{2 W}{a} \sum_{1}^{\infty} \sin m l \frac{\cosh m b+m b \sinh m b}{\sinh 2 m b-2 m b} \sin m x \sinh m y \\
& +\frac{2 W}{a} \sum_{1}^{\infty} \sin m b \frac{m y \cosh m b}{\sinh 2 m b-2 m b} \sin m x \cosh m y .
\end{align*}
\]
\[
\left.\begin{array}{rl}
\mathrm{S}=\frac{2 \mathrm{~W}}{a} & \sum_{1}^{\infty} \cos m l \frac{m b \cosh m b}{\sinh 2 m b+2 m b} \sin m x \sinh m y \\
& -\frac{2 W}{a} \sum_{1}^{\infty} \cos m l \frac{m y \sinh m b}{\sinh 2 m b+2 m b} \sin m x \cosh m y  \tag{96}\\
& -\frac{2 W}{a} \sum_{1}^{\infty} \sin m l \frac{m b \sinh m b}{\sinh 2 m b-2 m b} \cos m x \cosh m y \\
& +\frac{2 W}{a} \sum_{1}^{\infty} \sin m l \frac{m y \cosh m b}{\sinh 2 m b-2 m b} \cos m x \sinh m y
\end{array}\right\}
\]
where \(A\) in the above is an arbitrary constant representing a rigid body rotation. If the conditions of fixing are that the two extremities of the horizontal axis are to remain at the same vertical height after strain, A is zero.

If, on the other hand, we fix the beam in such a way that the shears Wl/a over the ends are each allowed to produce, at the extremities of the axis, the deflection which they would produce if the bar were clamped at its middle and the deflection were calculated on the Euler-Bernoulli theory, then we find \(\mathrm{A} a=\frac{\mathrm{W} l a^{2}}{2 \mathrm{E} b^{3}}\). This appears to be the more natural method of fixing. We shall, therefore, in what follows, suppose A to have this value.

\section*{§ 28. Integral Expressions when a is made Infinite.}

When we increase the length of the bar indefinitely, it is easy to show that, if we take the last given value of A, the displacements remain finite at a finite distance and the stresses remain finite throughout-excepting, of course, at the points where the concentrated loads act.

We then obtain, as in § 15 ,
\[
\begin{align*}
\mathrm{U}= & -\frac{\mathrm{W}}{\pi} \int_{0}^{\infty} \frac{1}{u}\left(\frac{\frac{1}{\lambda^{\prime}+\mu} \sinh u-\frac{1}{z^{\prime \prime}} ⿲ \cosh u}{\sinh 2 u+2 u}\right) \cos \frac{u l}{b} \cosh \frac{\mu y}{b} \sin \frac{u, x}{b} d u \\
& -\frac{\mathrm{W} y}{\mu \pi b} \int_{0}^{\infty} \frac{\sinh u}{\sinh 2 u+2 u} \cos \frac{u l}{b} \sinh \frac{u y}{b} \sin \frac{u n}{b} d u \\
& +\frac{\mathrm{W}}{\pi} \int_{0}^{\infty}\left\{\frac{1}{\eta} \frac{\left(\frac{1}{\lambda^{\prime}+\mu} \cosh u-\frac{u}{\mu} \sinh u\right)}{\sinh 2 u-2 u} \sin \frac{u l}{b} \sinh \frac{u y}{b} \cos \frac{u x}{b}-\left(\frac{1}{\lambda^{\prime}+\mu}\right) \frac{3 l y}{4 u^{2} b^{2}}\right\} d u  \tag{97}\\
& +\frac{\mathrm{W} y}{\pi b \mu} \int_{0}^{\infty}\left(\frac{\cosh u}{\sinh 2 u-2 u} \sin \frac{u l}{b} \cosh \frac{u y}{b} \cos \frac{u x}{b}-\frac{3}{4 u^{2}} \frac{l}{b}\right) d u
\end{align*}
\]
\[
\begin{align*}
& \mathrm{V}=-\frac{W}{\pi} \int_{0}^{\infty} \frac{1}{u}\left\{\frac{\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \sinh u+\frac{u}{\mu} \cosh u}{\sinh 2 u+2 u}\right\} \cos \frac{u l}{b} \sinh \frac{u u}{b} \cos \frac{u x}{b} d u \\
& +\frac{W y}{\mu \pi b} \int_{0}^{\infty} \frac{\sinh u}{\sinh 2 u+2 u} \cos \frac{u z}{b} \cosh \frac{u y}{万} \cos \frac{u x}{b} d u \\
& -\frac{W}{\pi} \int_{0}^{\infty} \int_{-} \frac{1}{x}\left\{\frac{\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \cosh u+\frac{u}{\mu} \sinh u}{\sinh 2 u-2 u}\right\} \sin \frac{u l}{b} \cosh \frac{u y}{b} \sin \frac{u x}{b}  \tag{97}\\
& -\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \frac{3}{4 u^{3}} \frac{b b^{3}}{} d u \\
& +\frac{W!y}{\mu \pi b} \int_{0}^{x} \frac{\cosh u}{\sinh 2 u-2 u} \sin \frac{u l}{b} \sinh \frac{u y}{b} \sin \frac{u x}{b} d u \\
& \begin{aligned}
\mathrm{P}= & -\frac{2 \mathrm{~W}}{\pi b} \int_{0}^{\infty} \frac{\sinh u-u \cosh u}{\sinh 2 u+2 u} \cos \frac{u l}{b} \cos \frac{u x}{b} \cosh \frac{u y}{b} \\
& -\frac{2 W y}{\pi b^{2}} \int_{0}^{\infty} \frac{u \sinh u}{\sinh 2 u+2 u} \cos \frac{u z}{b} \cos \frac{u x}{b} \sinh \frac{u y}{b} d u
\end{aligned} \\
& -\frac{2 W}{\pi b} \int_{0}^{\infty} \frac{\cosh u-u \sinh u}{\sinh 2 u-2 u} \sin \frac{u b}{b} \sin \frac{u x}{b} \sinh \frac{u y}{b} d u \\
& -\frac{2 \mathrm{~W} y}{\pi l^{2}} \int_{0}^{\infty} \frac{u \cosh u}{\sinh 2 u-2 u} \sin \frac{u l}{b} \sin \frac{u x}{b} \cosh \frac{u t y}{b} d u= \\
& \mathrm{Q}=-\frac{2 W}{\pi b} \int_{0}^{\infty} \frac{\sinh n+u \cosh u}{\sinh 2 u+2 u} \cos \frac{u \eta}{b} \cos \frac{m u}{b} \cosh \frac{u y}{b} d u \\
& +\frac{2 W y}{\pi b^{2}} \int_{0}^{\infty} \frac{u \sinh 1 u}{\sinh 2 u+2 u} \cos \frac{u l}{b} \cos \frac{u x}{b} \sinh \frac{u y}{b} d u \\
& -\frac{2 W}{\pi b} \int_{0}^{\infty} \frac{\cosh u+u \sinh u}{\sinh 2 u-2 u} \sin \frac{u d}{b} \sin \frac{u x}{b} \sinh \frac{u y}{b} d u  \tag{98}\\
& +\frac{2 W y}{\pi b^{2}} \int_{0}^{\infty} \frac{u \cosh u}{\sinh } 2 u-2 u \sin \frac{u d}{b} \sin \frac{u x}{b} \cosh \frac{u \mu}{b} d u, \\
& \mathrm{~S}=\frac{2 W}{\pi b} \int_{0}^{\infty} \frac{u \cosh u}{\sinh 2 u+2 u} \cos \frac{u l}{b} \sin \frac{u x}{b} \sinh \frac{u y}{b} d u \\
& -\frac{2 W y}{\pi b^{2}} \int_{0}^{\infty} \frac{u \sinh u}{\sinh 2 u+2 u} \cos \frac{u l}{b} \sin \frac{u x}{b} \cosh \frac{u y}{b} d u \\
& -\frac{2 W}{\pi b} \int_{0}^{\infty} \frac{u \sinh u}{\sinh 2 u-2 u} \sin \frac{u b}{b} \cos \frac{u u}{b} \cosh \frac{u y}{b} d u \\
& +\frac{2 W y}{\pi b^{2}} \int_{0}^{\infty} \frac{u \cosh u}{\sinh 2 u-2 u} \sin \frac{u b}{b} \cos \frac{u x}{b} \sinh \frac{u y}{b} d u \quad
\end{align*}
\]

Now, as before, these expressions may be expanded in powers of \(r\) about the origin. In this case they will be found to have a radius of convergence \(\sqrt{b}+b^{2}\). Or they may be expanded about either point of concentrated loading, when they will have a radius of convergence \(2 \sqrt{l^{2}+b^{2}}\), or they may be split up as follows:-

\section*{Write}
\[
\left.\begin{array}{l}
\frac{\cosh u}{\sinh 2 u+2 u}=e^{-u}+e^{-u} \frac{\left(1-4 u+e^{-2 u}\right)}{2(\sinh 2 u+2 u)} \\
\frac{\cosh u}{\sinh 2 u-2 u}=e^{-u}+e^{-u} \frac{\left(1+4 u+e^{-2 u}\right)}{2\left(\sinh 2 u-2^{u}\right)} \\
\frac{\sinh u}{\sinh 2 u+2 u}=e^{-u}+e^{-u} \frac{\left(-1-4 u+e^{-2 u}\right)}{2(\sinh 2 u+2 u)} \\
\sinh u \\
\sinh 2 u-2 u
\end{array} e^{-u}+e^{-u} \frac{\left(-1+4 u+e^{-2 u}\right)}{2(\sinh 2 u-2 u)}\right)
\]
and consider separately the parts of the integrals due to the first and seend terms of the right-hand sides of the above equations.

We find, after some reductions, on writing \(b-y=y^{\prime}, y^{\prime 2}+(x-l)^{2}=r_{1}^{2}\), \(y-l=y^{\prime \prime}, y^{\prime \prime 2}+(x+l)^{2}=r_{2}^{2},(x+l) / y^{\prime \prime}=\tan \phi_{2},(x-l) / y^{\prime}=\tan \phi_{1}\),
\[
\left.\begin{array}{l}
\mathrm{P}=-\frac{\mathrm{W} \cos \phi_{1}}{\pi r_{1}}-\frac{\mathrm{W} \cos \phi_{2}}{\pi r_{2}}+\frac{W y^{\prime}}{\pi r_{1}^{2}} \cos 2 \phi_{1}+\frac{W y^{\prime \prime}}{\pi r_{2}^{2}} \cos 2 \phi_{2}+\mathrm{P}_{2} \\
\mathrm{Q}=-\frac{\mathrm{W} \cos \phi_{1}}{\pi r_{1}}-\frac{\mathrm{W} \cos \phi_{2}}{\pi r_{2}}-\frac{W y^{\prime}}{\pi r_{1}^{2}} \cos 2 \phi_{1}-\frac{W_{y^{\prime \prime}}}{\pi r_{2}^{2}} \cos 2 \phi_{2}+Q_{2}  \tag{99}\\
\mathrm{~S}=\frac{W}{\pi r_{1}^{2}} \sin 2 \phi_{1}-\frac{W y^{\prime \prime}}{\pi r_{2}^{2}} \sin 2 \phi_{2}+S_{2}
\end{array}\right\} .
\]
where
\[
\begin{aligned}
& \mathrm{P}_{2}=\frac{W}{\pi b} \int_{0}^{\infty} \frac{\left(1+5 u-4 u^{2}-(1-u) e^{-2 u}\right) e^{-u}}{\sinh 2 u+2 u} \cos \frac{u l}{b} \cos \frac{u x}{b} \cosh \frac{u u}{b} d u \\
& -\frac{W}{\pi n} \int_{0}^{\infty} \frac{\left(1+5 u-4 u^{2}+(1-u) e^{-2 n}\right) e^{-n}}{\sinh 2 u-2 n} \sin \frac{u l}{b} \sin \frac{m e}{b} \sinh \frac{u n}{b} d u
\end{aligned}
\]
\[
\begin{aligned}
& -\frac{W_{y}}{\pi \eta^{2}} \int_{0}^{\infty} \frac{u\left(1+4 u+e^{-2 u}\right) e^{-u}}{\sinh 2 u-2 u} \sin { }_{b}^{2 x} \sin \frac{u x}{b} \cosh \frac{u y}{b} d u, \\
& \mathrm{Q}_{2}=\frac{\mathrm{W}}{\pi b} \int_{0}^{\infty} \frac{\left(1+3 u+4 u^{2}-(1+u) e^{-2 u}\right) e^{-u}}{\sinh 2 u+2 u} \cos ^{n}{ }_{h}^{\prime \prime} \cos \frac{u x}{b} \cosh \frac{u y}{b} d u \\
& -\frac{\mathrm{W}}{\pi n} \int_{0}^{\infty} \frac{\left(1+3 u+\frac{\left.4 u^{2}+(1+u) e^{-2 n}\right) r^{-u}}{2 u}-2 u\right.}{\sinh \frac{u l}{b} \sin \frac{u x}{b} \sinh \frac{u \|}{b} d u}
\end{aligned}
\]
\[
\begin{aligned}
& +\frac{W!}{\pi / b} \int_{0}^{\infty} \frac{\left(1+4 u+e^{-2 n}\right) e^{-u}}{\sinh } \sin \frac{u l}{2 u} \sin \frac{u x}{b} \cosh \frac{u y}{b} d u, \\
& \text { Vol. CCI,-A, }
\end{aligned}
\]
(100),
\[
\begin{align*}
& \mathrm{S}_{z}=\frac{W}{\pi b} \int_{0}^{\infty} \frac{u\left(1-4 u+e^{-2 u}\right) e^{-u}}{\sinh 2 u+2 u} \cos \frac{u t}{b} \sin \frac{u x}{b} \sinh \frac{u y}{b} d u \\
& -\frac{W}{\pi b} \int_{0}^{\infty} \frac{u\left(-1+4 u+e^{-2 x}\right) e^{-u}}{\sinh 2 u-2 u} \sin \frac{u l}{b} \cos \frac{u x}{7} \cosh \frac{u \eta}{b} d u  \tag{100}\\
& +\frac{W y}{\pi \eta^{2}} \int_{0}^{\infty} \frac{u\left(1+4 u-e^{-2 u}\right) c^{-n}}{\sinh 2 u+2 n} \cos \frac{u l}{3} \sin \frac{u x^{2}}{b} \cosh \frac{u y}{\eta} d u \\
& +\frac{W!/}{\pi l^{2}} \int_{0}^{\infty} \frac{u\left(1+4 u+e^{-2 u}\right) e^{-u}}{\sinh 2 \prime-2 u} \sin \frac{u l}{7} \cos \frac{\mu \prime}{7} \sinh \frac{\prime \prime \prime}{\eta} d u
\end{align*}
\]
\(P_{2}, Q_{2}, S_{2}\) are finite and contimuous all orer the beam. They may be expanded in powers of \(r\) about the origin, the series being convergent inside a circle of radius \(\sqrt{l^{2}+(3 b)^{2}}\), so that the points of concentrated loading are included. The parts of \(P, Q, S\) which become infinite at the points where the load acts are of the same form as if the beam were an infinite plate.

\section*{§29. Series in Powers of \(r\).}

We may here quote the expressions for \(\mathrm{P}_{2}, \mathrm{Q}_{2}, \mathrm{~S}_{2}\) in powers of 1 . They are:
\[
\begin{aligned}
& \mathrm{P}_{2}=\frac{W}{\pi b} \sum_{0}^{\infty}\left(\frac{r}{b}\right)^{2 v} \frac{\cos 2 \nu \phi}{(2 \nu)!} \int_{0}^{\infty} \frac{u^{2 v}\left(1+5 u-4 u^{2}-(1-u) e^{-2 u}\right) e^{-u}}{\sinh 2 u+2 u} \cos \frac{u l}{b} d u \\
& -\frac{W}{\pi b} \sum_{1}^{\infty}\left(\frac{p}{\eta}\right)^{2 v} \frac{\sin 2 \nu \phi}{(2 \nu)!} \int_{0}^{\infty} \frac{u^{2 v}\left(1+5 u-4 u^{2}+(1-u) c^{-2 u}\right) e^{-u}}{\sinh 2 u-2 u} \sin \frac{u l}{u} d u \\
& +\frac{W_{y}}{\pi r^{2}} \sum_{0}^{\infty}\left(\frac{n}{\eta}\right)^{2 v+1} \cos 2 v+1 \phi \int_{0}^{\infty} \frac{u^{2 v+2}\left(1+4 u-e^{-2 u}\right) e^{-u}}{\sinh 2 u+2 u} \cos \frac{u l}{u} d u \\
& -\frac{W_{y}}{\pi / r^{2}} \sum_{0}^{\infty}\left(\frac{r}{b}\right)^{a_{v}+1} \frac{\sin 2 v+1 \phi}{(2 v+1)!} \int_{0}^{\infty} \frac{u^{2 \nu+2}\left(1+4 u+e^{-2 u}\right) e^{-2 u}}{\sinh 2 u-2 u} \sin \frac{u l}{b} d u, \\
& \mathrm{Q}_{2}=\frac{W}{\pi v} \sum_{0}^{\infty}\left(\frac{r}{u}\right)^{2 v} \frac{\cos 2 \nu \phi}{(2 v)!} \int_{0}^{\infty} \frac{u^{2 v}\left(1+3 u+4 u^{2}-(1+u) e^{-2 u}\right) e^{-u}}{\sinh 2 u+2 u} \cos \frac{u l}{u} d u \\
& -\frac{W}{\pi b} \sum_{1}^{\infty}\left(\frac{p^{2}}{b}\right)^{2 v} \frac{\sin 2 \nu \phi}{(2 \nu)!} \int_{0}^{\infty} \frac{u^{2 v}\left(1+3 u+4 u^{2}+(1+u) e^{-2 u}\right) e^{-u}}{\sinh 2 u-2 u} \sin \frac{u l}{b} d u \\
& -\frac{W y^{\infty} \sum^{\infty}\left(\frac{p^{2}}{b}\right)^{2 v+1} \cos 2 v+1 \phi}{(2 v+1)!} \int_{0}^{\infty} \frac{u^{2 \nu+2}\left(1+\frac{1}{2}-e^{-2 u}\right) e^{--u}}{\sinh 2 u+2 u} \cos \frac{u l}{6} d u \\
& +\frac{W y}{\pi l^{2}} \sum_{0}^{\infty}\left(\frac{r^{2}}{b}\right)^{a_{1}+1} \sin 2 v+1 \phi \int_{0}^{\infty}(2 v+1) \frac{u^{a+2}\left(1+4 u+e^{-2 u}\right) e^{-u}-\sin \frac{u l}{b} d u,, 2 u-2 u}{\sinh 2 u}
\end{aligned}
\]
\[
\begin{aligned}
& S_{2}=\frac{W}{\pi b} \sum_{1}^{\infty}\left(\frac{r}{b}\right)^{2 \nu} \frac{\sin 2 \nu \phi}{(2 v)!} \int_{0}^{\infty} \frac{u^{2 \nu+1}\left(1-4 u+e^{-2 u}\right) e^{-u}}{(\sinh 2 u+2 u)} \cos \frac{u l}{b} d u \\
&+\frac{W}{\pi b} \sum_{0}^{\infty}\left(\frac{r}{b}\right)^{2 v} \frac{\cos 2 \nu \phi}{(2 \nu)!} \int_{0}^{\infty} \frac{u^{2 \nu+1}\left(1-4 u-e^{-2 u}\right) e^{-u}}{(\sinh 2 u-2 u)} \sin \frac{u l}{b} d u \\
&+\frac{W y}{\pi b^{2}} \sum_{0}^{\infty}\left(\frac{r}{b}\right)^{2 v+1} \frac{\sin 2 v+1 \phi}{(2 \nu+1)!} \int_{0}^{\infty} \frac{u^{2 v+2}}{\left(1+4 u-e^{-2 u}\right) e^{-u}} \sinh 2 u+2 u \\
& \operatorname{sos} \frac{u l}{b} d u \\
&+\frac{W!}{\pi b^{2}} \sum_{0}^{\infty}\left(\frac{r}{b}\right)^{2 \nu+1} \frac{\cos 2 v+1 \phi}{(2 v+1)!} \int_{0}^{\infty} \frac{u^{2 \nu+2}\left(1+4 u+e^{-2 u}\right) e^{-u}}{\sinh 2 u-2 u} \sin ^{u l} \frac{u l}{b} d u
\end{aligned}
\]
where \(r^{2}=x^{2}+y^{2}, x=y \tan \phi\) ．
\(\mathrm{U}, \mathrm{V}\) may be broken up in like manner and the parts \(\mathrm{U}_{2}, \mathrm{~V}_{2}\) which remain finite and continuous everywhere can be expanded in the same way．

We shall require also the series for \(U, V, P, Q, S\) in powers of \(r\) ，deduced directly from the expressions（98）．They are
\[
\begin{align*}
& \left.\mathrm{U}=-\frac{W^{*}}{\pi} \frac{1}{\lambda^{\prime}+\mu} \mathrm{C}_{2 \nu-1}^{1}-\frac{1}{\mu} \mathrm{C}_{2 \nu}\right)\left(\frac{\pi}{6}\right)^{2 \nu+1} \frac{\sin \widehat{2 \nu+1} \phi}{(2 \nu+1)!} \\
& -\frac{W_{y}}{\pi / \mu} \sum_{1}^{\infty} \mathrm{C}_{2 \nu-1}\left(\frac{r^{2}}{b}\right)^{2 \nu} \sin 2 \nu \phi \quad(2 v)!+\frac{W_{y}}{\pi b \mu} \sum_{0}^{2} \mathrm{~S}_{2 \nu-1}\left(\frac{r}{b}\right)^{2 \nu} \frac{\cos 2 \nu^{\prime} \phi}{(2 v)!} \\
& +\frac{W^{+}}{\pi} \sum_{0}^{n}\left(\lambda_{\lambda^{\prime}}^{1}+\mu \mathrm{S}_{2 \nu-1}-\frac{1}{\mu} \mathrm{~S}_{2_{\nu} \nu}\right)\left(\frac{r}{b}\right)^{2 \nu+1} \frac{\cos \overparen{2 \nu+1} \phi}{(2 \nu+1)!}, \\
& \mathrm{V}=-\frac{W}{\pi} \sum_{0}\left\{\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \mathrm{C}_{2 \nu-1}+\frac{1}{\mu} \mathrm{C}_{2 \nu}\right\}\left(\frac{r}{b}\right)^{2 \nu+1} \frac{\cos 2 \nu+1 \phi}{(2 \nu+1) \vdots} \\
& +W_{\pi l \mu}^{W} \sum_{0}^{\infty} \mathrm{C}_{2 \nu-1}\left(\frac{r}{b}\right)^{2 \nu} \frac{\cos 2 \nu \phi}{(2 \nu)!}+\frac{W_{y}}{\pi 万 \mu} \sum_{1}^{\infty} \mathrm{S}_{2 \nu-1}\left(\frac{1}{b}\right)^{2 \nu} \frac{\sin 2 v \phi}{(2 v)!} \\
& -\frac{W}{\pi} \sum_{0}^{\infty}\left\{\left(\overline{\lambda^{\prime}}+\frac{1}{\mu}+\frac{1}{\mu}\right) \mathrm{S}_{2 v-1}+\frac{1}{\mu} \mathrm{~S}_{2 \nu}\right\}\left(\frac{r}{b}\right)^{2_{\nu+1}} \sin \widehat{2 \nu+1} \begin{array}{c}
(2 \nu+1)!
\end{array}, \\
& \mathrm{P}=-\frac{2 W}{\pi)^{2}} \sum_{0}^{\infty}\left(\mathrm{C}_{2 \nu-1}^{1}-\mathrm{C}_{2 v}\right)\left(\frac{r}{b}\right)^{2 \nu} \frac{\cos 2 v \phi}{(2 \nu)!}-\frac{2 W_{y}}{\pi b^{2}} \sum_{0}^{\infty} \mathrm{C}_{2 \nu+1}\binom{r}{b}^{2 v+1} \frac{\cos 2 v+1 \phi}{(2 \nu+1)!}  \tag{101}\\
& -\frac{2 T V}{\pi b} \sum_{1}^{\infty}\left(\mathrm{S}_{2 \nu-1}-\mathrm{S}_{2 \nu}\right)\left(\frac{v}{b}\right)^{2 \nu} \frac{\sin 2 \nu \phi}{(2 \nu)!}-\frac{2 W y}{\pi b^{2}} \sum_{0}^{\infty} \mathrm{S}_{2 \nu+1}\left(\frac{p}{b}\right)^{2 \nu+1} \frac{\sin \widehat{2 \nu+1} \phi}{(2 \nu+1)!}, \\
& \mathrm{Q}=-\frac{2 W^{+}}{\pi b} \sum_{0}^{\infty}\left(\mathrm{C}_{2 \nu-1}+\mathrm{C}_{2 \nu}\right)\left(\frac{r}{万}\right)^{2 \nu} \frac{\cos 2 \nu \phi}{(2 \nu)!}+\frac{2 W^{2} y}{\pi b^{2}} \sum_{0}^{\infty} \mathrm{C}_{2 \nu+1}\left(\frac{p}{b}\right)^{2 \nu+1} \cos \widehat{2 \nu+1} \phi \\
& -\frac{2 W W^{\infty}}{\pi b} \sum_{1}^{\infty}\left(\mathrm{S}_{2 \nu-1}+\mathrm{S}_{2 \nu}\right)\left(\frac{r}{b}\right)^{2 \nu} \frac{\sin 2 \nu \phi}{(2 v)!}+\frac{2 W_{!}}{\pi l^{2}} \sum_{0}^{\infty} \mathrm{S}_{2 \nu+1}\left(\frac{r^{2}}{b}\right)^{2 \nu+1} \sin (2 v+1) \phi, \\
& \mathrm{S}=\frac{2 W}{\pi b} \sum_{1}^{\infty} \mathrm{C}_{2 \nu}\left(\frac{r}{b}\right)^{2 \nu} \frac{\sin 2 \nu \phi}{(2 \nu)!}-\frac{2 W V^{\infty}}{\pi b^{2}} \sum_{0}^{\infty} \mathrm{C}_{2 \nu+1}\left(\frac{r}{b}\right)^{2 \nu+1} \frac{\sin \widehat{2 \nu+1} \phi}{(2 \nu+1)!} \\
& -\frac{2 W}{\pi b} \frac{\sum_{0}^{\infty}}{2} \mathrm{~S}_{2 \nu}\left(\frac{r}{b}\right)^{2 \nu} \frac{\cos 2 \nu \phi}{(2 \nu)!}+\frac{2 W y}{\pi b^{2}} \sum_{0}^{\infty} \mathrm{S}_{2 \nu+1}\left(\frac{r}{b}\right)^{2 \nu+1} \frac{\cos 2 \nu+1 \phi}{(2 \nu+1)!}, \\
& \text { R } 2
\end{align*}
\]
where
and
\[
\begin{align*}
& \mathrm{C}_{2_{v}}=\int_{0}^{\infty} \frac{u^{2 v+1} \cosh u}{\sinh 2 u+2 u} \cos \frac{u l}{2} d u \quad \nu=1, \ddot{2}, \ldots \\
& \mathrm{C}_{2 v+1}
\end{align*}=\int_{0}^{\infty} \frac{u^{2 v+2} \sinh u}{\sinh 2 u+2 u} \cos \frac{\prime l}{b} d u \quad \nu=-1,0,1,2, \ldots \mid
\]
§30. Distortion of the Axis of the Beam.
1f in the expression for \(V\) we write \(y=0\) we obtain the equation of the distorted form of the axis

To the first approximation it is a semi-cubical parabola
\[
\mathrm{V}=-\frac{\mathbb{W}}{\pi}\left\{\left(\frac{t}{\mathrm{E}} \mathrm{~S}_{-1}+\frac{1}{\mu} \mathrm{~S}_{0}\right) \frac{u^{3}}{z}-\left(\frac{1}{E} \mathrm{~S}_{1}+\frac{1}{\mu} \mathrm{~S}_{2}\right) \frac{w^{3}}{6 z^{3}}\right\} .
\]

This holds if \(x\) be small compared with \(b\). If further we have \(l\) small compared with \(b\), so that the two concentrated loads are applied in near parallel lines (e.g., as in the case of material pressed between the edges of a pair of scissors), then we have, to the first approximation,
\[
\begin{aligned}
& =\frac{1}{3} \mathrm{~F}_{1}-\frac{1}{6} \frac{7^{3}}{\frac{3}{3}} \mathrm{~F}_{3} \text { (see p. 99), } \\
& \mathrm{S}_{0}={ }_{3}^{1} \mathrm{G}_{2}-\frac{1}{6}{ }_{10}^{13} \mathrm{C}_{4} . \\
& \mathrm{S}_{1}=\frac{1}{b} \mathrm{~F}_{3}-\frac{1}{6} \frac{7_{3}^{3}}{\frac{1}{3}} \mathrm{~F}_{5} \text {, } \\
& \mathrm{S}_{2}={ }_{7}^{1} \mathrm{G}_{\mathrm{k}}-\frac{1}{6} \frac{1}{73}^{73} \mathrm{G}_{6} \text {. }
\end{aligned}
\]

The terms of order \(l^{3} / b^{3}\) may be dropped in the coefticient of \(x^{3} x^{3} / b^{3}\), the latter quantity being already small, and we have finally
\[
\mathrm{V}=-\frac{\mathrm{W}}{\pi \mathrm{E}} \frac{1 v}{12}\left[\left(4 \mathrm{~F}_{1}+{ }_{\mu}^{\mathrm{E}} \mathrm{G}_{2}\right)-\left(\frac{4}{6} \mathrm{~F}_{3}+\frac{\mathrm{E}}{\mu} \frac{\mathrm{i}_{4}}{6}\right)-\frac{l^{2}+v^{2}}{2^{2}}\right],
\]
or putting \(\mathrm{E}=5 \mu / 2\) to simplify the arithmetic
\[
\mathrm{V}=-\mathrm{W}\left[2 \cdot 80-4.96 \frac{p^{2}+2}{2}\right]
\]

The slope of the strained form of the axis at the origin is therefore a maximum when \(2.80-4.96 \times \frac{3 / 2^{2}}{6^{2}}=0\), or \(l / b=\cdot 434\).

For such a value of \(l / b\) the approximation will not be quite valid. Still, it will be sufficient, even then, to give a rough idea of the values of the coefficients.

Assuming the formula given for \(V\) to hold for this value of \(l / b\), we see that this greatest slope is \(-\frac{W}{E / J}(\cdot 810)\).

Now if the part of the beam between \(x= \pm l\) were subjected to a uniform shear W/2b giving the same total shear across the section, then, if the sections \(x= \pm 1\) were kept vertical, we should have \(\mathrm{V}=-\frac{W}{2 b}=-{ }_{\mathrm{E} i}^{\mathrm{W}} x \times 125\), if \(\mathrm{E}=5 \mu / 2\). This gives a slope nearly \(3 / 2\) of the preceding one.
831. Distortion of the Cross-section \(x=0\), and Shener in that Cross-section.

If we work out in the same way the value of U for \(x=0\) we find
\[
\mathrm{U}=\frac{W}{\pi} \sum_{0}^{\infty}\left(\frac{y}{\partial}\right)^{2 \nu+1}\left\{\left(\begin{array}{c}
1 \\
\lambda^{\prime}+\mu
\end{array} \mathrm{S}_{2 \nu-1}-\frac{1}{\mu} \mathrm{~S}_{2 \nu}\right) \frac{1}{(2 \nu+1)!}+{ }_{\mu}^{1} \mathrm{~S}_{2 \nu-1} \frac{1}{(2 \nu)!}\right\}
\]

If \(l\) be very small and \(y / 6\) sufficiently small for 5 th and higher powers to be neglected, this gives, assuming \(\mathrm{E}=5 \mu / 2\) to simplify the arithmetic,
\[
\begin{gathered}
\mathrm{U}=\frac{\mathrm{W} y l}{\pi \mathrm{E} z^{2}}\left[\left(4 \mathrm{~F}_{1}-2 \cdot 5 \mathrm{G}_{2}\right)+\frac{y^{2}}{h^{2}}\left(\frac{3}{2} \mathrm{~F}_{3}-\frac{5}{12} \mathrm{G}_{+}\right)\right] \\
\mathrm{U}^{\top}=\frac{\mathrm{W}^{2} y l}{\pi \mathrm{E} z^{2}}\left[-5 \cdot 292+\frac{y^{2}}{b^{2}}(492)\right]
\end{gathered}
\]

We see, therefore, that the \(y^{3}\) term is practically negligible, or, for a very large range of \(y\), the mid-section remains sensibly plane.

For the shear in this cross-section, we have
\[
\mathrm{S}=-\frac{2 W}{\pi b} \sum_{0}^{\infty} \mathrm{S}_{2_{\nu}}\left(\frac{y}{b}\right)^{2 \nu} \frac{1}{(2 \nu)!}+\frac{2 W}{\pi b} \sum_{0}^{\infty} \mathrm{S}_{2_{\nu+1}}\left(\frac{y}{b}\right)^{2 \nu+2} \quad 1
\]
or
\[
\mathrm{S}=-{ }_{\pi b}^{2 W} \mathrm{~S}_{0}-\frac{2 W}{\pi b} \frac{y^{2}}{b^{2}}\left(\binom{S_{2}}{2}-\mathrm{S}_{1}\right)-\text { higher ternhs. }
\]
\(S\) is therefore a numerical minimum at the centre if \(\frac{S_{2}}{2}-S_{1}>0\).

Now for the small values of \(l / h\)
\[
\begin{aligned}
& \mathrm{S}_{2}=(l / b) \mathrm{G}_{4}-\frac{1}{6}(l / b)^{3} \mathrm{G}_{6}, \\
& \mathrm{~S}_{1}=(l / b) \mathrm{F}_{2}-\frac{1}{6}(l / b)^{3} \mathrm{~F}_{5} .
\end{aligned}
\]

But since \(\mathrm{G}_{4}=24.824, \mathrm{~F}_{3}=7 \cdot 224\), when \(7 / 1\) is small \(\mathrm{S}_{2}>2 \mathrm{~S}_{1}\), and the shear increases from the centre outwards. This is shown by the full curve (a) in fig. ri.

(a)___curve showing variation of the shear when \(L=1 b\).
\[
\begin{aligned}
& \text { (b)---.-" " " " " " } "=.35 b \text {. } \\
& \text { (c)--. " " " " " " " } l=.52 b \text {. } \\
& \text { (d)-........" ". " " " } l=\infty \text {. }
\end{aligned}
\]

Fig. vi.
Near the edges \(y= \pm b\), if \(l\) be small, the terms \(\frac{W^{\prime \prime} y^{\prime}}{\pi i_{1}^{2}} \sin 2 \phi_{1}-W_{y_{2}^{\prime \prime}}^{r_{2}^{2}} \sin 2 \phi_{2}\) will be the most important. Hence the shear is a minimum at the centre, increases to a high maximum corresponding to a distance from the edge equal to \(l\) approximately, and decreases down again to zero. The full curve in fig. vi. has been drawn for \(l=b / 10\).

As we increase \(l\), these maxima at the sides become smaller and smaller and move towards the centre. At the same time the shear at the centre increases.

When \(l / 6\) is made indefinitely large it is easily seen that \(S_{0}\) and \(S_{1}\) tend to the finite limit \(3 \pi / 8\) whereas \(\mathrm{S}_{2}\) and all the others tend to zero.

Hence, for some value of \(l / 6\) we must have \(\mathrm{S}_{2}=2 \mathrm{~S}_{1}\).

It we calculate the values of \(\mathrm{S}_{2}\) and \(\mathrm{S}_{1}\) for \(l / 6=\pi / 6, \pi / 3, \pi / 2\), we find
\begin{tabular}{|c|c|c|}
\hline\(l / b\). & \(\mathrm{S}_{1}\). & \(\mathrm{S}_{2 .}\) \\
\hline\(\pi / 6\) & \(1 \cdot 9862\) & \(3 \cdot 9475\) \\
\hline\(\pi / 3\) & \(1 \cdot 2585\) & \(\cdot 3235\) \\
\hline\(\pi / 2\) & - & -.0591 \\
\hline
\end{tabular}

From these values and from the known behaviour of these functions near \(l / b=0\) and \(l / b=\infty\) we can draw a rough diagram illustrating their rariations. Fig. vii.


Fig. vii.
gives the curres of \(S_{0}, 2 S_{1}\), and \(S_{2}\) as we increase l. It will be seen from the figure that \(\mathrm{S}_{2}\) and \(2 \mathrm{~S}_{1}\) intersect when \(l / b=52\) nearly.

Hence, when the arm of the couple is about half the height of the beam the shear is stationary at the centre, a horizontal straight line having contact of the third order with the curve. Curve (c), fig. vi., shows the distribution of shear, roughly
sketched, for this case. It is easy to see that the centre corresponds to a maximum for the shear, for the next higher terms in the expansion of \(S\) are \(-\frac{2 W}{\pi b} \frac{y^{t}}{b^{t}}\left(\frac{S_{4}}{4!}-S_{3} S_{3}^{3}\right)\).

We have therefore a numerical maximum if \(\mathrm{S}_{4}<4 \mathrm{~S}_{3}\), and a rough numerical calculation enables us to verify that this is the case.

The shear is therefore greatest at the centre, but decreases extremely slowly and remains constant over nearly half the section.

Another case of interest presents itself when the shear at the centre is exactly equal to its mean value over the section.

This occurs when \(\mathrm{S}_{0}=\cdot 7854=\pi / 4\).
If we write \(S_{0}=(l / b) \mathrm{G}_{2}-\frac{1}{6}(l / b)^{3} \mathrm{G}_{4}=2.818 l / b-4.138 l^{3} / b^{3}\). we find that this roughly corresponds to \(l / 6=32\).

Measured on the diagram for \(\mathrm{S}_{0}\) on fig. vii. the value of \(1 / 6\) corresponding to \(\mathrm{S}_{0}=\pi / 4\) would be alout \(: 35\). This latter value is probably the more correct, as for values of \(7 / b>3\) the above approximation for \(S_{0}\) is hardly sufficient.

In this case it is found that \(\mathrm{S}_{2} / 2-\mathrm{S}_{1}=\cdot 4\) roughly. The shear is therefore a minimum at the centre. It increases as we proceed outwards, but not very rapidly, and decreases down to zero at the edges. The curve is shown as \((b)\) on fig. ri. The total area of the curve reckoned from a horizontal tangent at the middle point as base is zero, i.e., there is as much above as below.

Finally, curve (d) on fig. vi. shows the distribution of shear when the arm of the couple is indefinitely increased. This is the parabola
\[
\mathrm{S}=-\frac{3 \mathrm{~W}}{4 r^{3}}\left(y^{2}-y^{2}\right)
\]

It is striking how very early this limiting distribution is reached. Fig. vii. already shows that the coefficients of the series reach their limiting values with great rapidity. For an arm of the couple equal to twice the height of the beam, the parabolic distribution of shear, corresponding to a long cantilever, will, at the midsection, be practically undisturbed.

\section*{§32. Practical Importance of this Problem.}

The problem which has been investigated in this part of the paper is one of considerable importance in practice. The only way in which we can apply a shearing force to materials is by means of two opposite asymmetrically situated pressures, such as we have dealt with in this case. The case of material cut through by scissors, which is frequently quoted as an example of the application of shearing stress, really corresponds to a stress-distribution of this kind. Similarly, a rivet which fastens together two plates is subjected to stress-systems of this type whenever the compound plate indergnes strain in its own plane. In nearly every
modern engineering structure, such as railway bridges, \&c., cases of this kind are of constant occurrence, and the strength of the structure depends, to a very great extent, upon the strength of the individual rivets. It becomes therefore a problem of the very greatest practical importance to know how the distribution of shear inside such a rivet varies with the dimensions of the rivet and with the thickness of the plates. At present our knowledge of the subject is purely empirical ; and although the results of the present paper apply only to a rivet of rectangular section, and even then are only an approximation, yet they should furnish some indications which may be of value in other cases.

Another point which is illustrated by these results is the manner in which de Sanct-Venant's solutions are modified, when we gradually bring the terminal systems of load closer together. We see that the modifications introduced are practically insensible at distances from the section where the load is applied which are greater than the height of the beam. This is of importance, as it tells us within which limits, in any experiment. we may assume the state of a beam to be given by one of the "uniform" solutions which only depend upon the total terminal conditions and which are transmitted without change of type.

\section*{PART IV.}

Solution for a Beam whose upper and lower Boundaries are acted upon by Shearing Stress only.
§33. Expressions for the Displacements and Stresses in Series and Integrals.
Let us now consider a beam acted upon by shearing stress alone, over the boundaries \(y= \pm b\). Then, in the general solution of \(\S 7, \alpha_{n}=\beta_{n}=\gamma_{n}=\delta_{n}=0\).

If further we suppose the shear to reduce to a single concentrated force \(L\) at one point \((0, b)\) we have \(\zeta_{1 \prime}=\frac{\mathrm{L}}{2 a^{\prime \prime}}, \zeta_{n}=\frac{\mathrm{L}}{a}, \kappa_{n}=0=\theta_{n}=\nu_{n}\)

Putting in these values into (44), (45), (46), (47), (48), (54), and (55) we obtain
\[
\mathrm{U}=-\frac{\lambda^{\prime}+2 \mu}{32 \mu\left(\lambda^{\prime}+\mu\right)} \mathrm{L}^{\prime 2}+\frac{3 \lambda^{\prime}+2 \mu}{32 \mu\left(\lambda^{\prime}+\mu\right)} \frac{\mathrm{L}, y^{2}}{a b}+\frac{1}{\mu} \frac{\mathrm{~L} y}{8 a}-\mathrm{A} y+\mathrm{B}
\]
\[
\begin{align*}
& +\sum_{n=1}^{\infty} \frac{\mathrm{L}\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \cosh m b-\frac{1}{\mu} m b \sinh m b}{\sinh 2 m b+2 m b} \cosh m y \cos m x \\
& +\sum_{n=1}^{\infty} \frac{\mathrm{L}\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \sinh m b-\frac{1}{\mu} m b \cosh m b}{\sinh 2 m b-2 m b} \frac{\sinh m y \cos m x}{+\sum_{n=1}^{\infty} \frac{1}{2} a \mu \ln \frac{y \cosh m b \sinh m y}{\sinh 2 m b+2 m b} \cos m x+\sum_{n=1}^{\infty} \frac{\mathrm{L}}{2 a} \frac{1}{\mu} \frac{y \sinh m b \cosh m y}{\sinh 2 m b-2 m b} \cos m x,} \tag{103}
\end{align*}
\]

VOL. CCI,-A,

where \(m=n \pi / \alpha\), and \(A, B, C\) are arbitrary constants to be determined from the fixing conditions.

Now if the fixing conditions are
(i.) That the displacement of the origin is to be zern;
(ii.) That the extremities of the axis are to remain on the same horizontal line, then
\[
\begin{aligned}
& \mathrm{C}=0 \\
& \mathrm{~B}=-\sum_{n=1}^{\infty} \frac{\mathrm{L}}{2 a m} \frac{\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \cosh m b-\frac{1}{\mu} m b \sinh m b}{\sinh 2 m b+2 m b}, \\
& \mathrm{~A}=0 ;
\end{aligned}
\]
but if we put in these values and then proceed to make a infinite, certain parts of the expressions for \(U\) and \(V\) do not give finite integrals in the limit.

This is due to the fact that the conditions of rigid equilibrium require shears \(\mathrm{L} b / 2 a\) at the two ends (fig. viii.).


Fig. viii.
These shears \(L b / 2 a\) will produce a deflection due to bending alone, which, calculated firm the Euler-Berroulli formula, comes to
\[
\mathrm{V}=\frac{3 \mathrm{~L}}{32 a b^{2}}\left(a x^{2}-\frac{v^{3}}{3}\right)\left(\frac{1}{\mu}+\frac{1}{\lambda^{2}+\mu}\right) \quad(\text { for } x>0),
\]
and when \(a\) is made very large, this gives
\[
\begin{equation*}
\mathrm{V}=\frac{3 \mathrm{~L}}{32} \frac{a^{2}}{b^{2}}\left(\frac{1}{\mu}+\frac{1}{\lambda^{\prime}+\mu}\right) . \tag{10.1}
\end{equation*}
\]
for the bending deflection produced by the end shears at large distances \(x\), which, however, are still finite compared with \(a\). If, therefore, we allow the beam to bend freely under these end loads, in such a way that each of these produces its proper bending deflection and no more, the constant A must be adjusted so that, for large values of \(x, \mathrm{~V}\) tends to the value (104).

This implies that A must have an infinite part, which will exactly cancel the infinite part of V . It is easily found that the value
\[
\mathrm{A}=\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \frac{3}{8} \frac{\mathrm{~L}}{a} \sum_{n=1}^{\infty} \frac{1}{m^{2} b^{2}}+\mathrm{A}^{\prime}
\]
where \(A^{\prime}\) is finite, will introduce terms in both \(U\) and \(V\) which will make these quantities remain finite in the limit when \(a\) is infinite.

We then find, putting in for B the value found and proceeding to the limit,
\[
\begin{align*}
& +\frac{\mathrm{L} y}{2 \pi b} \int_{0}^{\infty} \frac{1}{\mu} \sinh _{2 \prime \prime} \cosh ^{\prime \prime}+22^{\prime \prime} \sinh \frac{}{\prime \prime}_{b} \cos \frac{u^{\prime \prime}}{b} d u \\
& +\frac{L \eta}{2 \pi b} \int_{0}^{\infty} \frac{1}{\mu}\left[\frac{\sinh u}{\sinh 2 \prime-2 \prime} \cosh \frac{\| y}{b} \cos \frac{u \prime}{b}-\frac{\ddot{\prime}}{4 u^{2}}\right] d u-A^{\prime} y, \tag{105}
\end{align*}
\]
\[
\begin{aligned}
& +\frac{\mathrm{L} y}{2 \pi b} \int_{0}^{\infty} \frac{1}{\mu} \frac{\cosh u}{\sinh 2 u+2 u} \cosh \frac{u!}{b} \sin \frac{u x}{b} d u \\
& +\frac{L_{!\prime}}{2 \pi \pi} \int_{0}^{\infty} \frac{1}{\mu} \frac{\sinh u}{\sinh 2 \prime-2!} \sinh \frac{" y}{7} \sin \frac{\mu \prime \prime}{7} d u+A^{\prime}, c
\end{aligned}
\]

Now, when in \(V\) we put \(y=0\), we hare lett
'This integral may be written as the sum of two others.

Consider the first of these integrals, and let
\[
f(u)=\left\{\frac{1\left(\frac{1}{\lambda^{\prime}+\mu} \sinh u+\frac{1}{\mu} u \cosh u\right)}{\sinh 2 u-2 u}-\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \frac{3}{4 u^{3}}-\frac{1}{40 u}\left(\frac{9}{\mu}-\frac{1}{\lambda^{\prime}+\mu}\right)\right\} .
\]

Then \(f^{\prime}(u)\) and its differential coefficients are finite and contimuous for all values of \(u\), and vanish for \(u=\infty . f(u)\) itself \(=0\), when \(u=0\) and the integrad \(\int_{0}^{\infty}\left|f^{\prime \prime}(\prime \prime)\right|\) du is finite, \(\left|f^{\prime \prime}(\prime \prime)\right|\) denoting. The abosolute value of \(f^{\prime \prime}(\prime \prime)\). It is then easy to see that \(\mathrm{I}=\int_{0}^{\infty} f(u) \sin u \xi\) du tends to zero as \(\xi\) tends to infinity. For, integrating by parts
\[
\begin{aligned}
I & =\left[-\frac{1}{\xi} \cos u \xi f(u)\right]_{0}^{\infty}+\frac{1}{\xi} \int_{0}^{\infty} \cos u \xi f^{\prime \prime}(u) d u \\
& =\frac{1}{\xi} \int_{0}^{\infty} \cos u \xi f^{\prime \prime}(u) d u .
\end{aligned}
\]

But \(\left|\int_{0}^{\infty} \cos u \xi f^{\prime \prime}(u) d u\right|<\int_{0}^{\infty}\left|f^{\prime \prime}(u)\right| d u<\) a finite quantity \(M\); hence \(\mathrm{I}<\frac{N I}{\xi}\), and therefore tends to zero as \(\xi\) tends to infinity.

Hence, when \(x\) is large, \(V\) reduces to the second integral. The latter can be evaluated, and it comes to
\[
\frac{3}{32} \mathrm{~L}\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \frac{\nu^{2}}{\partial^{2}}-\frac{\mathrm{L}}{160}\left(\frac{9}{\mu}-\frac{1}{\lambda^{\prime}+\mu}\right)
\]
for \(x>0\) and
\[
\left.-\frac{81}{32}\left(\begin{array}{c}
1 \\
\lambda^{\prime}+\mu
\end{array}+\frac{1}{\mu}\right) \frac{\partial^{2}}{\partial^{2}}+\frac{\mathrm{L}}{160}{ }^{9}(9)-\frac{1}{\lambda^{\prime}+\mu}\right) \text { fin } u<0 .
\]

The first terms correspond to the bending due to the shears at the ends.
We should therefore try to make \(\left.A^{\prime} x-\left.\frac{L}{160}\right|_{\mu} ^{9}-\frac{1}{\lambda^{\prime}+\mu}\right)=0\) for all large values of \(x\).

This is obviously impossible. But \(\mathrm{A}^{\prime} x\) being eventually the most important term, the condition is approximately fulfilled by taking \(A^{\prime}=0\). This determines \(U\) and V . We see that the effect of the isolated shem L is to deflect the central line of the bean through the distance \(2 \times \frac{\mathrm{L}}{160}\left(\frac{9}{\mu}-\frac{1}{\lambda^{\prime}+\mu}\right)\) away from its line of action.

Putting \(A^{\prime}=0\) in equations (105) they give us \(U\) and \(V\). Integral expressions for the stresses are obtained in like manner. They are
\[
\begin{align*}
& \mathrm{P}=-\frac{\mathrm{L}}{\pi b} \int_{0}^{\infty} \frac{2 \cosh \mu-u \sinh u}{\sinh 2 u+2 u} \cosh \frac{u \prime \prime}{b} \sin \frac{u x}{b} d u \\
& -\frac{\mathrm{L}}{\pi b} \int_{0}^{\infty} \frac{2 \sinh u-" \cosh n}{\sinh 2 u-2 u} \sinh \frac{" y}{b} \sin \frac{w e}{b} d u \\
& -\frac{\mathrm{L}}{\pi \eta} \int_{0}^{\infty} \frac{u \prime \prime}{b} \frac{\cosh n}{\sinh 2 u+2 u} \sinh \frac{u \prime \prime}{b} \sin \frac{u x}{b} d u \tag{106}
\end{align*}
\]
\[
\begin{align*}
& \mathrm{Q}=-\frac{\mathrm{L}}{\pi b} \int_{0}^{\infty} \frac{u \sinh \sinh ^{\prime \prime} 2 \pi+2 n}{2 n} \cosh \frac{{ }^{\prime \prime \prime} /}{b} \sin \frac{\mu \prime}{7} d u \\
& -\frac{\mathrm{L}}{\pi l} \int_{0}^{\infty}-\frac{\prime \prime}{\sinh \cosh ^{\prime \prime}-2{ }^{\prime \prime}} \sinh ^{\prime \prime \prime} \frac{2}{2} \sin \frac{\mu x}{2} d u \\
& +\frac{L y}{\pi b^{0}} \int_{0}^{\infty} \frac{n \cosh 1 "}{\sinh 2 \prime+2 \prime} \sinh \frac{n \prime \prime}{b} \sin \frac{u u^{\prime}}{b} d u \\
& +\frac{L y}{\pi b^{2}} \int_{0}^{\infty} \frac{n \sinh u}{\sinh 2 u-2 n} \cosh \frac{u y}{b} \sin \frac{u^{\prime \prime}}{b} d u, \tag{106}
\end{align*}
\]
\[
\begin{aligned}
& +\frac{L_{2} y}{\pi r^{2}} \int_{0}^{\infty} \frac{u \sinh u}{\sinh 2 u-2 u} \sinh \frac{u \|}{u} \cos \frac{\pi}{b} d u
\end{aligned}
\]
\[
\begin{aligned}
& +\frac{\mathrm{L}}{\pi b} \int_{0}^{\infty} \frac{\sinh u-u \cosh n}{\sinh 2 u-2 u} \cosh \frac{\prime \prime \prime}{7} \cos \frac{n x}{b} d u
\end{aligned}
\]
 Radius Vector firom a l＇oint．

The expressions given above for \(\mathrm{U}, \mathrm{V}, \mathrm{P}, \mathrm{Q}, \mathrm{S}\) may be transformed exactly as in ss 16,17 ，and we obtain expansions about the point \((0, b)\) where the shear is applied． Eventually，\(r^{\prime}\) ，\(\phi^{\prime}\) having the same meaning as on p．92，we find：
\[
\begin{aligned}
& \mathrm{U}=-\frac{\mathrm{L}}{2 \pi}\left(\begin{array}{c}
1 \\
\lambda^{\prime}+\mu
\end{array}+\frac{1}{\mu}\right) \log \left(\frac{r^{\prime}}{h}\right)-\frac{\mathrm{L}}{2 \pi \mu} \frac{y^{\prime}}{r^{\prime}} \cos \phi^{\prime} \\
& +\frac{2 \mathrm{~L}}{\pi}\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right)\left\{\mathrm{D}+\frac{\mathrm{K}}{0}\left(\frac{r^{\prime}}{万}\right)^{\nu_{r}+2} \frac{\cos (2 \nu+2) \phi^{\prime}}{(2 \nu+2) \vdots}\left(\mathrm{H}_{\nu_{r+1}}-\mathrm{H}_{2_{r} r}\right)\right\}
\end{aligned}
\]
\[
\begin{align*}
& \mathrm{T}=-\frac{\mathrm{L} \phi^{\prime}}{2 \pi\left(\lambda^{\prime}+\mu\right)}-\frac{\mathrm{L}}{2 \pi \mu} \cdot \frac{y^{\prime}}{\prime^{\prime}} \sin \phi^{\prime}  \tag{107}\\
& -\frac{2 \mathrm{~L}}{\pi}\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \stackrel{\infty}{幺}_{0}^{\infty}\left(\frac{r^{\prime}}{\partial}\right)^{2 \nu+1} \frac{\sin (2 \nu+1) \phi^{\prime}}{(2 \nu+1)!} \mathrm{H}_{2 \nu} \\
& +\frac{2 \mathrm{~L}}{\pi}\left(\frac{1}{\lambda^{\prime}+\mu}\right) \stackrel{\alpha}{1}\left(\frac{r^{\prime}}{b}\right)^{2 v} \frac{\sin 2 \nu \phi^{\prime}}{(2 \nu)!}\left(\mathrm{H}_{2 r-1}-\mathrm{H}_{2 r-2}\right)
\end{align*}
\]
\[
\begin{aligned}
& \mathrm{P}=-\frac{2 \mathrm{~L}}{\pi} \frac{\sin \phi^{\prime}}{r^{\prime}}+\frac{\mathrm{L}}{\pi} \frac{y^{\prime}}{r^{\prime 2}} \sin 2 \phi^{\prime} \\
& -\frac{8 \mathrm{~L}}{\pi b} \sum_{0}^{\infty}\left(\frac{r^{r}}{b}\right)^{2 v+1} \frac{\sin (2 \nu+1) \phi^{\prime}}{(2 \nu+1)!}\left(\mathrm{H}_{2 v+1}-\mathrm{H}_{2 \nu}\right) \\
& +\frac{4 \mathrm{~L}}{\pi b} \sum_{1}^{\infty}\left(\frac{r^{\prime}}{b}\right)^{2 \nu} \frac{\sin 2 \nu \phi^{\prime}}{(2 \nu)!} \mathrm{H}_{2 v}+\frac{4 \mathrm{~L} y^{\prime}}{\pi l^{2}} \sum_{0}^{\infty}\left(\frac{r^{\prime}}{b}\right)^{2 \nu+1} \frac{\sin (2 \nu+1)}{(2 \nu+1)!} \phi^{\prime} \mathrm{H}_{2 \nu+2} \\
& -\frac{4 \mathrm{~L} y^{\prime}}{\pi l^{2}} \sum_{1}^{\infty}\left(\frac{r^{\prime}}{b}\right)^{2 \nu} \frac{\sin 2 \nu \phi^{\prime}}{(2 \nu)!}\left(\mathrm{H}_{2 \nu+1}-\mathrm{H}_{2 r}\right) \\
& \mathrm{Q}=-\frac{\mathrm{L}}{\pi} \frac{y^{\prime}}{r^{\prime 2}} \sin 2 \phi^{\prime}+\frac{4 \mathrm{~L}}{\pi b} \sum_{1}^{\infty}\left(\frac{r^{\prime}}{b}\right)^{2 \nu} \frac{\sin 2 v \phi^{\prime}}{(2 \nu)!} \mathrm{H}_{2^{\prime}}
\end{aligned}
\]
\[
\begin{aligned}
& \mathrm{S}=\frac{\mathrm{L}}{\pi} \frac{\cos \phi^{\prime}}{r^{\prime}}-\frac{\mathrm{L}}{\pi} \frac{y^{\prime} \cos 2 \phi^{\prime}}{r^{\prime 2}}-\frac{4 \mathrm{~L}}{\pi b} \sum_{0}^{\infty}\left(\frac{r^{\prime}}{b}\right)^{2 n+1} \frac{\cos (2 \nu+1) \phi^{\prime}}{(2 \nu+1)!}\left(\mathrm{H}_{2 v+1}-\mathrm{H}_{2,}\right) \\
& -\frac{4 \mathrm{~K} \mu y^{\prime}}{\pi b^{2}} \sum_{0}^{\infty}\left(\frac{r^{\prime}}{b}\right)^{2 v} \frac{\cos 2 \nu \phi^{\prime}}{(2 \nu)!}\left(\mathrm{H}_{2 v+1}-\mathrm{H}_{2 v}\right)+\frac{4 \mathrm{~L} \cdot y^{\prime}}{\pi b^{2}} \sum_{0}^{\infty}\left(\frac{v^{\prime}}{b}\right)^{2 \nu+1} \frac{\cos (2 \nu+1) \phi^{\prime}}{(2 \nu+1)!} \mathrm{H}_{2 \nu+2}
\end{aligned}
\]
where the H's are given by equations (80) and are the same as before; and
\[
\begin{gathered}
\mathrm{D}=\int_{0}^{\infty}\left(\frac{u-\frac{1}{2}+\frac{1}{8} u^{-1}-\frac{1}{8} u^{-1} e^{-4 u}}{\sinh ^{2} 2 u-4 u^{2}}+\frac{e^{-u}}{4 u}-\frac{3}{16 u^{2}}-\frac{1}{4 u} \frac{\cosh u}{\sinh 2 u+2 u}\right) d u \\
+\frac{\mathrm{E}}{4 \mu} \int_{0}^{\infty} \frac{\sinh u}{4(\sinh 2 u+2 u)} d u .
\end{gathered}
\]

The leading terms in \(U, V, P, Q, S\) which precede the \(\Sigma\) 's form what is left of this solution when \(b\) is made infinite. They give therefore the displacements and stresses due to a shear acting at an edge of an infinite plate.

They will be found to agree with the expressions obtained by Boussinese ('Comptes Rendus,' rol. 114, pp. 1465-1468) for an infinite solid, the strain being twodimensional ; provided that \(\lambda\) be changed into \(\lambda^{\prime}\).

At the point of loading itself the stresses are infinite and the displacements infinite or indeterminate.
The series in the expressions (107) are easily seen to have a radius of convergence \(4 b\).

The series for the shear reveals a very curious phenomenon. The terms due to the infinite plate may be written \(\frac{2 \mathrm{~L}}{\pi} \frac{r^{2} y^{\prime}}{r^{\prime 1}}\). They give therefore a positive shear throughout, and zero shear on the axis of \(y\). But when the other terms are taken into account, the shear at points on the axis of \(y\) is
\[
\begin{aligned}
\mathrm{S} & =-\frac{4 \mathrm{~L}}{\pi l}\left\{\frac{y^{\prime}}{b} 2\left(\mathrm{H}_{1}-\mathrm{H}_{0}\right)-\frac{y^{\prime 2}}{b^{2}} \mathrm{H}_{2}+\frac{y^{\prime 3}}{b^{3}} \frac{2}{3}\left(\mathrm{H}_{3}-\mathrm{H}_{0}\right)-\ldots\right\} \\
& =-\frac{4 \mathrm{~L}}{\pi b}\left\{\cdot 3638 \frac{y^{\prime}}{b}-2271 \frac{y^{\prime 2}}{b^{2}}+\cdot 0733 \frac{y^{\prime 3}}{l^{3}}-\ldots\right\}
\end{aligned}
\]
which gives a negative shear on the axis of \(y\), as soon as we get away from the point of loading.
It follows that there must be, on either side of the cross-section through the load, a locus of points of zero shear.
It is easy to find the approximate form of this locus in the neighbourhood of the point of loading. Retaining only the leading terms in the \(\mathbf{z}\) 's in the expression for the shear, we find that \(S=0\) when
\[
\frac{2 \mathrm{~L} \cdot y^{2} y^{\prime}}{r^{\prime}}=\frac{4 \mathrm{~L}, y^{\prime}}{\pi^{\prime} /{ }_{n}^{\prime}} \times 2\left(\mathrm{H}_{1}-\mathrm{H}_{0}\right) .
\]
or
\[
t\left(\mathrm{H}_{1}-\mathrm{H}_{0}\right) r^{4}=x^{2} l^{2}, \quad \text { i. } \rho . \quad r^{\prime 2} \mp \frac{1, r}{2 \sqrt{ } \mathrm{H}_{1}-\mathrm{H}_{0}}=0 \text {. }
\]

These are two circles passing through the point of loading and having their centres lying on the upper edge of the heam, at a distance from the point of loading equal to \(\frac{b}{4 \sqrt{ } H_{1}-H_{0}}=5876\). These give a kind of werlge-shaped area, similar to that
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enclosed by the cusp of a canstic curve, inside which the shear is negative. This cusp is shown in fig. ix.

For higher values of ! \(/\) / this approximation will no longer hold, and the curse will deviate from the circle.

\section*{§35. Distortion of the Beam.}

An interesting feature of a stress-system of this type is the distortion suffered lo. lines parallel to the axis of the beam.

We have already seen that at a certain distance the axis itself suffered a bodily shift, being depressed in front of the acting load and raised behind it.

The series for V in the neighbourhood of the load shows a similar phenomenon, points to the right of \(x=0\) being depressed by \(\frac{\mathrm{L}}{4} \frac{1}{\lambda^{\prime}+\mu}\), and points to the left raised by the same amount.
\[
(V)_{\substack{\nu^{\prime}=0 \\ u>0}}=-\frac{\mathrm{L}}{4\left(\lambda^{\prime}+\mu\right)}-\frac{2 \mathrm{~L}}{\pi}\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \sum_{0}^{\infty}\left(\frac{x}{b}\right)^{2 \nu+1} \frac{(-1)^{\nu}}{(2 \nu+1)!} \mathrm{H}_{2 \nu \nu}
\]
\(H_{0}\) being negative and \(H_{2}\) being positive, as we go away from the load, the effect of the series is to decrease this effect, the level of the points in fiont of and behind the load tending to equalize itself. If we work out the series for \(V\) in the neighbourhood of the origin and of the point \((0,-b)\), we find \((V)\) in the neighbourhood of origin
\[
=-\frac{L}{2 \pi} \stackrel{x}{1}\left(\frac{r}{b}\right)^{\nu} \frac{\sin \nu \phi}{\nu!}\left(\frac{\mathrm{G}_{\nu-1}}{\lambda^{\prime}+\mu}+\frac{\mathrm{F}_{\nu}}{\mu}\right)+\frac{\mathrm{L}^{2}}{2 \pi{ }^{2} \mu} \sum_{1}^{\infty}\left(\frac{r}{b}\right)^{\nu} \frac{\sin \nu \phi}{\nu!} \mathrm{G}_{\nu \nu}
\]
where the F's and G's have the values given on p. 99, except that now
\[
\mathrm{G}_{0}=\int_{0}^{\infty}\left(\frac{\sinh _{1}}{\sinh 2 u-2 u}-\frac{3}{4 u^{2}}\right) d u=-\cdot 2875
\]

Similarly (V) in neighbourhood of point ( \(0,-乙\) )
\[
\begin{aligned}
= & -\frac{2 \mathrm{~L}}{\pi}\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \sum_{0}^{\infty}\left(\frac{r^{\prime \prime}}{b}\right)^{2 \nu+1} \frac{\sin (2 \nu+1) \phi^{\prime \prime}}{(2 \nu+1)!} H_{2 \nu+1}^{\prime} \\
& +\frac{2 \mathrm{~L}}{\pi}\left(\frac{1}{\lambda^{\prime}+\mu}\right) \sum_{1}^{\infty}\left(\frac{r^{\prime \prime}}{b}\right)^{2 \nu} \frac{\sin 2 \nu \phi^{\prime \prime}}{(2 \nu)!}\left(H_{2 \nu}^{\prime}-H_{2 \nu-1}^{\prime}\right) \\
& -\frac{2 L 2 y^{\prime \prime}}{\pi b \mu} \sum_{0}^{\infty}\left(\frac{r^{\prime \prime}}{b}\right)^{2 \nu+1} \frac{\sin (2 \nu+1) \phi^{\prime \prime}}{(2 \nu+1)!}\left(H_{2 \nu+2}^{\prime}-H_{2 \nu+1}^{\prime}\right) \\
& +\frac{2 L y^{\prime \prime}}{\pi b \mu} \sum_{1}^{\infty}\left(\frac{r^{\prime \prime}}{b}\right)^{2 \nu} \frac{\sin 2 \nu \phi^{\prime \prime}}{(2 \nu)!} H_{2_{\nu+1}}^{\prime}
\end{aligned}
\]
where the \(H^{\prime \prime}\) s have the value given on page 102 .
From these expressions we obtain the following values for the transverse dis. placements of points on the lines \(y=0, y=-b:-\)
\[
\begin{aligned}
& \mathrm{V}_{0}=-\frac{\mathrm{L}}{2 \pi} \sum_{0}^{\infty}\left(\frac{x}{\partial}\right)^{2 \nu+1} \frac{(-1)^{n}}{(2 v+1)!}\left(\frac{1}{\lambda^{\prime}+\mu} \mathrm{G}_{2 \nu}+\frac{1}{\mu} \mathrm{~F}_{z_{\nu+1}}\right) \\
& \mathrm{V}_{-\Delta}=-\frac{2 \mathrm{~L}}{\pi} \sum_{0}^{*}\left(\frac{x}{\partial}\right)^{2 \nu+1} \frac{(-1)^{n}}{(2 \nu+1)!} \mathrm{H}_{2 \nu+1}^{\prime}\left(\begin{array}{c}
1 \\
\lambda^{\prime}+\mu
\end{array}+\frac{1}{\mu}\right) .
\end{aligned}
\]

So that, approximately, putting in the values of the constants, VOL. CCI.--A.
\[
\begin{aligned}
& \mathrm{V}_{+b}=\frac{\mathrm{L}}{\mathrm{E}}\left\{\begin{array}{l}
-35(6+) \\
+375(x-)
\end{array}+\frac{1}{2}(615)+3(096)-\cdots\right\} \\
& \mathrm{V}_{0}=\frac{\mathrm{L}}{\mathrm{E}}\left\{-\frac{6}{b}(\cdot 106)+\frac{v^{3}}{b^{3}}(591)-\ldots\right\} \\
& \mathrm{V}_{-b}=\frac{\mathrm{L}}{\mathrm{E}}\left\{\frac{2}{2}(\cdot 125)+\frac{c^{3}}{b^{3}}(\because 228)-\frac{0}{b j}(\cdot 041)+\ldots\right\},
\end{aligned}
\]
where in the above uni-constant isotropy has been assumed to simplify the calculations, so that \(\lambda^{\prime}=\frac{2}{3} \mu, \mathrm{E}=\frac{5}{2} \mu\).

The distortion, calculated from these formulæ, is represented on fig. \(x\). for a range of \(x\) between \(\pm{ }^{\circ} b\). Curve ( \(a\) ) shows the distorted form of the upper edge, (b) that
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of the axis, (c) that of the lower edge. With regard to \((a)\) the limiting case, in which V is actually discontinuous, does not occur in practice. In order to get a real case, we have to take a horizontal line whose \(y^{\prime}\) is very small without being actually zero. The discontinuity is then replaced by a very rapid variation, as shown by the dotted line.

The curves show that the depression produced in front of the load diminishes rapidly as we go away from the upper edge, and is even changed to a rise at the bottom of the beam. In every case, as we go away from the mid-section, the distorted lines rise to the right and fall to the left.
§36. Case where the Shear is spread over an Area instead of a Line.
As in \(\S 22\), we may consider the effect of distributing the concentrated shear over an area, instead of over a line. This is all the more important because, although we can, in practice, approximate to a line-distribution of pressure by means of a knife-edge, we cannot in the same way approximate to a line distribution of shearshear being usually transmitted by means of projecting collars, which have a certain thickness. It is true that a thin notch might be cut into the material and an edge inserted in it which might be pulled sideways. But the cutting of such a notch would seriously weaken the material, besides altering the conditions so much as to render our solution inapplicable.

If we suppose our shear spread over a length \(2 a^{\prime}\) of the upper edge, and if we adhere to the notation on p. 104, we find easily, L now denoting shearing force per unit area :-
\[
\begin{aligned}
& \mathrm{U}=-\frac{\mathrm{L}}{2 \pi}\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right)\left\{\left(x+a^{\prime}\right) \log \frac{r_{1}}{b}-\left(x-a^{\prime}\right) \log \frac{r_{2}}{\frac{r_{2}}{2}}-2 a^{\prime}+y^{\prime}\left(\phi_{1}-\phi_{2}\right)\right\} \\
& -\frac{\mathrm{L} y^{\prime}}{2 \pi \mu}\left(\phi_{1}-\phi_{2}\right)-\frac{2 L b}{\pi\left(\lambda^{\prime}+\mu\right)} \sum_{0}^{\infty} H_{2 v} \frac{r_{1}^{2 \nu+2} \sin (2 \nu+2) \phi_{1}-r_{2}^{2 \nu+2} \sin (2 \nu+2) \phi_{2}}{(2 \nu+2)!k^{2 \nu+2}} \\
& +\frac{2 L \eta}{\pi}\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right)\left\{\frac{\mathrm{D}}{万} \cdot 2 a^{\prime}+\sum_{0}^{\infty} \frac{r_{1}^{2 \nu+3} \sin (2 \nu+3) \phi_{1}-\gamma_{2}^{2 \nu+3} \sin (2 \nu+3) \phi_{2}}{l^{2 \nu+3}(2 \nu+3)!}\left(\mathrm{H}_{2 \nu+1}-\mathrm{H}_{2 \nu}\right)\right\} \\
& -\frac{2 \mathrm{~L} y^{\prime}}{\pi \mu} \sum_{0}^{r_{2}^{2 \nu+1} \sin (2 \nu+1) \phi_{1}-r_{2}^{2 \nu+1} \sin (2 \nu+1) \phi_{2} \mathrm{H}_{2}, ~(2 \nu+1)!}(2 \nu+1) \\
& +\frac{2 L y^{n}}{\pi \mu} \div \frac{r_{1}^{2 \nu+2} \sin (2 \nu+2) \phi_{1}-r_{0}^{2 \nu+2} \sin (2 \nu+2) \phi_{2}}{l^{2 v+2}(2 \nu+2)!}\left(\mathrm{H}_{2 \nu+1}-\mathrm{H}_{2 v}\right) \\
& \mathrm{V}=-\frac{\mathrm{L}}{2 \pi} \frac{1}{\lambda^{\prime}+\mu}\left\{\left(x+a^{\prime}\right) \phi_{1}-\left(x-a^{\prime}\right) \phi_{2}-y^{\prime} \log \frac{r_{1}}{r_{2}}\right\}-\frac{\mathrm{L} y^{\prime}}{2 \pi \mu_{2} \mu} \log r_{1} r_{2}
\end{aligned}
\]
\[
\begin{aligned}
& -\frac{2 \mathrm{~L} b}{\pi\left(\lambda^{\prime}+\mu\right)} \sum_{1}^{\infty} \frac{r_{1}^{2 \nu+1} \cos (2 \nu+1) \phi_{1}-r_{2}^{2 \nu+1} \cos (2 \nu+1) \phi_{2}}{l^{2 \nu+1}(2 \nu+1)!}\left(\mathrm{H}_{2_{\nu-1}}-\mathrm{H}_{2 \nu-2}\right) \\
& +\frac{2 \mathrm{~L}, y^{\prime}}{\pi \mu} \sum_{0}^{\infty} \frac{r_{1}^{2 \nu+2} \cos (2 \nu+2) \phi_{1}-r_{2}^{2 \nu+2} \cos (2 \nu+2) \phi_{2}}{l^{2 \nu+2}(2 \nu+2)!}\left(\mathrm{H}_{2 \nu+1}-\mathrm{H}_{2 \nu}\right) \\
& -\frac{2 \mathrm{~L} y^{\prime}}{\pi \mu} \sum_{1}^{\infty} \frac{r_{1}^{2 \nu+1} \cos (2 \nu+1) \phi_{1}-r_{2}^{2 \nu+1} \cos (2 \nu+1) \phi_{2}}{l^{2 \nu+1}(2 \nu+1)!} \mathrm{H}_{2 \nu} \\
& \text { т } 2
\end{aligned}
\]
\[
\begin{aligned}
& \mathrm{P}=-\frac{2 \mathrm{~L}}{\pi} \log \frac{r_{1}}{r_{2}}-\frac{\mathrm{L} y^{\prime}}{\pi}\left(\frac{\cos \phi_{1}}{r_{1}}-\frac{\cos \phi_{2}}{r_{2}}\right) \\
& +\frac{8 \mathrm{~L}}{\pi} \sum_{0}^{x} \frac{r_{1}^{2 \nu+2} \cos (2 \nu+2) \phi_{1}-r_{2}^{2 \nu+2} \cos (2 \nu+2) \phi_{2}}{b^{2 \nu+2}(2 \nu+2)!}\left(\mathrm{H}_{2 v+1}-\mathrm{H}_{2 \nu}\right) \\
& -\frac{4 \mathrm{~L}}{\pi} \sum_{0}^{\infty} \frac{r_{1}^{2 v+1} \cos (2 \nu+1) \phi_{1}-r_{2}^{2 \nu+1} \cos (2 \nu+1) \phi_{2}}{l^{2}{ }^{2 \nu+1}(2 v+1)!} \mathrm{H}_{2 v} \\
& -\frac{4 L y^{\prime}}{\pi b} \sum_{0}^{\infty} \frac{r_{1}^{2 \nu+2} \cos (2 \nu+2) \phi_{1}-r_{2}^{2 p+2} \cos (2 \nu+2) \phi_{2}}{b^{2 \nu+2}(2 \nu+2)!} \mathrm{H}_{2 \nu+2} \\
& +\frac{4 \mathrm{~L} y y^{\infty}}{\pi b} \sum_{0}^{r_{1}^{2 v+1} \cos (2 \nu+1) \phi_{1}-p_{2}^{2 p+1} \cos (2 v+1) \phi_{2}}\left(\mathrm{H}_{2 v+1}-\mathrm{H}_{2 r}\right) . \\
& \mathrm{Q}=\frac{\mathrm{L} y^{\prime}}{\pi}\left(\frac{\cos \phi_{1}}{r_{1}}-\frac{\cos \phi_{2}}{r_{2}}\right)-\frac{4 \mathrm{~L}^{\infty} \sum_{0}^{\infty} r_{1}^{2 \nu+1} \cos (2 \nu+1) \phi_{1}-r_{8}^{2 v+1} \cos (2 \nu+1) \phi_{2}}{l^{2 p+1}(2 \nu+1) \vdots} \mathrm{H}_{2_{2}} \\
& +\frac{4 \mathrm{~L} y^{\prime}}{\pi / \prime} \sum_{0}^{\infty} \frac{r_{1}^{2 \nu+2} \cos (2 \nu+2) \phi_{1}-\rho_{2}^{2 \nu+2} \cos (2 \nu+2) \phi_{2}}{l^{2 \nu+2}(2 \nu+2)!} \mathrm{H}_{2 \nu+2} \\
& -\frac{4 \mathrm{~L} y y^{\prime}}{\pi r^{\prime}} \sum_{0} \frac{r_{1}^{2 v+1} \cos (2 v+1) \phi_{1}-r_{2}^{2 v+1} \cos (2 v+1) \phi_{2}}{p^{2 v+1}(2 v+1)!}\left(\mathrm{H}_{2 v+1}-\mathrm{H}_{\Omega_{2}}\right) \text {. } \\
& \mathrm{S}=\frac{\mathrm{L}}{\pi}\left(\phi_{1}-\phi_{2}\right)-\frac{\mathrm{L} y^{\prime}}{\pi}\left(\frac{\sin \phi_{1}}{r_{1}}-\frac{\sin \phi_{2}}{r_{2}}\right) \\
& -\frac{4 \mathrm{~L}}{\pi} \sum_{0}^{\infty} \frac{r_{1}^{2 p+2} \sin (2 v+2) \phi_{1}-r_{2}^{2 v+2} \sin (2 \nu+2) \phi_{2}}{b^{2 v+2}(2 \nu+2)!}\left(\mathrm{H}_{2 v+1}-\mathrm{H}_{2 \nu}\right) \\
& -\frac{4 \mathrm{~L} y^{\prime}}{\pi y^{\prime}} \sum_{0}^{\rho_{1}} \frac{r_{1}^{2 p+1} \sin (2 \nu+1) \phi_{1}-r_{2}^{2 \nu+1} \sin (2 \nu+1) \phi_{2}}{l^{2 p+1}(2 \nu+1)!}\left(\mathrm{H}_{2 v+1}-\mathrm{H}_{2 \nu}\right) \\
& +\frac{4 \mathrm{~L} y^{\prime}}{\pi b^{2}} \sum_{0}^{r_{1}^{2 \nu+2}} \frac{\sin (2 \nu+2) \phi_{1}-r_{2}^{2 \nu+2} \sin (2 \nu+2) \phi_{2}}{b^{2 \nu+2}(2 v+2)!} \mathrm{H}_{2 \nu+2} .
\end{aligned}
\]

The same remarks which were made on p. 106 as to the validity of such expressions apply here. Assuming that \(2 a^{\prime}<4 b\), we may apply these to obtain the state of things near the layer of shear and at its extremities.

Clearly the only terms where discontinuities in \(\mathrm{U}, \mathrm{V}, \mathrm{P}, \mathrm{Q}, \mathrm{S}\), or their differential coefficients, may be introduced are their leading terms. Let us therefore study these.

It is easily seen that \(\left(x+a^{\prime}\right) \log r_{1}\) and \(\left(x-a^{\prime}\right) \log r_{a}\) are finite, continuous, and onevalued throughout, tending to 0 at the points ( \(\mp a^{\prime}, 0\) ). Their differential cnefficients with regard to \(y^{\prime}\) are likewise everywhere finite, but are indeterminate at ( \(\mp \alpha^{\prime}, 0\) ). They introduce, however, no discontinuity if we proceed along \(y^{\prime}=0\).

Similarly \(y^{\prime} \log r_{1}\) and \(y^{\prime} \log r_{0}\) are everywhere continuous, finite, and one-ralued, and their differential coefficients with regard to \(x\) give no discontinuity if we keep to \(y^{\prime}=0\),
\(y^{\prime}\left(\phi_{1}-\phi_{2}\right)\) is everywhere continuous. Its differential coefficient with regard to \(y\) is indeterminate at \(\left( \pm a^{\prime}, 0\right)\); if we proceed along \(y^{\prime}=0\) it increases by \(\pi\) as we pass the point \(\left(-a^{\prime}, 0\right)\) and decreases by \(\pi\) as we pass the point \(\left(+\alpha^{\prime}, 0\right)\). The same holds with regard to \(\left(x+a^{\prime}\right) \phi_{1}-\left(x-a^{\prime}\right) \phi_{2}\) and its differential coefficient with regard to \(x\).

Hence, as far as \(U\) and \(V\) are concerned, they are both finite, continuous, and onevalued throughout the beam. \(\frac{d \mathrm{U}}{d y^{\prime}}, \frac{d N^{2}}{d w^{2}}\) are everywhere finite, but are indeterminate
 as we pass \(\left(-a^{\prime}, 0\right)\) and increases again by the same amonnt as we pass \(\left(+a^{\prime}, 0\right)\). Similarly \(\frac{d V}{d e}\) decreases by \(\frac{L}{2} \frac{1}{\lambda^{\prime}+\mu}\) as we pass \(\left(-a^{\prime}, 0\right)\), and increases by the same amount as we pass \(\left(+\alpha^{\prime}, 0\right)\). The first of these results means an abrupt change in the angle at which the distorted cross-sections meet the horizontal, and the second shows that the distorted form of the upper edge of the beam receives a sudden inflection downwards as we enter the layer of shear, and is again suddenly inflected upwards as we emerge from it.

It has been shown in a paper by the author "On the Equilibrium of Circular Cylinders under Certain Practical Systems of Load" ("Phil. Trans.,' A, vol. 198, pp. 147-233), that a precisely similar occurrence takes place in a circular cylinder subjected to a uniform ring of shear, over a certain length of its curved surface. The law that shear depresses the parts of the surface towards which it acts appears to be a general one.
Passing on now to consider the stresses \(P, Q, S\), we find that \(Q\) and \(S\) remain everywhere finite, but are indeterminate at the points ( \(\pm a^{\prime}, 0\) ). If we keep to \(y^{\prime}=0, Q\) is continuously zero and \(S\) changes by L at \(\left( \pm a^{\prime}, 0\right)\), as it should. But P not only contains a part which becomes indeterminate at ( \(\pm a_{0}^{\prime} 0\) ), it alsn contains a term \(-\frac{2 \mathrm{~L}}{\pi} \log \frac{r_{1}}{r_{2}}\) which becomes infinite at those points.

This is a result for which we had no analogue in the case of a uniform layer of pressure. In that problem the stresses were everywhere finite. We now see that any finite discontinuity in the shear introduces an infinite pressure or tension \(P\) in the neighbourhood of this discontinuity. This result, again, has been found to hold good for circular cylinders. It may be laid down as an absolute rule that for an engineering structure to be safe, there should never occur any discontinuity in the shearing stress across any surface inside the material or on its boundary. It is true that in most cases the stress will be relieved by plastic flow and the variation of the shear will become continuous, though rapid. But such points, especially the point from which the shear starts acting \(\left(-a^{\prime}, 0\right)\), where the infinite stress is a tension, will remain points of weakness and danger,

\section*{§37. Apmlication of Solutions of § 33 to the Case of Tension Produced by Shearing Stress Applied to the Edges.}

In practice test-pieces for tension are usually strained by pressure applied to projecting collars, the latter transmitting this pressure to the body of the material in the shape of shear. In no case can we apply tension directly to the ends of a bar. It is therefore important to know how far the effect of the method of application of the total pull disturbs the usual solution for a uniform tension.

Let us then consider the effect of haring two concentrated shears \(L\), one as before acting at the point \((0, b)\), and another equal and parallel to the first acting at the point \((0,-b)\). By superimposing on one another two solutions of the type obtained in \(\S 33\), we get the solution required. It will be found that this solution gives a tension L/2b nver the left-hand extremity of the beam and a pressure L/2b over the right-hand end.

If we require to have no tension over the right-hand end, and a uniform tension \(I / b\) at the left-hand end, to balance the shears, we have to introduce the uniform tension solution \(\mathrm{P}=\mathrm{L} / 2 h, \mathrm{Q}=0, \mathrm{~S}=0, \mathrm{U}=\mathrm{L} x / 2 b \mathrm{E}, \mathrm{T}=\eta \mathrm{L} y / 2 b \mathrm{E}\); we eventually find
\[
\begin{aligned}
& +\sum_{1}^{\infty} \frac{\mathrm{L}}{m \mathrm{~m}} \frac{\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \cosh m \bar{l}-\frac{m b}{\mu} \sinh m \eta^{\prime}}{\sinh 2 m b+2 m b}(\cosh m y \cos m x-1) \\
& +\sum_{1}^{\infty} \frac{\mathrm{L}}{m \mu(c)} \frac{\left(m y \cosh m m_{1}\right)}{\sinh 2 m b+2 m b} \sinh m y \cos m x
\end{aligned}
\]
\[
\begin{aligned}
& -\frac{8}{1} \frac{\mathrm{~L}}{\operatorname{L} n} \frac{\lambda^{-\frac{1}{2}}+\mu \cosh m \bar{b}+\frac{1}{\mu} m b \sinh m b}{\sinh 2 m b+2 m b} \sinh m y \sin m x \\
& \mathrm{P}=\frac{\mathrm{L}}{2 m b}(a-x)-\sum_{1}^{\infty} \frac{\mathrm{L}}{a} \frac{4 \cosh m b-2 m b \sinh m b}{\sinh 2 m b+2 m b} \cosh m y \sin m x \\
& -\frac{2}{1} \frac{2 \mathrm{~L}}{a} \frac{\cosh m b}{\sinh 2 m b+2 m b} m y \sinh m y \sin m x \\
& \mathrm{Q}=-\sum_{1}^{\infty} \frac{\mathrm{I}_{1}}{\prime \prime} \frac{2 m b \sinh m b}{\sinh 2 m b+2 m b} \cosh m y \sin m x \\
& +\sum_{1}^{\pi} \frac{2 \mathrm{~L}}{a} \sinh 2 m \bar{c}+2 m \cosh ^{2} m y \sinh m y \sin m x \\
& \mathrm{~S}=\frac{\mathrm{L}_{2} y}{2(t h}+\sum_{1}^{\infty} \frac{2 \mathrm{~L}_{2}}{a} \frac{\cosh }{\sinh 2 m b}+2 m b y \cosh m y \cos m x \\
& +\sum_{1}^{\infty} \frac{2 \mathrm{~L}}{a} \frac{(\cosh m b-m b \sinh m b)}{\sinh 2 m b+2 m b} \sinh m y \cos m x .
\end{aligned}
\]

If \(a\) be made to tend towards infinity, we get the expressions :
\[
\begin{aligned}
& \mathrm{U}=\frac{\mathrm{L} x}{2 u \mathrm{E}}+\frac{\mathrm{L}}{\pi} \int_{0}^{\infty} \frac{1}{u} \frac{\left(\frac{1}{\lambda^{\prime}+\mu}+\frac{1}{\mu}\right) \cosh u-\frac{1}{\mu} u \sinh ^{\prime \prime} u}{\sinh 2 u+2 u}\left(\cosh { }^{\prime \prime \prime \prime} \frac{\cos ^{\prime \prime}}{b}-1\right) d u \\
& +\frac{\mathrm{L} y}{\pi b} \int_{0}^{\infty} \frac{1}{\mu} \frac{\cosh u}{\sinh 2 u+2 u} \sinh \frac{u y}{b} \cos \frac{u \pi}{b} d u \\
& \mathrm{~V}=\frac{1 \eta!!}{2 b \mathrm{E}}-\frac{\mathrm{L}}{\pi} \int_{0}^{\pi} 1 \frac{1}{\lambda^{\prime}+\mu^{2}} \frac{\cosh u+\frac{1}{\mu} u \sinh { }^{\prime \prime}}{\sinh 2 u+22^{\prime \prime}} \quad \sinh \frac{\| \eta}{\eta^{\prime \prime}} \sin \frac{u_{n}}{b} d u
\end{aligned}
\]
\[
\begin{align*}
& \mathrm{P}=\frac{\mathrm{L}}{2 b}-\frac{2 \mathrm{~L}}{\pi b} \int_{0}^{\infty} \frac{2 \cosh u-u \sinh u}{\sinh 2 u+2 u} \cosh \frac{u z}{b} \sin \frac{u \pi}{b} u l u  \tag{108}\\
& -\frac{2 L y}{\pi b^{2}} \int_{0}^{\infty} \frac{u \cosh u}{\sinh 2 u+2 u} \sinh \frac{u y}{b} \sin \frac{u u}{b} d u \\
& \mathrm{Q}=-\frac{2 \mathrm{~L}}{\pi \partial} \int_{0}^{\infty} \sinh 2 u+2 u \sinh \cosh \frac{\mu \|}{b} \sin \frac{\mu u}{b} d u \\
& +\frac{2 L y}{\pi b^{2}} \int_{0}^{\infty} \frac{u \cosh n}{\sinh 2 u+2 u} \sinh \frac{u y}{b} \sin \frac{u x}{b} d u \\
& S=\frac{2 L y}{\pi \pi^{2}} \int_{0}^{\infty} \frac{u \cosh n}{\sinh 2 u+2 u} \cosh \frac{\| y}{b} \cos \frac{u x}{b} d u \\
& +\frac{2 L}{\pi b} \int_{0}^{\infty} \frac{\cosh n-u \sinh n}{\sinh 2 u+2 \mu} \sinh \frac{\|!\|}{7} \cos \frac{\mu n}{2} \text { d } u
\end{align*}
\]
§38. Correction to be Applied in this Case to the Stretch along the Edges as we approach the Points of Application of the Load.

One of the most interesting points about a problem of this kind is to find out at what distance fiom the region of loading the stretch parallel to the axis takes the value it should have on the uniform tension hypothesis. In practice all measurements of Young's modulus fur bars are made by observing the stretch between two points marked on the outer surface of the bar. It is of importance to know the error introduced as we bring these points closer to the plases where the stress is applied.

Let us therefore see how the stretch \(d \mathrm{U} / d x\) varies as we go away from the points of application of the load, keeping upon either edge of the beam. If we differentiate the expression (108) for U with regard to \(x\) and then write \(y=b-y^{\prime}\) and transform the expression as in § 16 , we get easily
\[
\begin{aligned}
& -\frac{1 y^{\prime}}{2 \pi \mu b^{2}} \int_{0}^{\infty} \frac{1-2 \mu+c^{-2 \mu}}{\sinh 2 \mu+2{ }^{\prime \prime}} \sinh \frac{\mu y^{\prime}}{7} \sin \frac{\mu c}{7} d u \cdot
\end{aligned}
\]

Putting in this \(y^{\prime}=0\),
\[
\left(\frac{d \mathrm{U}}{d \prime \prime}\right)_{y^{\prime}=0}=\frac{\mathrm{L}}{2 b \mathrm{E}}-\frac{2 \mathrm{~L}}{\pi \mathrm{E}} \frac{1}{\prime \prime}-\frac{2 \mathrm{~L}}{\pi \partial \mathrm{E}} \int_{0}^{\infty} \frac{1-2^{\prime \prime}+v^{2 \prime}}{\sinh 2^{\prime \prime}+2^{\prime \prime}} \sin \frac{\prime \prime \prime}{\partial} d_{l \prime} .
\]

Now the last integral may be written
\[
\begin{array}{r}
\int_{0}^{\infty}\left(\frac{1-2 u+e^{-2 u}}{\sinh 2 u+2 u}+e^{-\frac{u k}{b}}-\frac{1}{2 u}\right) \sin \frac{u x}{b} d u \\
+\frac{\pi}{4}-\frac{\operatorname{lu}}{h^{2}}+x^{2} \text { if } x \text { is positive, }
\end{array}
\]
and if id is negative, then \(-\pi / 4\) must be written instead of \(+\pi / 4 . \quad h\) is any positive constant.

Now the function
\[
f(u)=\frac{1-2 u+c^{-2 n}}{\sin 12 u+2 u}+e^{-\frac{u n}{b}}-\frac{1}{2 u}
\]
is such that \(f(0)=f(\infty)=0, f^{\prime}(\infty)=0\) and \(\int_{0}^{\infty}\left|f^{\prime \prime}(u)\right| d u\) is tinite. It follows therefore from reasoning similar to that given on p. 107 that \(\int_{0}^{\infty} f(u)\) sin \(\frac{1, t}{2}\) dut tends to zero as \(x\) increases.

Hence, if \(x\) be positively increasing \(\left(\frac{d U}{d x}\right)_{y^{\prime}=0}\) tends to 0 , and if \(x\) be negatively increasing \(\left(\frac{d \mathrm{U}}{d y}\right)_{y^{\prime}=0}\) tends to \(\mathrm{L} / \mathrm{LE}\), as it should.

The values of the integral, calculated for various values of the ratio \(x / b\), have given the following values for \(\left(\frac{d \mathrm{U}}{d x}\right)_{y^{\prime}=0}\), as compared with its value for a unform tension \(\mathrm{L} / \mathrm{h}\).
\begin{tabular}{|c|c|}
\hline \(s / b\) & \(\left(\frac{d \mathrm{U}}{d^{-}}\right)_{y^{\prime}=0} \left\lvert\,\binom{\mathrm{L}}{d \mathrm{E}}\right.\) \\
\hline \(-\pi\) & -997 \\
\hline \(-2 \pi / 3\) & - 982 \\
\hline \(-\pi / 2\) & - 985 \\
\hline \(-\pi / 3\) & 1.084 \\
\hline \(-\pi / 6\) & \(1 \cdot 652\) \\
\hline \(+\pi \cdot 6\) & - 652 \\
\hline \(+\pi 3\) & -. 08 t \\
\hline \(+\pi \cdot 2\) & -015 \\
\hline \(+2 \pi / 3\) & -018 \\
\hline \(+\pi\) & -003 \\
\hline
\end{tabular}

We see therefore that the stretch reaches its limiting value with very great rapidity. At a distance from the point of application of the load equal to about \(1 \frac{1}{2}\) times the greatest breadth \(2 b\) of the bar the error in the stretch is only 3/1000. In fact the stretch begins to get near its limiting value at a much earlier stage than this, the error being less than 10 per cent. at a distance from the load of about half the greatest breadth.

We find therefore that in this case also the distribution of the load becomes practically indifferent as soon as we come to distances from the load which are of the same order of magnitude as the greatest dimension of the cross-section. As a practical rule, when accurate measurements are to be taken, it will be advisable to keep always a length varying from 1 to \(1 \frac{1}{2}\) times this greatest dimension between the points where the stress-system is applied and those at which measurements are taken.

\section*{PART V.}

Solutions in Finite Terns; Special Application tu the Case of a Beam Carrying a Uniform Load.

\section*{§39. Solutions in Finite Terms.}

If in (21)-(25) of pp. 70, 71 we write
\[
\left.\begin{array}{l}
\phi(\xi)=\frac{1}{2} \frac{\lambda^{\prime}+2 \mu}{\lambda^{\prime}+\mu}\left(\mathrm{A}_{n}+i \mathrm{~B}_{n}\right) \xi^{n}  \tag{109}\\
x(\eta)=\frac{1}{2} \frac{\lambda^{\prime}+2 \mu}{\lambda^{\prime}+\mu}\left(\mathrm{A}_{n}-i \mathrm{~B}_{n}\right) \eta^{n}
\end{array}\right\}
\]

VOL. CCI. -A.
\[
\left.\begin{array}{l}
\mathrm{C}_{1}(\xi)=\frac{1}{2 \mu}\left(\mathrm{C}_{n}+i \mathrm{D}_{n}\right) \xi^{n}  \tag{109}\\
\mathrm{~F}_{1}(\eta)=\frac{1}{2 \mu}\left(\mathrm{C}_{n}-i \mathrm{D}_{n}\right) \eta^{n}
\end{array}\right\}
\]
we obtain the following homogeneous solutions in \(x, y\).
\[
\left.\begin{array}{rl}
\mathrm{U}= & \frac{\lambda^{\prime}+3 \mu}{8 \mu\left(\lambda^{\prime}+\mu\right)}\left(\mathrm{A}_{n} u_{n}+\mathrm{B}_{n} v_{n}\right)-\frac{n y}{4 \mu}\left(\mathrm{~A}_{n} v_{n-1}-\mathrm{B}_{n} u_{n-1}\right)+\frac{1}{2 \mu}\left(\mathrm{C}_{n} u_{n}+\mathrm{D}_{n} v_{n}\right) \\
\mathrm{V}=\frac{\lambda^{\prime}+3 \mu}{8 \mu\left(\lambda^{\prime}+\mu\right)}\left(\mathrm{A}_{n} v_{n}-\mathrm{B}_{n} u_{n}\right)-\frac{n y}{4 \mu}\left(\mathrm{~A}_{n} u_{n-1}+\mathrm{B}_{n} v_{n-1}\right)-\frac{1}{2 \mu}\left(\mathrm{C}_{n} v_{n}-\mathrm{D}_{n} u_{n}\right) \\
\mathrm{P}=\mathrm{A}_{n}\left(\frac{3 n}{4} u_{n-1}-\frac{n(n-1)}{2} y v_{n-2}\right)+\mathrm{B}_{n}\left(\frac{3 n}{4} v_{n-1}+\frac{n(n-1)}{2} y u_{n-2}\right) \\
& +n\left(\mathrm{C}_{n} u_{n-1}+\mathrm{D}_{n} v_{n-1}\right)  \tag{110}\\
\mathrm{Q}=\mathrm{A}_{n}\left(\frac{n}{4} u_{n-1}+\frac{n(n-1)}{2} y v_{n-2}\right)+\mathrm{B}_{n}\left(\frac{n}{4} v_{n-1}-\frac{n(n-1)}{2} y u_{n-2}\right) \\
-n\left(\mathrm{C}_{n} u_{n-1}+\mathrm{D}_{n} v_{n-1}\right)
\end{array}\right\}
\]
where \(u_{n}, v_{n}\) are the two homogeneous solutions of \(\frac{d^{2} \phi}{d x^{2}}+\frac{d^{2} \phi}{d y^{2}}=0\), thus,
\[
\begin{aligned}
& u_{n}=x^{n}-\frac{n(n-1)}{1.2} x^{n-2} y^{2}+\ldots \\
& v_{n}=n x^{n-1} y-\frac{n(n-1)(n-2)}{1.2 .3} x^{n-3} y^{3}+\ldots
\end{aligned}
\]
and \(u_{0}=1, v_{0}=0, u_{-1}=0, v_{-1}=0\).
We may add any number of such polynomial solutions. If we take \(n\) of them, begimning with \(n=1\), and in the expressions (110) write \(y= \pm b\), we find \((\mathrm{Q})_{+b}\), \((\mathrm{Q})_{-b},(\mathrm{~S})_{+b}\) and \((\mathrm{S})_{-b}\) each equal to algebraic polynomials in \(x\) of degree \((n-1)\).

Also, since \(A_{1}, B_{1}, C_{1}, D_{1}\) come in only in the form \(\frac{A_{1}}{4}-C_{1}, \frac{B_{1}}{4}+D_{1}\), they are equivalent to only two constants. We have therefore \((4 n-2)\) constants free.

Now these are not enough to make Q and S coincide with any two given polynomials on the upper and lower faces of the beam. Obviously, however, the term contaning \(x^{n-1}\) both in Q and S is independent of \(y\) and therefore cannot satisfy a perfectly general condition. If we make this term disappear by writing \(\mathrm{C}_{n}=\mathrm{A}_{n} / 4\), \(\mathrm{D}_{n}=-\mathrm{B}_{n} / 4\), we have now only \(4 n-t\) fiee constants left, but our polynomials
being now of the \((n-2)^{\text {th }}\) degree, we should have enough constants to be able to identify \(Q\) and \(S\) with any two. given polynomials on either face of the beam.

As a matter of fact this is not so; for there are solutions, namely, those for: (i.) a uniform longitudinal tension, (ii.) a pure bending couple, (iii.) bending with constant shear, which make Q and S zero over both faces and yet do not annul all the \(4 n-4\) free constants. There must therefore be relations between the \(4 n-4\) equations giving the constants. They are not all independent and, consequently, not every system of surface stress expressible in polynomials corresponds to a solution of this type.

\section*{§40. Case of \(n=4\).}

Let us see what surface conditions can be satisfied by the solutions of the fourth order.

In this case, remembering \(D_{4}=-B_{4} / 4\),
\[
\begin{aligned}
\mathrm{Q}= & \left(\frac{\mathrm{A}_{1}}{4}-\mathrm{C}_{3}\right)+\left(\frac{\mathrm{A}_{2}}{2}-2 \mathrm{C}_{2}\right) x+\left(-\frac{\mathrm{B}_{z}}{2}-2 \mathrm{D}_{2}\right) y \\
& +\left(\frac{3 \mathrm{~A}_{3}}{4}-3 \mathrm{C}_{3}\right) x^{2}+\left(-\frac{3}{2} \mathrm{~B}_{3}-6 \mathrm{D}_{3}\right) x y+\left(\frac{9}{4} \mathrm{~A}_{3}+3 \mathrm{C}_{3}\right) y^{2} \\
& +12 \mathrm{~A}_{4} x y^{2}+\left(-3 \mathrm{~B}_{4}-12 \mathrm{D}_{4}\right) x^{2} y+\left(5 \mathrm{~B}_{4}+4 \mathrm{D}_{4}\right) y^{3} \\
\mathrm{~S}= & \left(\frac{\mathrm{B}_{1}}{4}+\mathrm{D}_{1}\right)+\left(\frac{\mathrm{B}_{2}}{2}+2 \mathrm{D}_{2}\right) x+\left(-\frac{3 \mathrm{~A}_{3}}{2}-2 \mathrm{C}_{2}\right) y \\
& +\left(\frac{3 \mathrm{~B}_{3}}{4}+3 \mathrm{D}_{3}\right) x^{2}+\left(-\frac{9}{2} \mathrm{~A}_{3}-6 \mathrm{C}_{3}\right) x y+\left(-\frac{15}{4} \mathrm{~B}_{3}-3 \mathrm{D}_{3}\right) y^{2} \\
& +\left(-9 \mathrm{~A}_{4}-12 \mathrm{C}_{4}\right) x^{2} y-12 \mathrm{~B}_{4} x y^{2}+\left(7 \mathrm{~A}_{4}+4 \mathrm{C}_{4}\right) y^{3},
\end{aligned}
\]
and
\[
\begin{aligned}
\mathrm{U}= & \frac{\lambda^{\prime}+3 \mu}{8 \mu\left(\lambda^{\prime}+\mu\right)}\left\{\begin{array}{c}
\mathrm{A}_{0}+\mathrm{A}_{1} x+\mathrm{A}_{2}\left(x^{2}-y^{2}\right)+\mathrm{A}_{3}\left(x^{3}-3 x y^{2}\right)+\mathrm{A}_{4}\left(x^{4}-6 x^{2} y^{2}+y^{4}\right) \\
+\mathrm{B}_{1} y+2 \mathrm{~B}_{2} x y+\mathrm{B}_{3}\left(3 x^{2} y-y^{3}\right)+\mathrm{B}_{4}\left(4 x^{3} y-4 x y^{3}\right)
\end{array}\right\} \\
& +\frac{1}{4 \mu}\left\{\begin{array}{c}
\mathrm{B}_{1} y+2 \mathrm{~B}_{2} x y+3 \mathrm{~B}_{3}\left(x^{2} y-y^{3}\right)+4 \mathrm{~B}_{4}\left(x^{3} y-3 x y^{3}\right) \\
-2 \mathrm{~A}_{2} y^{2}-6 \mathrm{~A}_{3} x y^{2}-4 \mathrm{~A}_{4}\left(3 x^{2} y^{2}-y^{4}\right)
\end{array}\right\} \\
& +\frac{1}{2 \mu}\left\{\begin{array}{c}
\mathrm{C}_{0}+\mathrm{C}_{1} x+\mathrm{C}_{2}\left(x^{2}-y^{2}\right)+\mathrm{C}_{3}\left(x^{3}-3 x y^{2}\right)+\mathrm{C}_{4}\left(x^{4}-6 x^{2} y^{2}+y^{4}\right) \\
+\mathrm{D}_{1} y+2 \mathrm{D}_{2} x y+\mathrm{D}_{3}\left(3 x^{2} y-y^{3}\right)+\mathrm{D}_{4}\left(4 x^{3} y-4 x y^{3}\right)
\end{array}\right\} \\
\mathrm{V}= & \frac{\lambda^{\prime}+3 \mu}{8 \mu\left(\lambda^{\prime}+\mu\right)}\left\{\begin{array}{c}
-\mathrm{B}_{0}-\mathrm{B}_{1} x-\mathrm{B}_{2}\left(x^{2}-y^{2}\right)-\mathrm{B}_{3}\left(x^{3}-3 x y^{2}\right)-\mathrm{B}_{4}\left(x^{4}-6 x^{2} y^{2}+y^{4}\right) \\
+\mathrm{A}_{1} y+2 \mathrm{~A}_{2} x y+\mathrm{A}_{3}\left(3 x^{2} y-y^{3}\right)+\mathrm{A}_{4}\left(4 x^{3} y-4 x y^{3}\right)
\end{array}\right\} \\
& -\frac{1}{4 \mu}\left\{\begin{array}{c}
\mathrm{A}_{1} y+2 \mathrm{~A}_{2} x y+3 \mathrm{~A}_{3}\left(x^{2} y-y^{3}\right)+4 \mathrm{~A}_{4}\left(x^{3} y-3 x y^{3}\right) \\
+2 \mathrm{~B}_{2} y^{2}+6 \mathrm{~B}_{3} x y^{2}+4 \mathrm{~B}_{4}\left(3 x^{2} y^{2}-y^{4}\right)
\end{array}\right\} \\
& +\frac{1}{2 \mu}\left\{\begin{array}{c}
\mathrm{D}_{0}+\mathrm{D}_{1} x+\mathrm{D}_{2}\left(x^{2}-y^{2}\right)+\mathrm{D}_{3}\left(x^{3}-3 x y^{2}\right)+\mathrm{D}_{4}\left(x^{4}-6 x^{2} y^{2}+y^{1}\right. \\
-\mathrm{C}_{1} y-2 \mathrm{C}_{2} x y-\mathrm{C}_{3}\left(3 x^{2} y-y^{3}\right)-\mathrm{C}_{4}\left(4 x^{3} y-4 x y^{3}\right) \\
\mathrm{U} 2
\end{array}\right.
\end{aligned}
\]
\[
\begin{aligned}
\mathrm{P}= & \left(\frac{3 \mathrm{~A}_{1}}{4}+\mathrm{C}_{1}\right)+x\left(\frac{3 \mathrm{~A}_{2}}{2}+2 \mathrm{C}_{2}\right)+y\left(\frac{5 \mathrm{~B}_{2}}{2}+2 \mathrm{D}_{2}\right) \\
& +x^{3}\left(\frac{9 \mathrm{~A}_{3}}{4}+3 \mathrm{C}_{3}\right)+x y\left(\frac{15}{2} \mathrm{~B}_{3}+6 \mathrm{D}_{3}\right)+y^{2}\left(-\frac{21}{4} \mathrm{~A}_{3}-3 \mathrm{C}_{3}\right) \\
& +x^{3}\left(3 \mathrm{~A}_{1}+4 \mathrm{C}_{4}\right)+x^{2} y\left(15 \mathrm{~B}_{4}+12 \mathrm{D}_{4}\right)+x y^{9}\left(-21 \mathrm{~A}_{4}-12 \mathrm{C}_{4}\right) \\
& +y^{3}\left(-9 \mathrm{~B}_{4}-4 \mathrm{D}_{4}\right),
\end{aligned}
\]
and we notice that, in virtue of the relation \(\mathrm{B}_{4}=-4 \mathrm{D}_{t}\) the coefficient of \(x^{3} y\) in \(Q\) goes out. Hence the coefficient of \(x^{0}\) is the same for \(\mathrm{Q}_{+l}\) and \(\mathrm{Q}_{-b}\). This alone shows that the solution is not the most general that can be got, given that the stresses on the upper and lower surfaces are quadratic functions of \(x\).

\section*{§ 41. Determination of the Constants for a Beam Uniformly Loaded.}

Here we have, over the upper surface \(y=+b: Q=\) constant \(=q\) say; over \(y=-b: \mathrm{Q}=0\); and over \(y= \pm b: \mathrm{S}=0\).

The last two conditions imply
\[
\begin{gather*}
\mathrm{B}_{1}+4 \mathrm{D}_{1}+l^{2}\left(-\frac{15 \mathrm{~B}_{3}}{4}-3 \mathrm{D}_{3}\right)=0 .  \tag{111}\\
\frac{\mathrm{B}_{3}}{2}+2 \mathrm{D}_{2}-12 \mathrm{~B}_{4} b^{2}=0 .  \tag{112}\\
-\frac{3 \mathrm{~A}_{2}}{2}-2 \mathrm{C}_{2}+l^{2}\left(7 \mathrm{~A}_{4}+4 \mathrm{C}_{1}\right)=0 .  \tag{113}\\
-\frac{9}{2} \mathrm{~A}_{3}-6 \mathrm{C}_{3}=0 .  \tag{114}\\
\frac{3 \mathrm{~B}_{3}}{4}+3 \mathrm{D}_{3}=0 .  \tag{115}\\
-9 \mathrm{~A}_{4}-12 \mathrm{C}_{4}=0 .  \tag{116}\\
4 \mathrm{C}_{4}=\mathrm{A}_{4} \cdot  \tag{117}\\
\mathrm{~A}_{4}=0, \quad . \quad . \quad .  \tag{118}\\
\mathrm{C}_{4}=0 .
\end{gather*} .
\]
(116) and
give at once
The conditions for Q give
\[
\begin{align*}
& \frac{A_{1}}{4}-\mathrm{C}_{1}-\left(\frac{\mathrm{B}_{2}}{2}+2 \mathrm{D}_{2}\right) b+l^{2}\left(\frac{9 \mathrm{~A}_{3}}{4}+3 \mathrm{C}_{3}\right)+b^{3}\left(5 \mathrm{~B}_{4}+4 \mathrm{D}_{4}\right)=q  \tag{119}\\
& \frac{A_{1}}{4}-\left(C_{1}+\left(\begin{array}{c}
\mathrm{B}_{2} \\
2
\end{array}+2 \mathrm{D}_{2}\right) b+b^{2}\left(\begin{array}{c}
9 \mathrm{~A}_{3} \\
4
\end{array}+3 \mathrm{C}_{3}\right)-b^{3}\left(5 \mathrm{~B}_{4}+4 \mathrm{D}_{4}\right)=0 .\right.  \tag{120}\\
& -\frac{3}{2} \mathrm{~B}_{3}-6 \mathrm{D}_{3}=0 .  \tag{121}\\
& A_{2}-2 \mathrm{C}_{2}+b^{2}\left(12 \mathrm{~A}_{4}\right)=0 .  \tag{122}\\
& \frac{3 A_{3}}{4}-3 C_{3}=0 \tag{123}
\end{align*}
\]
\[
\begin{equation*}
-3 \mathrm{~B}_{4}-12 \mathrm{D}_{4}=0 \tag{124}
\end{equation*}
\]
(124) is identically satisfied since \(4 \mathrm{D}_{4}=-\mathrm{B}_{4}\).

Also (122), (118), (113) imply
(119), (120), (112) lead to
\[
\begin{equation*}
\mathrm{A}_{2}=\mathrm{C}_{2}=0 \tag{125}
\end{equation*}
\]
\[
\begin{align*}
& \mathrm{B}_{2}+4 \mathrm{D}_{2}=-\frac{3 q}{2 b}  \tag{126}\\
& \mathrm{~B}_{4}=-\frac{q}{16 l^{3}}  \tag{127}\\
& \mathrm{~A}_{1}-4 \mathrm{C}_{1}=2 q \\
& \mathrm{~A}_{3}=\mathrm{C}_{3}=0
\end{align*}
\]
(121), (115) are identical. Together with (111) they give
\[
\left.\begin{array}{l}
\mathrm{B}_{3}=\frac{1}{3 z^{2}}\left(\mathrm{~B}_{1}+4 \mathrm{D}_{1}\right)  \tag{128}\\
\mathrm{D}_{3}=-\frac{1}{12 b^{2}}\left(\mathrm{~B}_{1}+4 \mathrm{D}_{1}\right)
\end{array}\right\}
\]

Equations (118), (124), (125), (126), (127), (128) contain the solution we require. If we substitute the values of the constants in the expressions for the displacements and stresses, we find, after some reductions :
\[
\begin{aligned}
\mathrm{U}= & \text { const. }+x\left\{\mathrm{~A}_{1} \frac{\lambda^{\prime}+3 \mu}{8 \mu\left(\lambda^{\prime}+\mu\right)}+\frac{\mathrm{C}_{1}}{2 \mu}\right\}+\frac{\mathrm{B}_{1} y}{\mathrm{E}}+\frac{\mathrm{B}_{2}}{\mathrm{E}} 2 x y \\
& +\left(\frac{\mathrm{B}_{1}}{4}+\mathrm{D}_{1}\right)\left\{\frac{y}{2 \mu}+\frac{4}{b^{2}}\left(\frac{x^{3} y}{\mathrm{E}}-\frac{y^{3}}{3}\left(\frac{1}{\mathrm{E}}+\frac{1}{2 \mu}\right)\right)\right\} \\
& -\frac{q}{4 b^{3}}\left\{\frac{x^{3} y}{\mathrm{E}}-x y^{3}\left(\frac{1}{\mathrm{E}}+\frac{1}{2 \mu}\right)\right\} \\
\mathrm{V}= & \text { const. }-y\left\{\mathrm{~A}_{1} \frac{\lambda^{\prime}-\mu}{8 \mu\left(\lambda^{\prime}+\mu\right)}+\frac{\mathrm{C}_{1}}{2 \mu}\right\}-\frac{\mathrm{B}_{1}}{\mathrm{E}} x-\frac{\mathrm{B}_{2}}{\mathrm{E}}\left(x^{2}-\eta y^{2}\right) \\
& +\left(\frac{\mathrm{B}_{1}}{4}+\mathrm{D}_{1}\right)\left\{\frac{4 x^{3}}{3 \mathrm{E} z^{2}}-\eta \frac{4 x y^{2}}{\mathrm{E} z^{2}}\right\}+\frac{q}{16 z^{3}}\left\{\frac{x^{4}}{\mathrm{E}}-\eta \frac{6 x^{2} y^{2}}{\mathrm{E}}+y^{4}\left(\frac{1}{\mathrm{E}}-\frac{1}{\mu}\right)\right\}, \\
\mathrm{P}= & \left(\frac{3 \mathrm{~A}_{1}}{4}+\mathrm{C}_{1}\right)+2 \mathrm{~B}_{2} y-\frac{3 q y}{2 b}+\frac{3 x y}{b^{2}}\left(\frac{\mathrm{P}_{1}}{4}+\mathrm{D}_{1}\right) \\
& -\frac{3}{4} \frac{x^{2} y \eta}{z^{3}}+\frac{q y^{3}}{2 z^{3}}, \\
\mathrm{Q}= & \frac{q}{2}+\frac{3 q y}{4 l}-\frac{q y^{3}}{4 z^{2}}, \\
\mathrm{~S}= & \left(\frac{\mathrm{P}_{1}}{4}+\mathrm{D}_{1}\right)\left(1-\frac{y^{2}}{b^{2}}\right)-\frac{3}{4} \frac{q x}{b}\left(1-\frac{y^{2}}{b^{2}}\right) .
\end{aligned}
\]

In the above terms in \(\mathrm{A}_{1}, \mathrm{C}_{1}\) correspond to a uniform tension along \(x\), the terms \(\mathrm{B}_{1}\) to a rigid body rotation, the terms \(\mathrm{B}_{2}\) to a solution for a pure bending couple, and the terms \(\left(\begin{array}{c}B_{1} \\ 4\end{array}+D_{1}\right)\) to a solution for bending under a uniform shear. These various constants can be adjusted according to the conditions at the ends \(x= \pm a\).

If, for instance, the total pressure over the ends and the total bending moment are to be zero, the load \(2 q a\) being balanced by the shear at these ends, we have
\[
\begin{aligned}
& \frac{3 A_{1}}{4}+C_{1}=0 \\
& \frac{B_{1}}{4}+D_{1}=0 \\
& B_{2}=+\frac{3}{8} \frac{q a^{2}}{7}+\frac{3}{3} \frac{4}{7},
\end{aligned}
\]
and we then have
\[
\left.\begin{array}{l}
\mathrm{P}=-\frac{3}{10} \frac{q y}{b}-\frac{3}{4} \frac{x^{2} y q}{b^{3}}+\frac{q y^{3}}{2 b^{3}}+\frac{3}{4} \frac{a^{2} y \eta}{b^{3}} \\
\mathrm{Q}=\frac{q}{2}+\frac{3 q y}{4 b}-\frac{q y^{3}}{4 b^{3}} \\
\mathrm{~S}=-\frac{3}{4} \frac{q x}{b}\left(1-\frac{y^{2}}{b^{3}}\right)  \tag{129}\\
\mathrm{U}=+\frac{3}{4} \frac{q a^{2} x y}{\mathrm{E} z^{3}}+\frac{6}{5} \frac{q x y}{\mathrm{E} b}-\frac{q}{4 z^{3}}\left\{\frac{x^{3} y}{\mathrm{E}}-x y^{3}\left(\frac{1}{\mathrm{E}}+\frac{1}{2 \mu}\right)\right\} \\
\mathrm{V}=-\left(\frac{3}{8} \frac{a^{2}}{b^{3}}+\frac{3}{5 b}\right) \frac{q}{\mathrm{E}}\left(x^{2}-\eta y^{2}\right)+\frac{q}{16 z^{3}}\left\{\frac{x^{4}}{\mathrm{E}}-\eta \frac{6 x^{2} y^{2}}{\mathrm{E}}+y^{4}\left(\frac{1}{\mathrm{E}}-\frac{1}{\mu}\right)\right\}
\end{array}\right\}
\]

This is the solution for a beam uniformly loaded on the top over a length \(2 a\) and held up by shears over its terminal cross-sections. In this way the case which occurred in the general solution, and of which the consideration was postponed in 9 , namely \(\alpha_{0} \neq \beta_{0}\), is seen to lead to a fairly simple solution in finite terms.
§42. Remarks on the above Solution.
The above values (129) for \(\mathrm{U}, \mathrm{V}, \mathrm{P}, \mathrm{Q}, \mathrm{S}\) in the case of a beam carrying a uniform load, lead to the following remarks :-
(1) There is no "Neutral Axis" properly so-called; i.e., although the tension vanishes for \(y=0, \mathrm{t}\) is not strictly proportional to \(y\), a cubic term being introduced. But if \(\left(a^{2}-x^{2}\right) / y^{2}\) be large, which is the case for any beam whose length is large compared with its height, the proportional effect of the terms introduced will be small.
(2) The stress \(Q\) is not zero; that is, de Saint-Venant's assumption, that there is no stress across fibres parallel to the axis of the beam, does not hold. Indeed, it was obvious from the beginning that it would not, seeing that there is a stress \(Q\) at the upper surface, by hypothesis.
(3) The distribution of shear at each cross-section is parabolic, and is given in terms of the mean shear by the same formula which holds when the shear is uniform.
(4) \(\left(\frac{d^{2} V}{d x^{2}}\right)_{y=0}=-\frac{3}{4} \frac{\left(a^{2}-x^{2}\right)}{\mathrm{E} b^{3}} q-\frac{6 q}{5 \mathrm{E} \bar{b}}\).

The curvature is therefore no longer exactly proportional to the bending moment, but contains an additional constant term. A similar result has been obtained by Professor Karl Pearson and the author for beams of elliptic cross-section under their own weight ('Quarterly Journal of Mathematics,' vol. 31, p. 90). It has since been shown to hold for beams of all forms of section by Mr. J. H. Michell ('Quarterly Journal of Mathematics,' vol. 32).

\section*{§43. Historical Summary: Remarks and Criticism.}

It may be of interest to give in this place a short sketch of the previous works on the subject, in so far as they are at present known to me.

Lamé, in his 'Leçons sur l'Elasticité' (p. 156 et seq.), discusses the general problem of the rectangular block, with the single restriction, that the surface stresses are purely normal and are even functions of the co-ordinates. He fails to determine his constants, except in the particular case where the cubical dilatation throughout the block happens to be previously known. As this condition is never satisfied in any actual problem, the solution is of comparatively little use.

De Saint-Venant; in a classical memoir ('Mémoires des Savants Etrangers de l'Académie des Sciences de Paris,' vol. 14), has given solutions for the rectangular parallelopiped under torsion and flexure. These solutions correspond to the case of terminal stress-systems which are transmitted through an otherwise unstressed long bar.

Numerous attempts have been made to solve the problem of the rectangular elastic solid by removing one or more faces to infinity, and thus simplifying the surface conditions.
M. Emile Mathieu, in his treatise, 'Théorie de l'Elasticité des Corps Solides,' Paris, 1890 (see also 'Comptes Rendus,' vol. 90, pp. 1272-1274), has given a solution of the problem when it can be reduced to two dimensions. His problem is therefore practically the same as that of this paper, except that he has considered only what I have called case (A) on p. 66, and also, that the length \(a\) is not taken to be large and the distribution of stress over the faces \(x= \pm a\) is given. The solution is, however, so complex in form, and the determination of the constants, by means of long and
exceedingly troublesome series, so laborious, that the results defy all attempts at interpretation.

Dr. Chree (' Roy. Soc. Proc.,' vol. 44, and 'Roy. Soc. Archives'; also 'Quarterly Journal of Mathematics,' vol. 22) has considered at length the solutions of the equations of elasticity in integral powers of \(x, y, z\), and has applied them to the beam problem. Among other results he has obtained expressions for the terms independent of \(z\) of a form similar to (110) of this paper. Incidentally, he verifies a number of de Saint-Venant's results; but no further application is, I think, made of the twodimensional terms.

Quite recently, Mr. J. H. Michell has investigated the theory of long beams under uniform load ('Quarterly Journal of Mathematics,' vol. 32, pp. 28 et seq.). The object appears to be to extend de Saint-Venant's researches to uaiformly loaded beams. Mr. Michell deduces several interesting results applicable to beams in general and to the rectangular beam in particular, but, so far as I can see, he makes no claim to having obtained explicitly the complete solution in any case.

The surface conditions, however, may be thimed down still further by removing four faces to infinity, leaving only an infinite plate of finite thickness. The problem in this form has been formally solved by Lamé and Clapeyron ("Sur l'équilibre intérieur des solides homogènes"; 'Mémoires des Savants Etrangers de l'Académie des Sciences de Paris,' vol. 4, pp. 548-552). Their solution, obtained in the form of quadruple integrals, satisfies the surface stress conditions over the two infinite faces. The objections to this solution are two-fold. In the first place it is difficult of interpretation, and the integrals do not enable us to obtain a clear notion of the separate effects of the various forces applied to the plate. In the second place this solution takes no heed of the conditions at the other four limiting faces of the plate which, we should always remember, although they have been removed to a very large distance away, have not physically disappeared. Given total tensions, shears and couples, applied to the four narrow faces of the plate, will produce stresses that will be transmitted through the plate, exactly as in the case of a bent or twisted bar, and will produce a finite effect at points of the plate infinitely distant from the edges, even though the large plane surfaces should be absolutely fiee from stress.

In order therefore that Lamé and Clapeyron's formulie may correspond to a physical reality, we must superimpose on their solution another of this transmissional type, such that the total shears and total couples due to the sum of the two solutions are all zero round the contour of the plate. Now the problem of the thick elastic rectangular plate, under given total shears and couples round its contour, but otherwise fiee from stress (which is the analogue for plates of the ordinary tensional and Hexural solutions for bars), is another of the unsolved problems of the theory of elasticity and, until it is solved, Lamé and Clapeyron's solution, unless it happens of itself to satisfy the conditions of no total force at the edge-which will only be true in special cases-fails.

More recently the same problem has been attacked by M. C. Ribière in a thesis ("Sur divers Cas de la Flexion des Prismes Rectangles," Bordeaux, 1889 ; see also 'Comptes Rendus,' vol. 126, pp. 402-404 and 1190-1192) in which he gives a solution in a series of circular and hyperbolic functions. He takes his plate of finite dimensions and built-in (encastrée) at the edge. By this term he understands that the edge is constrained to remain plane and vertical, and is subject to no shearing-stress. For other terminal conditions the solution, as M. Ribière states himself, is insufficient. I find that, if the edges of the plate be removed to infinity, his solutions degenerate into Lamé and Clapeyron's integrals, of which they therefore give the true meaning.
M. Ribiere, in the same thesis, has also investigated the two-dimensional case, which has been treated of in the present paper.* I am indebted to M. Rubière for very kindly communicating to me his thesis, with which I became acquainted after my work had been completed. His solutions are of the form (26) (27) (28), and he determines his coefficients, as far as I can see, by the method used here, but does not transform his expressions further. Like Lamé and Chapeyron, he restricts his applied surface stresses to be normal and investigates only two special cases.
M. Ribiele takes, as I have done, \(m=n \pi / \alpha\). This, by the way, is not absolutely necessary. Another set of solutions might be obtained by taking \(m=(2 n+1) \pi / 2 a\). When \(a\) is made very large, as is the case in every one of the problems treated here, either set of solutions will lead to the same final form, provided the total terminal conditions are attended to. M. Ribieme, on the contrary, in order to be able to evaluate his series, which become far more manageable when \(b / a\) is large, treats chiefly of cases of thick beams of very short span. Now in this case it is no longer permissible to consider merely the total conditions over the ends \(x= \pm \alpha\), and to treat the actual distribution over these ends as unimportant. M. Ribière gets over this difficulty by supposing his beam to be encustré, as defined above. The same mathematical condition of fixing is assumed by Professor Pocheammer ('Crelle's Journal,' vol. 81) when treating in a similar fashion of the beam of circular cross section.
It seems doubtful whether anything of this kind does really occur at an actual built-in end of a beam. Certainly Pocheammer and Ribière's conditions do not agree with the view taken by de Saint-Venant, who, in his calculation of the deflection for a cantilever, has assumed that the elastic line is not horizontal at the built-in end. In this case, however, Love has pointed out that the elastic line may have any small slope at the built-in end, provided we superimpose a suitable rigid body displacement. But both he and de Saint-Venant agree to make the end

\footnotetext{
* Since writing the above, I find that ProFessor Lamb ('Proc. Lond. Math. Soc.,' vol. 21, p. 70, paper read December, 1889) has worked out the same problem in the form of a series of circular and hyperbolic functions, but he has left his results in this form, without interpreting them further, and I cannot discover that he has considered end-conditions.
}
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sections distorted. As a matter of fact, what really happens at a built-in end is quite unknown. Under these conditions any solution which makes \(\mathrm{U}=0, d \mathrm{~V} / d x=0\) over the ends must be restricted to the case of an infinite continuous beam resting upon a series of equidistant supports, each at the same vertical height; the load carried by the beam being exactly repeated over each span. A rail under its own weight and carried on sleepers is an approximate example. In this case Pocheanner and Ribiere's solutions are exact, and it is then legitimate to make the span as small as we please.

In practice such conditions will but rarely occur, because, as is well known, any slight difference in the height of the supports, or in the manner in which the beam bears upon them, will upset the symmetry altogether.

The ultimate step in the process of thinning down the boundary conditions is taken when one of the two boundaries of the infinite plate is itself removed to infinity, leaving only one plane bounding an otherwise unlimited solid.

This problem also has been solved by Lamé and Clapeyron (loc. cit.) in terms of quadruple integrals. In this case the limiting conditions at infinity cease to be important, because, in a solid infinite in three dimensions, finite stresses are not transmitted undiminished from infinity, as in a rod or lamina. The solutions, in fact, will lead to stresses that become zero at infinity. This has been shown by Boussinese ( 'Applications des Potentiels à l'Etude de l'Equilibre et du Mourement des Solides Elastiques,' Paris, Gauthier-Villars, 1885), who has interpreted Lamé and Clapeyron's results, and obtained by a new method simple expressions for the stresses in an infinite solid, due to arbitrary surface forces applied to a bounding plane. The same results have been obtained by Professor Cerruti ("Ricerche intorno all' Equilibrio de Corpi Elastici Isotropi," 'Reale Accademia dei Lincei,' vol. 13, 1881-2) in a different way.

Boussinese, on p. 280, suggests a possible application of his method to the case of two parallel planes, but he makes no attempt to follow it up.

In two papers in the 'Comptes Rendus' (vol. 94, pp. 1510-1516, and vol. 95, pp. 5-11) he has considered the case when the problem of the infinite plane may be treated as two-dimensional, and there he has tried to extend his method to two parallel planes, but had to fall back upon an assumption mathematically unjustifiable.

\section*{§44. Recapitulation of Results and Conclusion.}

Looking back upon the results obtained, we see that the general solution given has enabled us to deal with all the most important statical problems connected with the elastic equilibrium of a long beam, of finite height, in so far as the approximation involved in treating them two-dimensionally is valid; and it will be valid, if the horizontal dimension of the cross-section be either very small or very great.

Incidentally the question of the effect of concentrated loads, whether in the form
of pressure or of shear, has been discussed. In the case of a beam doubly supported and carrying a concentrated load in the middle, a convergent series has been obtained, giving the exact correction which the finite height of the beam makes it necessary to apply to Boussinesq's results for an infinite elastic solid.

The results of this part of the paper have been tested by experiments on glass beams, of which it is hoped to eventually publish an account, and they have been found to agree, on the whole, with observation.

The effects of pressing a block of elastic material which rests on a rigid plane, and the manner in which such pressure is transmitted to the plane have also been investigated. It has been found that the pressure on the plane is limited to a restricted area, outside which the elastic block ceases to be in contact with the plane.
The effects of shearing stress have next been considered, in particular the distortion which it produces in lines parallel to the axis of the beam. As in the case of the circular cylinder and in that of the infinite solid bounded by a plane, shear is found to depress those parts of the material towards which it acts.
It is also found that a discontinuity in the shear applied to the surface-although the shear remains finite-involves one of the other stresses becoming infinite, and so is a source of weakness and danger.

The behaviour of a beam under two concentrated loads, acting in opposite senses upon opposite faces of the beam, has been studied. The manner in which the shear across the section varies as these loads are made to approach each other has been exhibited by various diagrams. They show how rapidly the effects of the particular distribution of any total terminal load die out as we go away from the end. At a distance of the order of the height of the beam, they already begin to be negligible.

At a lesser distance than this, however, such effects may become exceedingly important. The case of rivets is instanced, and it is suggested that the results obtained here may give some information which shall be useful in this connection.

Finally a solution in finite terms is obtained for a beam which carries a uniform load. It is shown that the assumptions of the usual theory of flexure are in this case no longer true, but are approximately true only if the height be very small compared with the span. The correction to the curvature, as calculated from the usual formula, is found to be a constant.

With regard to the numerical work, the arithmetic has been checked wherever. possible, and it is believed that no serious error has crept in. The values of the integrals, however, have been obtained by the use of quadrature formulæ, and these may not have given a satisfactory approximation in all cases. The three first decimal places, nevertheless, should be correct. As the numerical work was undertaken chiefly to illustrate fairly large variations and to represent them by diagrams, this accuracy appears sufficient.
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\section*{Introduction:}
§ 1. In a former paper* I have considered the effect of gravitation as a factor tending towards instability, in the case of a spherical nebula of gas. The object of the present paper is to investigate the analogous problem in the case of a spherical planet, the planet being supposed composed of solid or fluid matter. The main question at issue is the following.
§ 2. So long as gravitation is neglected there can be no doubt as to the stability of an elastic solid ; any displacement increases the potential energy, and an unstressed configuration of equilibrium is therefore necessarily stable. But when gravitation is taken into account, the gravitational energy may be either increased or decreased by a displacement from equilibrium, and if a displacement can be found which effects at decrease in the gravitational potential energy of amount sufficient to outweigh the increase in the potential of the elastic forces, then the equilibrium configuration will be unstable.

Now, in \(\S 2\) of the previous paper already referred to, it was shown that for any spherical body displacements can be found such that there is a decrease in the gravitational potential. This is sufficient to prove that a spherical configuration of equilibrium may be unstable.

In the terminology of Poncarét it appears that on any "linear series" of spherical configurations there may be "points of bifurcation."

We must, therefore, attempt to settle the position of these points of bifurcation.
In particular, it will be of interest to examine whether a sphere of the size and material of the earth may be regarded as being anywhere in the neighbourhood of a point of bifurcation.

> * "The Stability of a Spherical Nebula," ' Phil. Trans.,' A, vol. 199, p. 1. †'Acta. Math.,' vol. 7, p. 259.
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\section*{Preliminary Approximation.}
§3. A rough and very simple calculation will give an approximate answer to this latter question.

Let \(a\) be the radius of a sphere, which will ultimately be taken to be the earth, M its mass, and \(\rho_{0}\) the mean density given by \(\mathrm{M}=\frac{4}{3} \pi \rho_{0} a^{3}\).

Let us use the elastic constants \(\lambda, \mu\), \({ }^{*}\) and let \(\lambda_{0}\) be the mean value of \(\lambda\). Since the sphere is supposed to be spherically symmetrical, \(\lambda, \mu\), and \(\rho\) will be functions of the single co-ordinate \(r\), the distance from the centre. Imagine \(\lambda / \lambda_{0}, \mu / \lambda_{0}\), and \(\rho / \rho_{0}\) each expressed as functions of \(r / a\), and let \(c_{1}, c_{2}, \ldots\) be the coefficients which occur in these functions, these coefficients being mere numbers and independent of the system of units in which \(\lambda, \rho\), and \(\alpha\) are measured.

Imagine a linear series of equilibrium configurations obtained by varying any one of the quantities \(\lambda_{0}, \rho_{0}\), or \(a\), while keeping the remaining two quantities and the coefficients \(c_{1}, c_{2}, \ldots\) constants. The points of bifurcation on this series will occur when the varying parameter becomes equal to some definite function of the remaining quantities and of \(\gamma\), the gravitational constant.

Hence, however the linear series are arrived at, the points of bifurcation will be given by an equation of the form
\[
\begin{equation*}
f\left(\gamma, \lambda_{0}, \rho_{0}, \alpha, c_{1}, c_{2}, \ldots\right)=0 \tag{1}
\end{equation*}
\]

Now the coefficients \(c_{1}, c_{2}, \ldots\) are mere numbers, and the only way in which \(\gamma\), \(\lambda_{0}, \rho_{0}\), and \(a\) can be combined so as to give a mere number is through the term \(\gamma \rho_{0}{ }^{2} c^{3} / \lambda_{0}\). Hence equation (1) can be expressed in the form
\[
\begin{equation*}
f\left(\frac{\gamma \rho_{0}{ }^{2} \alpha^{2}}{\lambda_{0}}, c_{1}, c_{2}, \ldots\right)=0 \tag{2}
\end{equation*}
\]

We have seen that the spherical configuration must be unstable for some values of \(\gamma, \rho_{0}, u\), and \(\lambda\) (e.g., it is always unstable for \(\gamma \rho_{0}{ }^{2} \alpha^{2} / \lambda_{0}=\infty\) ), hence equation (2) must have at least one real root between \(\gamma \rho_{0}{ }^{2} \alpha a^{2} / \lambda_{0}=0\) and \(\gamma \rho_{0}{ }^{2} \alpha^{2} / \lambda_{0}=\infty\). Let the lowest root be
\[
\begin{equation*}
\gamma \rho_{0}{ }^{2} \alpha^{2} / \lambda_{0}=\phi \tag{3}
\end{equation*}
\]
where \(\phi\) is a function of \(c_{1}, c_{2}, \ldots\); then a spherical configuration is stable so long as \(\gamma \rho_{0}{ }^{2} a^{2} / \lambda_{0}<\phi\), and becomes unstable as soon as \(\gamma \rho_{0}{ }^{2} \alpha^{2} / \lambda_{0}>\phi\).

The coefficients \(c_{1}, c_{2}, \ldots\) will, on the average, be comparable with unity, because \(\lambda, \rho\) are referred to their mean values; they are as likely (speaking somewhat loosely) to be above as to be below unity. Hence \(\phi\) itself will be comparable with unity, and
* The notation is that of Lore's 'Theory of Elastieity.' The \(m, n\) of Thonson and Tait are given by
\[
\lambda+\mu=m, \quad \mu=n .
\]
it is not at present possible to say whether it is more likely to be greater or less than unity.
§ 4. Now, in the case of the earth (Thomson and Tait, §838), we have
\[
\alpha=640 \times 10^{6} \text { centims., } \quad \rho_{0}=5.5
\]
and the value of \(\gamma\) in C.G.S. units is known to be
\[
\gamma=648 \times 10^{-10}
\]

This gives for \(\gamma \rho_{0}{ }^{2} \alpha^{2}\) the value
\[
\gamma \rho_{0}{ }^{2} e^{2}=8 \times 10^{11},
\]
whence it appears that for a sphere of the size and mass of the earth the spherical configuration will be unstable unless \(\lambda_{0}\) has a value comparable with \(8 \times 10^{11}\).

Now for steel (cf. Thomson and Tait, p. 435) the values of the elastic constants in absolute units are \(n=\mu=7.7 \times 10^{11}, m=\lambda+\mu=16.0 \times 10^{11}\), whence \(\lambda=8.3 \times 10^{11}\). We therefore see that the critical values of the elastic constants in the case of the earth are comparable with those of steel.

The foregoing calculation is, of course, very rough, but it shows that the critical values for the earth are at least in the neighbourhood of what must be supposed to be the actual values, so that we are driven to attempting a more accurate determination of these values. If the view of the present paper is sound, this approximate equality is more than a mere coincidence ; we shall see that it could have been predicted from our hypotheses of planetary evolution.

We now attempt a rigorous mathematical investigation of certain problems which have a bearing upon the astronomical questions in hand. Those readers whose interest lies in the application of the results rather than in the processes by which they are obtained may be recommended to turn at once to \(\S 22\).

\section*{The Stability of a Gravitating Elastic Solid.}

\section*{The Equations of Small Vibrations.}
§5. We shall begin by discussing the principal vibrations and the frequency equation of a spherically symmetrical solid. The case of a non-gravitating sphere has been fully discussed by Professor Lamb,** but the inclusion of the gravitational terms, as will be seen later, brings about a considerable complication in the analysis. The case of a gravitating but incompressible sphere has been considered by Bromwich, \(\dagger\) but this has no bearing on the present problem, in which the whole

\footnotetext{
* "On the Vibrations of an Elastic Sphere," 'Proc. Lond. Math. Soc.,' vol. 13, p. 189.
\(\dagger\) "On the Influence of Gravity on Elastic Waves, \&c.," ' Proc. Lond. Math. Soc.,' vol. 30, p. 98.
}
interest turns upon the compressibility. The solution which follows is, in its main points, very similar to that of Professor Lamb, so that I have not thought it necessary to give the steps of the argument in great detail.

From the symmetry of the solid it follows that the elastic constants \(\lambda, \mu\), and the density \(\rho\), will be functions of the single co-ordinate \(r\), the distance from the centre. Taking the centre as origin, we shall use rectangular co-ordinates, \(x, y, z\), and shall suppose the solid to execute a small vibration, such that the displacement of the element initially at \(x, y, z\) has components, \(\xi, \eta, \zeta\). The component of displacement along the radius will be denoted by \(u\) and the cubical dilatation by \(\Delta\), so that
\[
u=\frac{1}{r}(\xi x+\eta y+\zeta x), \quad \Delta=\frac{d \xi}{d x}+\frac{d \eta}{d y}+\frac{d \xi}{d z}
\]
§6. After displacement the density at \(x, y, z\) is
\[
\rho-\frac{d}{d x}(\rho \xi)-\frac{d}{d y}(\rho \eta)-\frac{d}{d z}(\rho \zeta)
\]
or, since \(\rho\) is a function of \(r\) only,
\[
\rho-\Delta \rho-u \frac{d \rho}{d r} .
\]

Hence the gravitational potential at \(x, y, z\) is changed by displacement from \(V\) into \(\mathrm{V}-\mathrm{E}\), where E is the potential of the following distribution of matter :-
(i.) A rolume distribution of density
\[
\begin{equation*}
\Delta \rho+u \frac{d \rho}{d r} \tag{4}
\end{equation*}
\]
(ii.) A surface distribution of which the surface density is
\[
\begin{equation*}
u\left(\rho_{0}-\rho_{1}\right) \tag{5}
\end{equation*}
\]
this being taken over every surface at which the density changes abruptly, the change being from \(\rho_{0}\) to \(\rho_{1}\) in crossing the surface in the direction of \(r\) increasing. In particular this will occur at the outer surface of the solid, the value of \(\rho_{1}\) in this case being zero.*
§7. The potential at \(x, y, z\) after displacement being \(\mathrm{V}-\mathrm{E}\), that at \(x+\xi, y+\eta\), \(z+\zeta\) will be
\[
\begin{aligned}
\mathrm{V} & +\xi \frac{\partial V}{\partial x}+\eta \frac{\partial V}{\partial y}+\zeta \frac{\partial V}{\partial z}+\frac{1}{2} \xi^{2} \frac{\partial^{2} V}{\partial z^{2}}+\ldots \\
& -\mathrm{E}-\xi \frac{\partial \mathrm{E}}{\partial z}-\eta \frac{\partial \mathrm{E}}{\partial y}-\zeta \frac{\partial \mathrm{E}}{\partial \zeta}-\ldots
\end{aligned}
\]

\footnotetext{
* In the investigations on graritating spheres given in Thonson and Tait's 'Natural Philosophy,' the course of procedure is tantamount to neglecting the rolume distribution (4), and regarding E as the potential of a surface distribution (5) alone. For this reason the result obtained differs from that of the present paper.
}

Hence the force at \(x+\xi, y+\eta, z+\zeta\) in the direction of \(x\) increasing, found by differentiating the foregoing expression with respect to \(\xi\), is, neglecting squares of the displacements,
\[
\begin{equation*}
\frac{\partial V}{\partial u}+\xi \frac{\partial^{2} V}{\partial r^{2}}+\eta \frac{\partial^{2} V}{\partial r \cdot \partial y}+\zeta \frac{\partial^{2} V}{\partial x \partial z}-\frac{\partial r}{\partial c} \tag{6}
\end{equation*}
\]

Let us suppose that, in addition to its own gravitation, the sphere is acted upon by an external field of force of potential \(\mathrm{V}_{0}\), and let us, in the usual notation, denote the six stresses by \(P, Q, R, S, T, U\). Then the equations of motion of the element at \(x+\xi, y+\eta, z+\zeta\) in the displaced configuration are three of the form
\[
\rho \frac{\partial^{2} \xi}{\partial t^{2}}=\frac{\partial \mathrm{P}}{\partial x}+\frac{\partial \mathrm{U}}{\partial y}+\frac{\partial \mathrm{T}}{\partial z}+\rho\left(\frac{\partial W}{\partial x}+\xi \frac{\partial^{2} W}{\partial x^{a}}+\eta \frac{\partial^{2} W}{\partial x} \partial_{y}+\zeta^{\partial^{2} W} \frac{\partial \mathrm{~F}}{\partial x}-\frac{\partial E}{\partial x}\right) .
\]
in which \(W=V+V_{0}\), and all the terms such as \(\frac{\partial W}{\partial x}, \frac{\partial^{2} W}{\partial e^{2}}, \ldots\) are evaluated at, \(x, y, z\), but \(\rho, \mathrm{P}, \mathrm{Q} \ldots\) are calculated in the displaced configuration at \(x+\xi, y+\eta\), \(\tau+\zeta\).
§8. Now the only case in which we have any accurate knowledge as to the values of \(\mathrm{P}, \mathrm{Q}, \mathrm{R}, \mathrm{S}, \mathrm{T}, \mathrm{U}\) is when the whole strain is small, i.e., when W is small. In the case of the earth, \(V\) is not, in this sense, small.* The only way in which we Ean proceed with any certainty is, therefore, by taking \(\mathrm{V}_{0}=-\mathrm{V}\), or \(\mathrm{W}=0\). That is to say, we must artificially annul gravitation in the equilibrium configuration, so that this equilibrium configuration may be completely unstressed, and each element of matter be in its normal state. In this case it seems justifiable to suppose loth the density and rigidity to be constant throughout the sphere, and, indeed, it is only with the help of this simplification that the equations become at all manageable.

The vibrations of this system will be of two kinds. First there are "spherical" vibrations in which the displacement is purely radial at every point, so that the solid remains spherically symmetrical after displacement, and, secondly, there is the larger class of vibrations in which the displacement is not of this simple type, so that the displaced configuration is not one of spherical symmetry.

We hope, by discussing the vibrations of this system, to obtain some insight into the corresponding vibrations of a natural non-homogeneous solid, say the earth. Now it is extremely doubtful whether the spherical vibrations of our artificial system have much in common with those of the natural system, but it will be seen later that this is of no importance. We shall not be in any way concerned with these vibrations. What we shall require is a knowledge of the unsymmetrical vibrations, and this, it is hoped, can be obtained with fair accuracy from a consideration of the corresponding vibrations in the artificial case. There must be some uncertainty even in the case of unsymmetrical vibrations, and, unfortunately, this seems to be inevitable; our
* Love, 'Elasticity,' L., p. 220.
artificial case appears to be the only case in which the equations can be solved by ordinary analysis.

We now replace \(P, Q, R, S, T, U\) by their ordinarily assumed values, and equation (7), putting \(W=0\), takes the form
\[
\begin{equation*}
\rho \frac{\lambda^{2} \xi}{\lambda t^{2}}=(\lambda+\mu) \frac{\partial \Delta}{\partial x}+\mu \nabla^{2} \xi-\rho \frac{\partial E}{\partial z} \tag{8}
\end{equation*}
\]
and there are two similar equations for \(\eta, \zeta\).

\section*{The Principal Vibrations and Frequency Equations.}
§ 9. Differentiate these three equations of motion with respect to \(x, y, z\) and add; then
\[
\begin{equation*}
\rho \frac{d^{2} \Delta}{d t^{2}}=(\lambda+2 \mu) \nabla^{2} \Delta-\rho \nabla^{2} \mathrm{E} \tag{9}
\end{equation*}
\]

Now, from the definition of \(E\), we have, in the case in which \(\rho\) is constant,
\[
\begin{equation*}
\nabla^{2} \mathrm{E}=-4 \pi \rho \Delta \tag{10}
\end{equation*}
\]
and hence equation (9) becomes
\[
\begin{equation*}
\rho \frac{d^{2} \Delta}{d t^{2}}=(\lambda+2 \mu) \nabla^{2} \Delta+4 \pi \rho^{2} \Delta . \tag{11}
\end{equation*}
\]

If we suppose \(\Delta\) proportional to \(\cos p t\), this equation assumes the form \(\left(\nabla^{2}+\kappa^{2}\right) \Delta=0\), where
\[
\begin{equation*}
\kappa^{2}=\frac{\rho\left(p^{2}+4 \pi \rho\right)}{\lambda+2 \mu} \tag{12}
\end{equation*}
\]

There is, therefore, a particular solution of (11) of the form
\[
\begin{equation*}
\Delta=r^{-\frac{1}{2}} \mathrm{~J}_{n+\frac{1}{2}}\left(\kappa r^{r}\right) \mathrm{S}_{n}(\theta, \phi) \cos p t \tag{13}
\end{equation*}
\]
where \(\mathrm{S}_{n}(\theta, \phi)\) is a surface harmonic of order \(n\), and the general solution found by summation of solutions of this type is
\[
\begin{equation*}
\Delta=\Sigma \Sigma \sum_{r}-\frac{1}{2} \mathrm{~J}_{n+\frac{1}{2}}\left(\kappa \mu^{\prime}\right) \mathrm{S}_{n}(\theta, \phi)\left(\mathrm{A} \cos p^{t}+\mathrm{B} \sin p t\right) \tag{14}
\end{equation*}
\]
where the summation extends over all possible harmonics, and over all values of \(\kappa\).
It will appear later that each term in this solution can be made to satisfy the boundary conditions, and, therefore, that each term represents a normal vibration.

The vibrations may, therefore, be classified into vibrations of order \(0,1,2\), \&c., the order being that of the harmonic which occurs in the expression for \(\Delta\). The vibrations of order \(n=0\) are the spherical vibrations already referred to.

We shall assume this provisionally, in order to avoid the continual repetition of double summation, and now proceed to evaluate \(\xi, \eta, \zeta\) and to form the boundary equations for the simple vibration given by equation (13).
§ 10. From equation (8) it appears that the displacement \(\xi\) is given by
\[
\begin{equation*}
p^{2} \rho \xi+\mu \nabla^{2} \xi=-(\lambda+\mu) \frac{\partial \Delta}{\partial x}+\rho \frac{\partial \mathrm{E}}{\partial x} \tag{15}
\end{equation*}
\]

The solution is
\[
\begin{equation*}
\xi=\frac{d \phi}{d x}+\xi_{0} \tag{16}
\end{equation*}
\]
where \(\phi\) is any solution of
\[
\begin{equation*}
p^{2} \rho \phi+\mu \nabla^{2} \phi=-(\lambda+\mu) \Delta+\rho E \tag{17}
\end{equation*}
\]
and \(\xi_{0}\) is the most general solution of
\[
\begin{equation*}
p^{2} \rho \xi_{1}+\mu \nabla^{2} \xi_{0}=0 \tag{18}
\end{equation*}
\]

It can easily be verified that a solution of equation (17) is
\[
\begin{equation*}
\phi=-\frac{1}{p^{2}}\left(\frac{\lambda+2 \mu}{\rho} \Delta-\mathrm{E}\right) \tag{19}
\end{equation*}
\]

There will be solutious for \(\eta, \zeta\) similar to (16), but the three solutions for \(\xi, \eta, \zeta\) must be such that
\[
\begin{equation*}
\frac{d \xi}{d w}+\frac{d \eta}{d y}+\frac{d \xi}{d z}=\Delta \tag{20}
\end{equation*}
\]

The left-haud nember of (20) is, from (16),
\[
\nabla^{2} \phi+\frac{d \xi_{11}}{d x}+\frac{d \eta_{10}}{d y}+\frac{d \xi_{11}}{d z}
\]
and from (19) and (17), \(\nabla^{2} \phi=\Delta\). Hence ( 20 ) is satisfied if
\[
\begin{equation*}
\frac{d \xi_{0}}{d w}+\frac{d \eta_{0}}{d y}+\frac{d \zeta_{0}}{d z}=0 \tag{21}
\end{equation*}
\]
§11. Write u for \(\frac{x}{i} \xi+\frac{y}{r} \eta+\frac{z}{r} \zeta\) as before, and \(u_{0}\) for \(\frac{x}{r} \xi_{0}+\frac{y}{r} \eta_{0}+\frac{z}{r} \zeta_{0}\). Then we shall verify that the solutions for \(u\) and \(u_{0}\) are
\[
\begin{equation*}
u=a \mathrm{~S}_{u}, \quad u_{0}=\alpha_{0} \mathrm{~S}_{u} \tag{22}
\end{equation*}
\]
in which \(\alpha, u_{0}\) are functions of \(r\), as yet unknown.
Assuming these solutions, the value of \(E\), calculated as explained in \(\oint 6\), is
\[
\begin{equation*}
\mathrm{E}=\frac{4 \pi \rho \mathrm{~S}_{n}}{2 n+1}\left\{\frac{1}{r^{n+1}} \int_{0}^{r} r^{n+\frac{3}{n}} \mathrm{~J}_{n+\frac{1}{2}}(\kappa r) d r+r^{n} \int_{r^{\prime}}^{\omega} r^{-n+\frac{2}{2}} \mathrm{~J}_{n+\frac{3}{2}}(\kappa r) d r+\frac{r^{m}}{a^{n-1}} \alpha_{o}\right\} \tag{23}
\end{equation*}
\]
where \(\alpha_{a}\) denotes \((\alpha)_{r=a}\).

We can calculate the value of the integrals which occur in this expression, and the sum of the first two terms inside the curled brackets is found to be
\[
\frac{2 n+1}{\kappa^{3}} r^{-\frac{1}{2}} J_{n+\frac{1}{2}}\left(\kappa \kappa^{\prime}\right)-\frac{r^{n}}{\kappa a^{n-\frac{1}{2}}} J_{n-\frac{1}{2}}(\kappa \alpha) .
\]

Hence we may write (19) in the form
where
\[
\phi=\mathfrak{G} S_{n}+\frac{4 \pi \rho)_{n}}{(2 n+1) p^{2}} \frac{r^{n}}{\left(a^{n-1}\right.} \alpha_{n},
\]
\[
\begin{align*}
& \mathfrak{G}=\left(\mu^{-\frac{1}{2}} J_{n+\frac{1}{2}}\left(\kappa \mu^{\prime}\right)+\mathrm{D} r^{\prime \prime} J_{n-\frac{1}{2}}(\kappa \prime) .\right.  \tag{24}\\
& \mathrm{C}=-\frac{\lambda+2 \mu}{\mu^{2} \rho}+\frac{4 \pi \rho}{\rho^{2} \kappa^{2}}=-\frac{1}{\kappa^{2}}, \\
& \mathrm{D}=-\frac{4 \pi \rho}{(2 n+1) p^{2} \kappa} a^{-n+\frac{1}{2}} .
\end{align*}
\]

We now hare, from equation (16),
and hence
\[
\begin{equation*}
u=\frac{d e n}{d n} \mathrm{~S}_{n}+\frac{4 \pi \rho n}{(2 n+1) p^{2}} \frac{p^{n-1} \alpha_{n} \varsigma_{n}}{u^{n-1}}+u_{0} \tag{26}
\end{equation*}
\]
§12. There are three boundary-conditions to be satisfied, expressing that the normal pressure and the two tangential tractions shall vanish at erery point of the free surfice. As LanB** shows, these may be represented by three symmetrical equations, to be satisfied at the surface \(r=a\), each of the type
\[
\lambda x \Delta+\mu \frac{d}{d u}(r \cdot u)+\mu\left(r \frac{d \xi}{d r}-\xi\right)=0 .
\]

Sulstituting for \(\xi\) and a firm (25) and (20) this becomes
\[
\begin{align*}
& +\mu_{(\pi n(2 n-2)}^{+2 n+1) 2^{2}} \frac{d x}{d x}\left[\frac{m^{n} \mu_{n} \Delta_{n}}{a^{n-1}}\right]+\mu\left[\frac{d}{n}\left(r u_{0}\right)+r \cdot \frac{d \xi_{n}}{d_{n}}-\xi_{0}\right]=0 \tag{27}
\end{align*}
\]
§13. Write
\[
\frac{d}{x_{x}}\left(r^{n} S_{n}\right)=r^{n-1} \omega, \quad \frac{\pi}{d x}\left(r^{-(n+1} S_{n}\right)=r^{-(n+2)} \chi
\]
so that the right-hand members are solid harmonics of degrees \(n-1\) and \(-(n+2)\) : then

\footnotetext{
* Lemie, luc. cit. ante, p. 191.
}
\[
\begin{gathered}
x \mathrm{~S}_{n}=\frac{r}{2 n+1}(\omega-\chi) \\
\frac{d}{d x}\left\{f(r) \mathrm{S}_{n}\right\}=\frac{1}{2 n+1}\left\{r^{-(n+1)} \frac{d}{d r}\left(r^{n+1} f\right) \omega-r^{n} \frac{d}{d r^{2}}\left(r^{-n} f\right) \chi\right\}
\end{gathered}
\]

From these identities it is clear that if the terms in (27) which do not depend on \(\xi_{0}\) or \(u_{0}\) are expanded in spherical harmonics, they will contain no harmonics other than \(\omega\) and \(\chi\). We therefore see that the form of \(\xi_{0}\) may be assumed to be
\[
\xi_{0}=\mathfrak{p} \omega+\mathbb{Q} \chi .
\]
where 73 and \(\mathbb{Q}\) are functions of \(r\). The value of \(u_{0}\) is
whence
\[
\begin{equation*}
u_{0}=(n-(n+1) \Omega) \mathrm{S}_{n} \tag{29}
\end{equation*}
\]
\[
\begin{equation*}
\alpha_{0}=n \mathfrak{n}-(n+1) \mathfrak{Q} \tag{30}
\end{equation*}
\]
§ 14. Substituting for \(\xi_{0}\) in (27) and equating the coefficients of \(\omega\) and \(\chi\), we obtain the two following equations which must be satisfied at \(r=a\) :-
\[
\begin{align*}
& +\frac{4 \pi \rho(2 n-2)}{(2 n+1) n^{2}}\left(\frac{r}{n}\right)^{n-1} a_{a}+\frac{1}{2 n+1} r^{-(n+1)} \frac{d}{d r}\left(r^{n+2} a_{0}\right)+r_{d r}^{n}-\frac{1}{d r}=0 . \tag{31}
\end{align*}
\]
and a second equation of a similar kind, of which the first line can be obtained from the first line of the above by writing \(-(n+1)\) for \(n\), and the second line is
\[
\begin{equation*}
-\frac{1}{2 n+1} r^{n} \frac{d}{d r}\left(r^{-(n-1)} \alpha_{0}\right)+r^{(n)} d r-\mathbb{Q} \tag{32}
\end{equation*}
\]

The expression which occurs in curled brackets in (31) can be transformed into
\[
\begin{equation*}
2\left\{r ^ { - ( n + 1 ) } \frac { d } { d r } \left(\frac{1}{r} d d^{d}\left(r^{n+1}(\sqrt{d})\right)-m r^{-(n+1)} \frac{d}{d r}\left(r^{n+1}(\sqrt{a})\right\}\right.\right. \tag{33}
\end{equation*}
\]
while the corresponding expression in (32) is seen to be
\[
\begin{equation*}
2\left\{r ^ { n + 2 } { } _ { d r } ^ { n } \left(\frac{1}{r} \frac{n}{d n^{\prime}}\left(r^{-n}(\mathbb{d})\right)+(n+1) m^{\prime \prime}\left(r^{\prime \prime}(\mathbb{d})\right\}\right.\right. \tag{34}
\end{equation*}
\]

From the value of \(a\), giren by equation (2t),
\[
\begin{aligned}
& \frac{d}{d r}\left(r^{n+1} \mathbb{G}\right)=\left(\kappa^{n+n+\frac{1}{2}} \mathrm{~J}_{n-\frac{1}{2}}(\kappa r)+(2 n+1) \mathrm{D}^{2 n} J_{n-\frac{1}{2}}(\kappa!t),\right. \\
& \left.\frac{d}{d r}\left(r^{-n}(\mathbb{G})=-\mathrm{C}_{\kappa}\right)^{-(n+2}\right) \mathrm{J}_{n+1}\left(\kappa r^{\prime}\right) .
\end{aligned}
\]

Hence expression (33) becomes
\[
2\left\{\mathrm{C}^{\prime} \kappa^{2} r^{\frac{1}{2}} \mathrm{~J}_{n-\frac{1}{2}}\left(\kappa r^{\prime}\right)-n \mathrm{C} \kappa r^{-\frac{1}{y} \mathrm{~J}_{n-\frac{1}{2}}}(\kappa r)+(2 n+1)(n-1) \mathrm{D} r^{n-1} \mathrm{~J}_{n-\frac{1}{2}}(\kappa a)\right\},
\]
of which the value at \(r=a\) is
\[
\theta_{1} \equiv 2 a^{\frac{2}{2}} \mathrm{C}^{2} J_{n-\frac{1}{2}}(\kappa a)+2\left[(2 n+1)(n-1) \mathrm{D} a^{n-1}-n a^{-\frac{1}{2}} \mathrm{C}_{\kappa}\right] \mathrm{J}_{n-\frac{1}{2}}(\kappa a) .
\]

This is the value at \(r=a\) of the term which occurs in curled brackets in equation (31). The value of the similar term in (32), namely expression (34), is seen to be

Write
\[
\begin{align*}
& \begin{array}{r}
\theta_{2} \equiv 2 a^{\frac{1}{2}} \mathrm{C}^{2} J_{n+\frac{1}{2}}(\kappa a)-2(n+1) a^{-\frac{1}{2}} \\
\mathfrak{a}=\theta_{1}+\frac{\lambda}{\mu} a^{\frac{1}{2} J_{n+\frac{1}{2}}}(\kappa a)
\end{array}  \tag{35}\\
& \mathcal{F}=\theta_{z}+\frac{\lambda}{\mu} a^{\frac{1}{2} J_{n+\frac{1}{2}}(\kappa c)} \tag{36}
\end{align*}
\]
then equations (31) and (30) become, at \(r=a\),
\[
\begin{align*}
& \mathbb{E}+a^{n} \frac{n}{d r}\left(r^{-(n-1)} \alpha_{0}\right)-(2 n+1)\left(r \frac{n}{n} \cdot(\mathbb{Q})=0\right. \tag{38}
\end{align*}
\]

Now we have, from equation (26),

Write
\[
a_{n}=\left(\frac{n \boldsymbol{C} \boldsymbol{i}}{n r^{n}}\right)_{r=u}+\frac{4 \pi \rho n}{(2 n+1) p^{2}} \alpha_{n}+\left(\alpha_{0}\right)_{r=a}
\]
\[
e=\left[1-\frac{4 \pi \rho n}{(2 n+1) l^{2}}\right]^{-1} \equiv \frac{p^{2}(2 n+1)}{(2 u+1) p^{2}-4 \pi \rho n},
\]
then this last equation becones
\[
a_{c}=c\left(a_{0}+\frac{d\left(c_{i}\right)}{(i)_{r=a}}\right.
\]

Now, at \(r=a\),
\[
\begin{aligned}
& u^{-(n+1)} \frac{d}{d n}\left(n^{n+2} \alpha_{0}\right)=(n+2) \alpha_{0}-a^{d x_{n}} \frac{d i}{d i} \\
& u^{n}{ }_{d r}^{d}\left(r^{-(n-1)} \alpha_{0}\right)=-(n+1) \alpha_{0}+u^{d \alpha_{n}}
\end{aligned}
\]
and equations (38) and (39) become
\[
\begin{align*}
& \mathfrak{a}+\frac{4 \pi \rho(2 n-2)}{p^{2}}\left(\alpha_{0}+\frac{d \mathfrak{a}}{d r}\right)+(n+2) \alpha_{0}-a \frac{d \alpha_{0}}{d r}+(2 n+1)\left(r \frac{d \rho}{d p}-\mathfrak{a p}\right)=0 .  \tag{40}\\
& \mathcal{E}-(n+1) \alpha_{0}+a \frac{d \alpha_{0}}{d r}-(2 n+1)\left(r \frac{d \Omega}{d n}-\mathbb{Q}\right)=0 \text {. }
\end{align*}
\]
in which \(r\) must be put equal to \(a\).
§ 15. Now \(\dot{\xi}_{0}\) is known to be a solution of equation (18), and hence, from equation (28), we may assume
where
\[
\begin{equation*}
h^{2}=p^{2} \rho / \mu \tag{42}
\end{equation*}
\]

It follows that at \(r=a\) we may write
\[
a \frac{d \mathrm{~B}}{d r}=\mathrm{A} \ddagger, \quad a \frac{d \Omega}{d r}=\mathrm{BQ},
\]
where
\[
\begin{align*}
& \mathrm{A}=a \frac{d}{d n} \log \left(u^{\left.-\frac{1}{\mathrm{v}} \mathrm{~J}_{n-\frac{1}{2}}\left(l_{1} a\right)\right) .}\right.  \tag{43}\\
& \mathrm{B}=a \frac{d}{d a} \log \left(a^{-\frac{1}{d} \mathrm{~J}_{n+\frac{3}{2}}}(h(a)) .\right. \tag{44}
\end{align*}
\]

Hence, from (30), we have at \(r=a\),
\[
\begin{equation*}
\alpha \frac{d \alpha_{0}}{d v}=n \mathrm{~A}\{\mathfrak{l}-(n+1) \mathrm{B} \mathfrak{Q} \tag{45}
\end{equation*}
\]

Lastly, we have from (28)
\[
\xi_{n}=\mathfrak{f} r^{-n-1} \frac{d}{d n}\left(r^{n} \mathrm{~S}_{n}\right)+\mathfrak{Q} r^{n+2} \frac{d}{d n^{n}}\left(r^{-(n+1)} \mathrm{S}_{n}\right) .
\]

In order that (21) may be satisfied, we must have
\[
\begin{equation*}
\frac{d}{d r}\left(\underline{1} 2 r^{-(n-1)}\right) n r^{n-1}-\frac{d}{d r}\left(\mathbb{Q} r^{n+2}\right)(n+1) r^{-(n+2)}=0 . \tag{46}
\end{equation*}
\]

Substituting for 9 and \(\mathbb{Q}\), we find that this is satisfied for all values of \(r\) if
i.e., if we have, at \(r=n\),
\[
\begin{equation*}
n \mathfrak{a}_{0}+(n+1) \mathfrak{a}_{0}=0 \tag{47}
\end{equation*}
\]
where
\[
\begin{equation*}
\mathfrak{a}=\theta 23 . \tag{48}
\end{equation*}
\]
\[
\begin{equation*}
\theta=-\frac{n \cdot J_{n+\frac{3}{3}}(l(n)}{n+1 \cdot I_{n-\frac{1}{2}}(h(n)} \tag{4.9}
\end{equation*}
\]

Equations (40) and (41) now assume the forms
\[
\begin{align*}
& \mathfrak{G}+\frac{4 \pi \rho(2 n-2) e}{p^{2}} \frac{d \mathfrak{G}}{d n}+\exists\left[\frac{4 \pi \rho(2 n-2) e}{p^{2}}(n-(n+1) \theta)+\left(n^{2}-1\right)+\left(n^{2}+3 n+2\right)\right. \\
& +(3 n+1) \mathrm{A}-(n+1) \mathrm{B} \theta]=0 . \tag{50}
\end{align*}
\]
in which \(r\) must be put equal to \(a\).
The general frequency equation may be found at once by the elimination of \(\{\), the values of \(\mathfrak{a}\) and \(\mathfrak{H}\) being given by equations (36) and (37).

\section*{Points of Bifurcation.}
\(\$ 16\). The interest of the question lies in the position of the points of bifurcation ; to find these we must put \(p^{2}=0\) in the frequency equation. The reason why it was not possible to put \(r^{2}=0\) at an earlier stage will be understood by those who have read the former paper "On the Stability of a Spherical Nebula." In the present instance it is, perhaps, sufficient to say that putting \(p^{2}=0\) at an earlier stage would have led to an entirely misleading result. Upon putting \(p^{2}=0\) in equations ( 50 ) and (31) we find that the two brackets multiplying vanish, and we therefore see that \(\boldsymbol{q}^{2}\) must be treated as an infinite quantity of the order of \(1 / p^{2}\).

Expanding these brackets as far as \(p^{2}\), and then putting \(p^{2}=0\), we find that the two equations become
\[
x_{1}-7 p_{1}^{2} y_{1}=0 . \quad \cdot(52), \quad x_{2}+3 p^{2} y_{2}=0 \cdots \cdots(53),
\]
where
\[
\begin{aligned}
x_{1}=\Omega & +\frac{4 \pi \rho(2 n-2) \cdot \frac{\pi(\mathbb{G}}{n}, \quad x_{2}=\tilde{1},}{n^{2}}, \\
y_{1} & =\frac{(n-1)(2 n+1)^{2}}{2 n \pi \rho}+\frac{\rho a^{2}}{\mu}\left\{\frac{2\left(2 n^{2}-1\right)}{(2 n+1)(2 n+3)}-\frac{3 n+1}{2(n+1)}\right\} \\
y_{2} & =\frac{\rho u^{2}}{\mu} \frac{n}{2(2 n+1)(2 n+3)} .
\end{aligned}
\]

The equation giving points of bifurcation is, of course,
\[
\begin{equation*}
x_{1} y_{2}+x_{2} y_{1}=0 \tag{54}
\end{equation*}
\]

The values of \(x_{1}\) and \(x_{2}\) are found, after some simplification, to be

Now, it has already been seen that \(C=-\frac{1}{\kappa^{2}}(\mathrm{p} \cdot 104)\). If we substitute this value for ( ) write \(x\) for \(\kappa\) re and simplify equations (55) and (56) as far as possible, we have
\[
\begin{equation*}
x_{1} a^{-\frac{1}{2}}=\frac{\lambda+\ddot{2} \mu}{\mu} J_{n+\frac{1}{2}}(x)+\frac{\ddot{\partial}(2 n+1)^{2}(n-1)}{m n^{2}} J_{n+\frac{1}{2}}(x)-\frac{\underline{2}(n-1)(3 n+2)}{n x} J_{n+\frac{1}{2}}(x) . \tag{57}
\end{equation*}
\]
\[
x_{2} a^{-\frac{1}{2}}=\begin{gather*}
\lambda+2 \mu  \tag{58}\\
\mu
\end{gather*} \cdot J_{n+\frac{1}{2}}(x)-\frac{2(n+2)}{x} J_{n+\frac{3}{2}}(x) .
\]
\[
\begin{align*}
& x_{1}=\frac{\lambda}{\mu} a^{\frac{1}{2}} J_{n+\frac{1}{2}}(\kappa a)+2 C\left\{\epsilon ^ { \frac { 1 } { 2 } } \kappa ^ { 2 } \cdot J _ { n - \frac { 1 } { 2 } } \left(\kappa(u)-n a^{-\frac{1}{2}} \kappa J_{n-\frac{1}{2}}\left(\kappa(t)-\frac{(n-1)(2 n+1)}{n} \frac{d}{d u}\left(a^{\frac{1}{2}} J_{n+\frac{1}{2}}(\kappa a)\right)\right\}\right.\right. \\
& +\frac{2(n-1)(2 n+1)}{n \kappa} a^{-1} J_{n-\frac{1}{2}}(\kappa a) .  \tag{55}\\
& x_{2}=\frac{\lambda}{\mu} a^{\frac{1}{2} J_{n+1}}\left(\kappa^{\prime}(1)+2 a^{2} C^{2} \kappa_{n+\frac{1}{2}}(\kappa a)-2(n+1) a^{-2} U_{k} J_{n+\frac{2}{2}}(\kappa a) .\right. \tag{亏~F}
\end{align*}
\]
while the value of \(y_{1}\) and \(y_{2}\) may be written in the form
\[
\begin{align*}
& y_{1}=\frac{\rho u^{2}}{\mu}\left\{-\frac{4 n^{3}+20 n^{2}+21 n+7}{(2 n+1)(2 n+2)(2 n+3)}+\frac{2(n-1)(2 n+1)^{2}}{n w^{2}} \frac{\mu}{\lambda+2 \mu}\right\} .  \tag{59}\\
& y_{2}=\frac{\rho u^{2}}{\mu} \frac{n}{2(2 n+1)(2 n+3)} \cdot \ldots \cdot \cdot . \tag{60}
\end{align*}
\]

The equation giving points of bifurcation can now be found by substituting these values in equation (54).
§17. This equation will have roots corresponding to the different integral values of \(n, n=0,1,2 \ldots\); these determine points of bifurcation such that the critical vibrations are of orders \(n=0,1,2 \ldots\) respectively.

Of these the points of bifurcation of zero order are of no importance. The reason is exactly similar to that given in the case of a spherical nebula. ( \(\$ 28\) of the paper already quoted); namely, that a point of bifurcation of order \(n=0\) does not indicate a departure from the spherical shape. We therefore will only discuss values of \(n\) different from zero.
\[
\text { Case of } \mu=0 \text {. }
\]
§ 18. Before discussing the general form assumed by equation (54), it will be well to consider the simple case of \(\mu=0\). Putting \(\mu=0\), we obtain fiom equations (57) and (58)
\[
x_{1}=x_{2}=\frac{\lambda+\mu}{\mu} a^{\frac{1}{2}} J_{n+\frac{1}{2}}(x)
\]

Refering to equations (52) and (53) we see that the equation giving points of lifurcation is
\[
\begin{equation*}
J_{n+\frac{1}{2}}(x)=0 \tag{61}
\end{equation*}
\]

The lowest roots of various orders other than zaro are
\[
\begin{array}{lcccc}
n=1, & 2, & 3, & 4, & 5, \\
x=4 \cdot 49, & 5 \cdot 76, & 6 \cdot 98, & 8 \cdot 18, & 9 \cdot 37, \& c_{0}
\end{array}
\]
the roots continually increasing with \(u\). Thus the first point of bifurcation is given by \(x=4 \cdot 49\), and the critical vibration is of order \(n=1\).

\section*{Case of \(\mu\) Different from Zero.}
§ 19. The general equation in which \(\mu\) is not put equal to zero is much more complicated than equation (61), which has just been considered. If we write \(u_{n}\) for \(J_{n+\frac{1}{2}}(x) / J_{n-\frac{2}{2}}(x)\), it will be seen that the equation giving points of bifurcation of order \(n\) is of the form
\[
u_{n+1}=\text { an algebraic function of } x \text { and of }(\lambda+2 \mu) / \mu
\]

VOL. CCI. \(-\Lambda\).

To obtain approximate numerical solutions, my plan has been to draw graphs of the functions \(u_{n}\), and in this way obtain a graphical solution of the equations for different values of \(\mu\). 'There is no difficulty in drawing graphs of the functions \(u_{n}\); these are trigonometrical functions, and we have
\[
u_{1}=\frac{1}{n}-\cot x
\]
while the successive \(u\) 's are comected by the relation
\[
u_{n+1}=\frac{2 n+1}{n}-1
\]

To save space I have suppressed all details of this somewhat tedious part of the work. The result for \(n=1,2,3\) are given in the following table:-

Lowest Values of \(x\).
\begin{tabular}{|c|c|c|c|}
\hline & \(\mu=0\). & \(\mu=\frac{1}{2} \lambda\). & \(\mu=\lambda\). \\
\hline\(n=1\) & \(4 \cdot 49\) & \(4 \cdot \dot{2}\) & \(4 \cdot 0\) \\
\(n=2\) & \(5 \cdot 76\) & \(5 \cdot 6\) & \(5 \cdot 4\) \\
\(n=3\) & \(6 \cdot 98\) & \(6 \cdot 8\) & \(6 \cdot 7\) \\
\hline
\end{tabular}

For large values of \(n\) it will be found that equation (54) reduces approximately to \(x_{2}=0\), and hence that for any value of \(\mu\) the lowest value of \(x\) is slightly less than the corresponding value in the case in which \(\mu=0\).

\section*{The First Point of Bifurcution.}
\(\$ 20\). It therefore appeas that the first point of bifurcation may be safely assumed to be of order \(n=1\). The value of \(x\) for which it occurs will have some value between 4.0 and \(4 \cdot 49\), according to the value of \(\mu / \lambda\). Now \(x=\kappa a\), and the value of \(\kappa^{2}\) is \(4 \pi \rho^{2} /(\lambda+2 \mu)\). Hence the first point of bifurcation is approximately given by
\[
\frac{4 \pi \rho^{2} u^{2}}{\lambda+2 \mu}=\left\{\begin{array}{l}
4 \cdot 00^{2}=16 \cdot 00, \text { when } \mu=\lambda \\
4 \cdot 49^{2}=20 \cdot 16, \text { when } \mu=0 .
\end{array}\right.
\]

In equation (3) we supposed this point of bifurcation to be given by
\[
\gamma \rho_{0}{ }^{2} a^{2} / \lambda_{0}=\phi
\]

In our present analysis we have already taken \(\gamma=1\); if we take \((\lambda+2 \mu)\) to be identical with our fomer \(\lambda_{0}\), we see that the actual values of \(\phi\) are roughly
\[
\phi=1 \cdot 60, \text { when } \mu=0, \quad \phi=1 \cdot 27, \text { when } \mu=\lambda . \text {. }
\]
* It will lee fomed that the first point of lifurcation is given, with great accuracy, by the single equation \(\rho^{2} \mu^{2} /\left(\lambda+\frac{\pi}{\partial} \mu\right)=1 \cdot 6\) for all values of \(\mu\) between 0 and \(\lambda\). This is of interest, as showing the relative importance of \(\lambda\) and \(\mu\) in maintaining stability. As might be foresecn, the importance of \(\mu\) relatively to \(\lambda\) increases as \(n\) increases, and for \(n=\infty\), the factor \(\lambda+\frac{7}{5} \mu\) must be replaced by \(\lambda+2 \mu\).

We have now found a closer approximation to the value of \(\phi\) than that which was given in § 3, and have obtained the additional information that instability first enters through a vibration of order \(n=1\). It must, however, be borne in mind that these results are only true of the special and somewhat artificial case specified in \(\S 8\).

\section*{Comparison with the Case of a Spherical Nebula.}
§21. It will be seen that the general argument of \(\S 3\) will apply to the case of a gaseous planet or nebula if \(\lambda\) be taken to mean the pressure in the gas. In this case, however, the laws of distribution of density and pressure are not independent. If the gas is in conductive equilibrium throughout, the planet or nebula must be supposed to extend to infinity, and for these conditions the criterion of stability was worked out in the former paper already referred to. Calling the elasticity of the gas \(\kappa\), the first point of bifurcation was found to be reached when the function \(\mathrm{L}_{r=\infty}^{t} \frac{2 \pi \rho r^{2}}{\kappa}\) attains a certain finite value. Now \(\operatorname{L}_{r=\infty}^{t} \rho\) vanishes in comparison with \(\rho_{0}\), the mean density, so that writing a for the radius of the nebula, and \(\lambda_{0}\) for the mean pressure \(\left(\lambda_{0}=\kappa \rho_{0}\right)\), we have, at this first point of bifurcation
\[
2 \pi \rho_{0}{ }^{2} a^{2} / \lambda_{0}=\infty
\]

Comparing this with the general result obtained in \(\S 3\), we see that in this extreme case the value of \(\phi\) becomes infinite. This result is only of importance to the present investigation as showing the tendency of a concentration of density about the centre. It seems to show that as the density becomes more concentrated about the centre, the value of \(\phi\) may be expected to increase. We are therefore led to expect that in general \(\phi\) will have a value rather greater than that found for it upon the assumption of homogeneity of density.

\section*{Recapitulation and Discussion of Results.}
§22. It will be well to recapitulate our results before attempting to draw any deductions from them.

We consider a spherically symmetrical mass of solid, liquid, or gaseous matter. We denote the radius of this by \(a\), the mean density by \(\rho_{0}\), and the mean value of \(\lambda\) by \(\lambda_{0}\), where \(\lambda\) denotes an elastic constant or the pressure of the fluid, according as the matter is solid or fluid. We have seen that the stability of this dynamical system depends upon the value of the function \(\gamma \rho_{0}{ }^{2} \mu^{2} / \lambda_{0}\), a pure number. When \(\gamma=0\) (i.e., when we deal with artificial matter which is totally devoid of gravitation) there can be no doubt that the system is stable. We have seen that a point of bifurcation occurs when the number \(\gamma \rho_{0}{ }^{2} a^{2} / \lambda_{0}\) has a certain value \(\phi\). It has not been proved in the present paper that an exchange of stabilities accompanies this point of bifurcation,
but it will be seen that, with slight alterations, the proof of the exchange of stabilities for the spherical nebula, which was given in \(\S 28\) of the earlier paper, can be made to apply to the present case. Admitting this, it appears that the spherical system which is at present under discussion will be stable so long as \(\gamma \rho_{0}{ }^{2} a^{2} / \lambda_{0}\) is less than \(\phi\), and becomes unstable so soon as \(\gamma \rho_{0}{ }^{2} d^{2} / \lambda_{0}\) exceeds \(\phi\).
§ 23. The next question is as to the exact value of \(\phi\), and as to the vibration through which instability enters at the point of bifurcation. 'To the first part of the question we have not been able to obtain a very definite answer. This matters the less, since the numerical data which would have to be used in making any applications of our results are not themselves very definite. On the whole, the uncertainty in the value of \(\phi\) is not much greater than the uncertainty in the value of the numerical data (or, what comes to the same thing for our present purpose, the uncertainty in our knowledge of the law of compressibility and distribution of density in the planets of onr system).

The general argument of \(\S 3\) showed that \(\phi\) must, except in extreme cases, be comparable with unity. We then examined an artificial case : a planet in which the density and elasticity were constant throughout-this system being made mechanically possible by introducing an external field of force, of amount just sufficient to annul gravitation in the equilibrium configuration. For this system \(\rho_{0}\) was, of course, taken equal to \(\rho\), the uniform density, and \(\lambda_{0}\) was taken to be equal to \(\lambda+2 \mu\) in the notation of Love, or \(m+n\) in the notation of Thomson and Tait. The value of \(\phi\) depends, of conrse, on the ratio \(\mu / \lambda\) or \(n / \mathrm{m}\). For \(\mu / \lambda=0\) we found \(\phi=1 \cdot 6\); for \(\mu / \lambda=1\) we found \(\phi=1 \cdot 27\); for intermediate value of \(\mu / \lambda\) we saw that the value of \(\phi\) was intermediate between these two values.

The planets to which we wish to apply our results do not possess uniform density : it is almost certain that in every case the mean density is much greater than the surface density. The general argument of \(\S 3\) shows that there is still a point of hifurcation corresponding to a value of \(\phi\) which is comparable with unity, but affords no evidence as to the change which a concentration of density will effect in the valne of \(\phi\). We therefore examined a case in which there is an infinite concentration of density-the case of a spherical nebula extending to infinity-and found that in this extreme case the value of \(\phi\) becomes infinite. It therefore seems probable that a concentration of density is attended by an increase in the value of \(\phi\). As a working hypothesis we shall assume for the planets of the solar system the uniform vahe \(\phi=2\). It must be left to the reader to form a judgment as to the amount of error involved in this assumption, but it will, perhaps, be admitted that results depending upon it will at least be right as regards order of magnitude. It will be seen later that considerable variation in the value of \(\phi\) is possible before the astronomical evidence which we are going to bring forward is seriously invalidated.
§24. As regards the natme of the vibration throngh which instability of the spherical confignration enters, we are able to come to a more definite conclusion. In
each of the cases referred to in the last section this vibration is found to be one of order \(n=1\), i.e., one in which the displacement at every point is proportional to the first harmonic. This is the result which we should naturally expect-just as we expect a mass of liquid to become unstable through long surface waves sooner than through short ones. We shall, therefore, suppose it to be true of the planets in general. It is conceivable that planets could be artificially constructed for which this assumption would not be true, but, at present, since we have not a complete knowledge of the structure of the planets and are therefore compelled to make some assumptions, it seems as if the assumption just made is far and away the best to take as a working hypothesis.

\section*{Application to the Nebular Hypotitests.}

\section*{Theoretical Conclusions.}
§ 25 . In the former paper, already referred to, the suggestion has been put forward that the instability of a nebula, sum or planet, which, upon the nebular hypothesis, is supposed ultimately to result in the ejection of a satellite, may be largely brought about by a gravitational tendency to instability of the kind we have been investigating. Let us, for the moment, take an extreme hypothesis, and imagine that this agency is the preponderating agency, and that the rotational tendency to instability may be disregarded in comparison.

Upon this hypothesis let us consider the case of an approximately spherical planet or sun which is known to have thrown off a satellite. Before the ejection of this satellite commenced, the primary mass would have an approximately spherical form, for which \(\rho_{0}{ }^{2} a^{2} / \lambda_{0}\) would be below the critical value \(\phi\). When this critical value is reached, a divergence from the spherical form occurs, and a series of new processes begins. We are not now concerned with the details of these processes, but they must be supposed ultimately to result in the ejection of a satellite. It must be noticed that we are not supposing the primary to be devoid of rotation-for this would be inconsistent with the ejection of a satellite-but are supposing the rotation to be so small that the rotational tendency to instability is small in comparison with the gravitational.

If we suppose one or more satellites to have been ejected, and the primary to have regained an approximately spherical form, the new value of \(\rho_{0}{ }^{2} a^{2} / \lambda_{0}\) must be less than \(\phi\). Now every satellite of which we have any knowledge, in our own system at any rate, is small in comparison with the primary. A legitimate inference seems to be that the ejection of a satellite is only a. small part of the life-history of the primary. We shall not, however, need to make any assumption so definite as this, but shall suppose only that the values of \(\rho_{0}, a, \lambda_{0}\) for the primary after ejection are
nearly equal (i.e., equal, except for a multiplying factor of, say, \(1 \frac{1}{4}\) or \(1 \frac{1}{2}\) ) to the values of the same quantities before the process of ejection commenced.

All this may be summed up, with sufficient accuracy for the present investigation, in the statement that when the ejection of a satellite is taking place the value of \(\rho_{0}{ }^{2} a^{2} / \lambda_{0}\) must be nearly equal to \(\phi\).

> Courlinsions Tested by the Soler System.
\(\$ 26\). To a certain extent the solar system supplies material for testing this conclusion. Let \(\rho_{0}\), a denote the present mean density and radius of any member of the system which is known to have thrown off a satellite, and let \(\lambda_{0}\) be the mean value of \(\lambda\), whether this denotes a pressure or an elastic constant, then we may write
\[
\rho_{0}{ }^{2} \alpha^{2} / \lambda_{0}=\theta \phi
\]

At the time at which the satellite was ejected the same equation ought to hold with \(\theta\) nearly equal to unity. Unfortunately we have no knowledge as to the changes which will have taken place in \(\rho_{0}, a, \lambda_{0}\) since the ejection of the last satellite. We shall, for a rough approximation, neglect these changes altogether, take \(\theta=1\), \(\phi=2\), and examine to what extent the equation
\[
\begin{equation*}
\rho_{0}{ }^{?} \cdot a^{2} / \lambda_{0}=2 \tag{62}
\end{equation*}
\]
holds for the solar system as it now stands.
It will be remembered that there are three sources of error in this equation :-
(i.) We are neglecting the effect of rotation in bringing about the ejection of a satellite.
(ii.) We are neglecting the changes which have taken place since the ejection of the last satellite.
(iii.) We are using an arbitrarily chosen value for \(\phi\), and applying this to every planet, while we know, from the difference in the physical constitutions of the planets, that the value of \(\phi\) must be different for each.

These three sources of error would each be serious if we were attempting to get accurate results, but as our calculations are necessarily only of the roughest kind, we may be content to neglect them.
§27. In the accompanying table the masses and radii of the sum, and of those planets which possess satellites, are given in the first two columns; the value of mass/(radius) \({ }^{2}\) is given in the third. The units are so chosen that the earth is measured by unity in each of these columns. Venus is included for the sake of comparison, although the existence of a satellite is extremely doubtful.


If our hypotheses give a fair account of the facts the numbers in this third column will be proportional to \(\sqrt{ } \lambda_{0} \phi\). Assuming for \(\phi\) the uniform value \(\phi=2\), we can calculate the actual values of \(\lambda_{0}\), and these are given in the fourth column.
§ 28. Knowing nothing about the variation in \(\lambda_{0}\), we shall be content as a preliminary hypothesis to suppose it to have the same value for each planet. Combining this with the hypotheses already formulated, we notice that \(\sqrt{\lambda_{0} \phi}\) ought to have the same value for each planet, as therefore ought also the function mass/(radius) \({ }^{2}\), which is tabulated in column (3).

It will be seen at once that there is a certain amount of uniformity about the numbers in this column, but it requires some consideration to determine how much significance is to be attached to this uniformity.

Now, apart from any hypothesis as to how the solar system originated or reached its present configuration-i.e., regarding the solar system as a fortuitous collection of bodies of varying sizes-we should expect the mean density to be greatest in the greatest planets. We should, therefore, expect the quantity (mass)/(radius) \({ }^{2}\) to be more variable than the radius. In other words, we should, it priori, expect less uniformity in the third column than in the second. Judged by this criterion, the uniformity of the numbers in the third column would be very significant. Further, the variation in these numbers is of the kind we should expect. For instance, it is known that the density of Jupiter is very much greater near the centre than near the surface; we should accordingly expect a large value of \(\phi\), and therefore a large entry in the third column. The same argument would apply to the Sun, but the pliysical constitution of the Sun is probably so different from that of the planets that there could be no surprise at the Sun figuring as an exceptional case. Another exception is that of Mars. Part of the discrepancy might, perhaps, be attributed to the
smallness of the planet, but the figure in the fourth column would seem to suggest that rotational instability must have played a large part in the creation of the Martian satellites.

If, on the other hand, we begin by regarding the planets not as a fortuitous collection of bodies, but as a series of satellites all ejected from the same primary, the case is different. For here we should expect the smaller planets to have cooled more than the heavier ones, and therefore to be at a lower temperature. Against this must be set the fact that the heavier planets will probably have the greatest concentration of density about the centre, and the greatest mean pressure. The first consideration tends to increase the value which we should expect for the mean deusity of the smaller planets as compared with that of the greater ones; the second consideration tends in the opposite direction. We can hardly profess to estimate the relative weights of these two considerations with any approach to accuracy; perhaps it is best to revert to the argument given in the last paragraph, while bearing in mind that the approximate equality of our numbers may become considerably less significant as soon as the question of relative temperature is taken into account.
§29. We now consider the evidence afforded by the absolute ralue of our figures. After allowing for the exceptional cases, it appears that the value of \(\lambda_{0}\) for the earth and for most of the planets is about \(4 \times 10^{11}\). In other words, if we suppose these planets suddenly to resume the molteu state, while retaining their present mass and radius, the spherical form will be stable or unstable according as the mean value of \(\lambda+2 \mu\) is greater or less than \(4 \times 10^{11}\). In the molten state we may take \(\mu=0\), and the value \(\lambda=4 \times 10^{11}\) corresponds to a value equal to about half of that of steel, for which \(\lambda=8: 3 \times 10^{11}\). If, however, we attempt to trace the history of a planet backward in time, we cannot suppose the mass and radius kept constant: the mass may be constant, but the radius will increase. Under these conditions we find that the critical value of \(\lambda_{0}\) will be inversely proportional to the fourth power of the radius, and will, therefore, be somewhat less than the value \(\lambda=4 \times 10^{11}\). It would be extremely difficult to form a reliable estimate of what this corrected value for \(\lambda\) ought to be, and equally difficult to estimate what would be the actual ralue of \(\lambda\) for molten material similar to that of which our planets must have been composed when in the molten state. Our argment is that the two ralues of \(\lambda\) are at least of the same order of magmotude, and probably equal, except for maccuracies in our calculations.

Comperison of the Rotational and Giavitational IHypotheses.
§30. We may couclude this part of our work by comparing two extreme hypotheses: the first referring the phenomena of planetary evolution solely to rotational, and the second solely to gravitational instability.

Given the approximate values of \(\lambda\) and \(\rho\) for a planet, and the fact that this
planet has thrown off a satellite, the former hypothesis leads to a certain inference as to the angular momentum of the system ; the latter to an inference as to the radius of the primary. The former hypothesis leads to no inference at all as to the size of planets which are to be expected-they are as likely to be of the size of billiard balls as of the size of the planets of our system-while the latter leads to no inference as to the angular momentum of the system, but presupposes it to be small. The contention of the present paper is that the inferences which are drawn from the former hypothesis are not borne out by observations on the planets of our system, while those which are drawn from the latter are borne out as closely as could be expected. The true hypothesis must of necessity lie somewhere between the two extremes which we are comparing, and our evidence seems to show that it is much nearer to the latter (gravitational) than to the former (rotational). *

\section*{Stresses and Tibrations in the Earth.}
§31. It has already been seen that in dealing with a gravitating sphere of the size of the earth it is necessary to take into account terms which are omitted by Lord Kelfin and others-the terms which introduce into our equations the gravitational tendency to instability.

It is of some importance to know whether the existing solution for the vibrations and displacements of the earth would be altered to an appreciable extent by the inclusion of these terms. The general frequency-erpuation which is given on p. 167 is too complicated for manipulation, and is, moreover, open to the objection that it does not represent the facts of the case; for, inside the earth, the strains caused by permanent graritation camot legitimately be treated as small. \(\dagger\)
§ 32. Considerations of a general nature will, however, give us some insight into the question. In an imaginary earth, in which \(\lambda, \mu\) are infinitely great, the gravitational terms will be of no importance in comparison with those representing the elastic stresses. The true solution will, therefore, become identical with the classical solution in which the gravitational terms are neglected. For smaller valucs of \(\lambda, \mu\) the error will lecome appreciable, and if \(\lambda, \mu\) continue to decrease this error will become infinite as soon as the first point of bifurcation is reached; for at a point of bifurcation the application of an infinitesimally small external force will produce a finite displacement in the solid. For intermediate values of \(\lambda, \mu\) the error will be small if \(\lambda, \mu\) are great compared with the critical values of \(\lambda, \mu\) at the point of bifurcation, and great if \(\lambda, \mu\) are near to these critical values.

\footnotetext{
* In addition to the inference as to the size of the planets, the hypothesis of gravitational instability leads to a further inference as to the distances of the fixed stars. This has been diseussed in my former paper, "On the Stability of a Spherical Nebula" ( 48 ) and bere also the results seem to agree with observation as closely as could reasonably be expected.
\(\dagger\) Cirree, 'Camb. Phil. Soc. Proc.,' vol. 14, or Love, 'Elasticity,' vol. 1, 1. 220,
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§33. The most reliable evidence as to the actual values of \(\lambda, \mu\) is to be obtained from the phenomena of earthquake propagation.* From the "time curres" given in the British Association Report presented at the 1902 meeting, there seems to be little doubt that the so-called "large-waves" are propagated merely through a thin crust on the earth's surface, while the "preliminary tremor" is propagated in a sensibly straight line through the earth itself. The average velocity of propagation is found to be about \(9 \cdot 7\) kiloms. per second, and this is independent of the length of the path. The inference is that \((\lambda+2 \mu) / \rho\) is nearly constant throughout the earth's interior, and that its value is about \(\left(9.7 \times 10^{5}\right)^{2}\) or \(9.4 \times 10^{11}\). If we suppose the mean value of \(\rho\) to be \(5 \cdot 5\), this gives for the mean value of \(\lambda+\ddot{\mu} \mu\),
\[
\lambda+2 \mu=51.7 \times 10^{11}
\]

Now, the critical mean value of \(\lambda+\imath \mu\) which corresponds to the first point of bifurcation has already been seen to le about \(4 \times 10^{11}\). It would, therefore, appear that the error introduced in the classical solution for the displacements and stresses is apmeciable, although not great-it is probably comparable with the error to which attention has already heen attracted by Chree. \(\dagger\)

Figure of the Eabth.
Theoreticul Conclusions.
§34. From the evidence of the last section it will be seen that there is an orerwhelming probability that the values of the elastic constants of the earth are such that a state of spherical symmetry would be one of stable equilibrium.

Whether or not the earth is at present in a state of spherical symmetry is a different question; rarious indications and, in particular, the inequality in the distribution of land between the two hemispheres of the globe suggest that it is not so.

Now. even if the material of the earth is at the present moment of sutficient strength to maintain a spherical contiguration in spite of the gravitational tendency to instability, it dues not seem probable that it has always been so. Louking backwards in time we must come to a stage in which the material of the earth was plastic, and, further lack still, fluid. At this time the value of \(\lambda\) would be much smaller than its present value, and, as already pointed out in \(\S 29\), would probably be about equal to the critical value for the planet at that period of its existence. There would. therefore, seem to be a sufficient reason for considering the possibility that the earth, at the moment at which consolidation set in, was not in a state of spherical symmetry. Let us examine some of the consequences of this conjecture.

\footnotetext{
* Professor Milae has kindly assistua me in this question.
\(\dagger\) Loc. cit. unte.
}

It is easy to see that enormous stresses would be set up in the interior of the earth after consolidation. An equilibrium configuration depends in general upon the compressibility of the material, and a configuration which was one of equilibrium for the compressibility which obtained at the moment of solidification would not remain so after the incompressibility and rigidity of the material had increased by cooling. If we suppose the earth to cool in an unsymmetrical configuration the stresses set up will soon become very great. In fact, Professor Darwin has shown that the stresses which would be produced by the weights of our continents in an earth initially homogeneous (i.e., by an irregularity of less than a thousandth part of the radius) would be so great that the material would be near the breaking point.*

We must therefore suppose that as the earth cools and the elastic constants change there will be a series of ruptures resulting from the stresses set up in the interior. The configuration will become approximately spherical (spheroidal if rotation is taken into account) as soon as the point of bifurcation is passed.

The fact that the ultimate configuration is reached only as the result of a long succession of ruptures puts the whole question outside the range of exact mathematical treatment. We can, however, see that the final configuration (disregarding rotation) will probably not be quite spherical, but will retain traces of the initial unsymmetrical configuration.
\(\$ 35\). Before we can attempt to decide whether or not the earth shows traces of a process such as that just described, it will be necessary to form some idea of the unsymmetrical configuration with which the process must have begun. We cannot accurately calculate the "linear series" of unsymmetrical configurations except in the immediate neighbourhood of the point of bifurcation. Near to this point the configuration is spherical except for terms proportional to the first harmonic. The free surface will, therefore, be strictly spherical, and it will, of course, be an equipotential, but its centre will not coincide with the centres of other surfaces of equal potential. If we suppose a fluid mass of this kind to solidify, and then to shrink by cooling, the shrinking being accompanied by a series of ruptures of the kind already explained, we can easily imagine that the free surface would retain an approximately spherical form, but that when the final state is reached this surface would not be quite an equipotential, and the centre of gravity would not quite coincide with the centre of figure. If water is placed on the surface of a planet of this kind, it will form a circular sea, of which the centre will be on the axis of harmonics, while the dry land will form a spherical cap.

\section*{Evidence from the Distribution of Seas and Land.}
§36. Now this is not observed on the earth, and it could not be expected, since we have ignored all the agencies which have contributed to the figure of the earth,
\[
\text { * 'Phil. Trans.,' vol. 17?, 1882, p. } 187 .
\]
except the one with which this paper is specially concerned. The question is not whether we observe the state just described, but whether we can detect any approach to this state, and this, I believe, can be done. Professor Darwin writes*:-
"It is well known that the earth may be divided into two hemispheres, one of which consists almost entirely of land and the other of sea. If the south of England be taken as the pole of a hemisphere, it will be found that almost the whole of the land, excepting Australia, lies in that hemisphere, whilst the antipodal hemisphere consists almost entirely of sea. This proves that the centre of grarity of the earth's mass is more remote from England than the centre of figure of the solid globe. A deformation of this kind is expressed by a surface harmonic of the first order."
§37. We can carry our calculations a step further. The divergence from the initial configuration is only represented by a first harmonic so long as squares of this divergence may be neglected. If these squares are taken into account, we must

include a term proportional to the sezond harmonic as well as that proportional to the first. This process of successive approximation might be continued to any extent, so that a complete series of unsymmetrical configurations might be calculated in the mamer explained in my former paper. \(\dagger\) We may, however, be content to stop at the second harmonic The free surface will now be of the form

\footnotetext{
* G. H. Darwin, 'Phil. Tians.,' rol. 173, 1882, p. \(\simeq 30\).
\(\dagger\) 'Phil. Trans.,' A, rol. 199, p. 41.
}
\[
\begin{equation*}
r=a_{0}+a_{1} \mathrm{P}_{1}+a_{2} \mathrm{P}_{2} \tag{63}
\end{equation*}
\]
and we therefore examine whether any traces of the second harmonic term can be found in the earth's surface. Now, if we take \(a_{2}\) positive in equation (63), the equation is that of the pear-shaped curve which was found on p. 46 of this earlier paper. This differs from the spherical shape mainly in possessing a protuberancethe stalk end of the pear-of which the centre is on the axis of harmonics. Traces of this protuberance may, I think, perhaps be found in the Australian continent, the arrangement being that shown in fig. 1. It is true that the centre of Australia does not coincide with the antipodes of England, but the discrepancy becomes less when we take into account the enormous region of ocean shallows which lies to the east of Australia.
[*The discrepancy can be further reduced by taking the rotation of the earth into account. When the rotation of the earth was greater than at present the ellipticity of the earth's surface would be greater, and the transition from this to the present ellipticity would take place through a series of ruptures similar to those already described. The rotation (assumed small) of the pear can be allowed for by adding a term \(-\beta \mathrm{P}_{z}^{\prime}\) to the right-hand side of equation (63), this representing a second harmonic deformation having the axis of rotation for axis of harmonics.

The present rotation of the earth can similarly be represented by a term \(-\beta^{\prime} \mathrm{P}_{2}^{\prime}\), where \(\beta^{\prime}<\beta\). The equation to the present surface of the se. may accordingly be taken to be
\[
r=a_{0}^{\prime}-\beta^{\prime} \mathrm{P}_{2}^{\prime}
\]
and hence the height above the present sea-level of the surface of the primeral rotating pear, if restored, would be
\[
\left(u_{0}-a_{0}^{\prime}\right)+a_{1} P_{1}+u_{2} P_{2}-\left(\beta-\beta^{\prime}\right) \mathrm{P}_{2}^{\prime}
\]

It will be found that the effect of the rotational term \(\left(\beta-\beta^{\prime}\right) P_{2}^{\prime}\) is to move the theoretically predicted Australia nearer to the equator of the earth, and to change its shape from a spherical cap to a sphero-conic.]

Again, we should expect the highest land to be on the axis of harmonics, and, therefore, in or near England. Here, again, the agreement of facts with theory might be closer if we could suppose the continent, which geology shows to have existed at one time in mid-Atlantic, to be restored to its former position. But the agreement of facts with theory can only be expected to be of the roughest kind, and we must always bear in mind that our theory does not lead us to expect that the present figure of the earth will be pear-shaped, but only that it will resemble a pear disfigured by a long series of ruptures.

\footnotetext{
* Added Janualy 3, 1903. I am indebted to the referee for suggesting this addition.
}

\section*{Evilence from the Distribution of Earthquake Centres.}
§38. It can be seen that the earthquake regions of the world have a reference, as regards their distribution on the earth's surface, to this pear-shaped figure, and this, again, must be considered as evidence.

Let us first examine the facts. Milne divides the earthquake-areas of the globe into twelve distinct regions, and a map of these is given in the "British Association Report' for 1902.\% These regions are given in the following table. The first figure denotes the number of large earthquakes which have occurred in these regions in the three years 1899-1901. The earthquakes from the three regions printed in italics were small in comparison with the others. In the last column is given the approximate latitude of the centre of each region. referred to Greenwich as pole (the latitude of (treenwich being taken to be \(+90^{\circ}\) ).

Table of Earthquake Regions.
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline A & 25 & Alaskan & \(+10\) & \(G^{6}\) & 17 & Mauritian & \[
+10
\] \\
\hline 1) & 14 & Comdillerean & 0 & H & 23 & I.E. Atluntic & + 9 \\
\hline C & 16 & Antillean & \(+25\) & I & \(\because\) & -1.\%. & + \% \\
\hline D & 12 & Andean & 0 & , & 3 & I. .. & +i0 \\
\hline E & 29 & Japanese & - 5 & K & 14 & Asiatic & \(+45\) \\
\hline F & 41 & Javan & \(-25\) & I & 2 & Antarctic & [small] \\
\hline
\end{tabular}

Now, it will be at once noticed that for most of these regions the latitude is small. If we weight the regions according to the corresponding number of earthquakes, giving half-weight to the small earthquakes in regions H, I, J, we find as the mean of the numerical values of the latitude about \(20^{\circ}\). whereas if the regions were distributed at random we should expect the mean latitude to be \(\left(\frac{1}{2} \pi-1\right)\) radians, or about \(33^{\circ}\). We therefore see that the earthquake regions tend to lie near the equator of our pear. The evidence can be put in a more striking way as follows :Exactly half of the surface of the globe is of a latitude less than \(30^{\circ}\). The half for which the latitude is less than \(30^{\circ}\), measured from Greenwich as pole, was responsible for 156 earthquakes; the remaining halt was responsible only for 42 , of which 28 were the small earthquakes fiom regions H, I, J. There is, therefore, no doubt that the principal earthquakes tend to emanate from points near to the equator of the supposed pear.

Now, if we look back to fig. 1, we see that this is equivalent to saying that earthquakes occur where the "slope" in the figure of the earth is steepest. This conclusion is the same as that to which the British Association Committee were led from a

\footnotetext{
* 'Brit. Assoc., r2ud Report,' Belfast, 1902, "Seismological Investigations," p. 4.
}
consideration of the actual figure of the earth, and it is that which might naturally be expected. The theory put forward in this paper may, perhaps, suggest a reason why these regions should lie approximately on a great circle of the earth, and why this great circle should approximately divide the earth into two hemispheres of sea and land.

\section*{Sommary and Conclusion.}
§39. In conclusion it may be well to summarise those parts of the paper which refer to the figure of the earth.

We saw that at the moment of solidification the earth might be either spherical (except in so far as it was deformed by its rotation) or pear-shaped. Our theoretical calculations and our knowledge of the constants of the earth at the time of solidification were not sufficiently accurate to enable us to decide which of the two alternatives is the more probable. The shape of the earth, whether spherical or pearshaped, could not be maintained long against the enormous strains which would be set up in the earth as the process of cooling proceeded, and this shape would gradually give place to an approximately spherical shape, the change in shape being produced by a long succession of ruptures. The suggestion of this paper is that the earth, in spite of this series of ruptures, still shows traces of a pear-shaped configuration. Such a configuration would possess a single axis of symmetry, and this, it is suggested, is an axis which meets the earth's surface somewhere in the neighbourhood of England (or, possibly, some hundreds of miles to the S.W. of England). Starting from England we have in the first place a hemisphere which is practically all land; this would be the blunt end of our pear. Bounding this hemisphere we have a great circle of which England is the pole, and it is over this circle that earthquakes and volcanoes are of most frequent occurence. If we suppose our pear contracting to a spherical shape we notice that it would probably be in the neighbourhood of its equator that the change in curvature and the relative displacements would be greatest, and hence we should expect to find earthquakes and volcanoes in greatest numbers near to this circle. Passing still further from England we come to a great region of deep seas-the Pacific Ocean, the South Atlantic Ocean, and the Indian Ocean: these may mark the place where the "waist" of the pear occurred. Lastly we come, almost at the antipodes of England, to the Australian continent and the shallow seas which lie to the east of it ; these may be the remains of the stalk-end of the pear.
§40. It may, I am afiaid, be thought that the hypotheses upon which the paper is based are too speculative and the results, consequently, too uncertain. In defence it may be said that the object of the paper is not so much to establish new doctrines as to point out possibilities, and that these possibilities seem to be of such a kind that it may be useful to keep them in mind in discussing questions connected with the figure
and structure of the earth, as well as the more general questions of planetary evolution.

In conclusion I have to express my indebtedness to Professor G. H. Darwin and Professor A. E H. Love for advice and assistance which I have received from them.
[Note.-Added Februciny 20th, 1903. While the above paper was in the press, Professor W. J. Sollas read a paper before the Geological Society in which the Figure of the Earth was discussed from a geological standpoint. Professor Sollas had arrived, from an examination of the geological features of the earth, at a conclusion very similar to that to which I had been led from theoretical considerations: he had detected an axis of symmetry, other than the axis of rotation, in the earth's figure, and expressed the opinion that " the pear-shaped form, now that it was pointed out, became obvious to mere inspection: it was a geographical fact, and not a speculation."

The axis of Professor Sollas' pear does not, however, coincide with that which I tentatively put forward in the above paper, and the object of this note is to accept the alteration suggested by his paper. The conclusion reached in his paper is that the axis of symmetry of the pear-shaped figure passes through a point of latitude and longitude about \(6^{\circ} \mathrm{N}\). by \(30^{\circ} \mathrm{E}\). Thus Africa-the continent whose mean height abore seit-level is greatest-must be taken to be the centre of the "Land Hemisphere " in fig. 1 of my paper, while the protuberance which formed the stalk of the pear is submerged in the Pacific Ocean, which now forms the "Water Hemisphere." Almost the only remaining evidence of the existence of this protuberance is the fact that the axis of the pear coincides with the earth's greatest diameter. The great circle of earthquake-centres suggested in \(\S 38\) of my paper is to be replaced by the line of Pacific folding; this approximately forms a small circle (of rarlius about \(80^{\circ}\) ) which almost coincides with the proposed great-circle in the northern hemisphere. Further details of Professor Soldas' riew will be found in his paper ("The Figure of the Earth," 'Quart. Journ. (icol. Soc.,' vol. lin., Part 2').
The fact that Africa is surrounded by a belt of seas, and this again be a belt of land before the Pacific is reached. points perhaps to a bodily subsidence of the blunt end of the pear, the circle of fracture having possibly been the line of Pacific foldiner such a fracture would, of course, displace the centre of grarity of the pear, and probally this would account not only for the feature just mentioned, but also for the non-apperance of the protuberance. It will be noticed that the smallness of the latitude of the extremities of the axis \(\left(6^{\circ}\right)\) agrees well with the theory of planetary erolution put forward in \(\$ \$ 25-30\) of the present praper:]
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When trying some experiments which had an object other than that described in the following communication, it was noticed that a fine powder when allowed to settle on a slightly warmed plate produced figures which were remarkably clear and definite. So striking and peculiar were these figures, and so simple were the conditions of their formation, that a careful study of them was undertaken. These figures are so clear and sharp that it is easy to obtain exact photographic records of them, an important point, for, at present, it does not seem possible to offer a simple explanation of the complicated relationships which exist between the external conditions and the figures formed. Sensitive as these figures are to outside influences, the forms they assume are very characteristic of different conditions, are perfectly constant, and are easily produced.
The general method of obtaining these figures is as follows:-The plate on which the figure is to be deposited is best supported on three pins about \(1 \frac{1}{2}\) to 2 inches high, and the dust most convenient to use is that made by burning magnesium ribbon. It is kindled and allowed to burn in a receiver. A circular glass dish with straight sides, about 4 inches high and 9 inches in diameter, is a convenient form of vessel to use; and if the vessel be large enough (there should be about 2 inches between the plate and the inside of the receiver) ; the shape and the material of this dust containing vessel is not of much consequence. After the magnesium has burnt out, this receiver is allowed to stand for a minute or so, and it is then placed over the plate on its stand and allowed to remain there for six to seven minutes. On removing it a clear and definite figure will be found to have formed on the plate.** If the plate has been a square one, then a cross consisting of four rays, each starting from a corner and meeting, but not necessarily joining, in the centre, is produced. If the corners be varnished or covered by a small piece of tinfoil (fig. 1) the cross is still formed.
* A photograph of the figure was obtained by placing the plate on a varnished black background, illuminating it by an are lamp, so that the beam of light fell upon it at an angle of about 30 degrees, and the camera was placed directly in front of the plate. Process plates were used, and the exposure was from two to two and a-half minutes.

If the plate be triangular in form, then three rays are formed, again each starting from an angle (fig. : - ), and if the plate be an octagon, then a star with eight rays is produced (fig. 3). An angle in a plate always tends to give rise to a ray. This is often very fine at the point, and thickens considerally afterwards. If a flat circular plate is used, then no deposit takes place, but if it is concave, a uniform deposit over


Fig. 1.


Fig. 2.
the whole of it occurs, and if it be convex, then little or no deposit is formed, if any, it is in the form of a star. When an oblong rectangular plate is used, then the rays similar to those formed on a square plate are produced, but they do not meet, but


Fig. 3.


Fig. 4.
are, as it were, drawn asunder, and remain at each end of the plates, being however often connected by a thin straight line (fig. 4).

In all cases, the angles of the plate determine the figure formed on it. With regard to other general points comected with the formation of these figures. The nature of the dust used is not a matter of importance, it may be composed of organic or inorganic matter; the spores of a fimgus, or magnesia, or the dust from ashes
or fumes of ammonium chloride. In fact, the necessary condition is that the dust be very fine, then always the same figure is formed. The product formed by burning magnesium is, however, the best form of dust to use. It is easily obtained, and has a silvery whiteness in appearance, which gives distinctness to the figures. With regard to the plate on which the figure is to form, its composition, like that of the dust, is of no importance; the shape determines the figure, not its constitution. Glass, for several reasons, is the best material for the plate, but copper, zinc, silver, antimony or other metal may be used, or ebonite, celluloid, black indiarubber, cardboard, \&c., in fact, the receiving surface is not necessarily a solid substance; mercury in a square vessel will have deposited on it a figure similar to that on a piece of glass of the same size and shape, and, still more, the surface of the glass plate may be coated with oil, gum, copal-varnish, \&c., and the cross will form as if they were not present. Obviously, with regard to the visibility of the figures formed, the nature of the plate is of considerable importance ; on some substances the figures are more easily seen than on others. In the following experiments glass plates have been used, except when mention is made to the contrary.

Passing from the materials used to the active agent in producing the figures, namely heat, it should be stated that there are many different ways of applying it, and different results are produced. The simplest way is to pass the plate two or three times over the flame of a small Bunsen or spirit lamp. If it be a glass plate, a good indication of sufficient heating is when the condensed moisture disappears-it is of little importance whether the heated side or the other one is uppermost - then the plate is enveloped in the dust atmosphere by placing the receiver, filled with dust, over it, and leaving it there for the six or seven minutes. To obtain a figure in its simplest form and as dense and clear as possible, it is necessary that the plate be equally warmed all over ; a convenient way of doing this is to lay the plate on one of copper, heated to about \(20^{\circ} \mathrm{C}\)., for about half a minute, or an ordinary air or water bath will answer the same purpose. As long as the plate and the surrounding dust atmosphere have approximately the same temperature, the deposit formed is nearly uniform ; there is only a slight appearance of any figure, but as soon as any rise ot temperature occurs, then a figure begins to appear. At first the indications are very slight, and occur only round the edge of the plate; but as the temperature is raised, the figure spreads over the whole of it. A figure may also be developed by having: the plate at a lower temperature than that of the surrounding atmosphere, provided that the plate is not below \(17^{\circ} \mathrm{C}\)., but the figures produced in this way are slight and imperfect and disappear altogether when the plate is \(6^{\circ}\) below thet of the atmosphere. In order to determine roughly the temperatures of the plate and its surrounding atmosphere, a receiver, of the same shape and size as the glass one, was made of asbestos cloth and covered with cardboard; in the top of it a hole was made, and a delicate thermometer introduced. A few of the results obtained will show the nature of the alterations produced by differences of temperature between plate and
surrounding atmosphere. When filling the receiver with the magnesia smoke, it should be turned round over the burning magnesium, so as to render the whole of the inside of as uniform a temperature as possible, and before placing the receiver orel the plate, after the combustion is over, it should be allowed to stand for about a minute, so that any coarse particles may settle. First, with regard to cases in which


Fig. 5.


Fig. 6.
the plate is lower in temperature than the surrounding atmosphere. If the plate be at a temperature of \(19^{\circ} \mathrm{C}\)., and the maximum temperature of the dust atmosphere be \(24^{\circ}\), then a nearly uniform deposit is produced, but at the corners of the plate there is a short line of deposit, and along the sides there is somewhat less deposit (fig. 5). If the plate be warmer, \(20 \cdot 6^{\circ}\), and the atmosphere \(24^{\circ}\), then the above characters are


Fig. 7.


Fig. 8.
still further developed and a bag-shaped deposit is formed (fig. 6), and this is characteristic of what takes place when the plate is below the temperature of the atmosphere, but sufficiently warm to act. When the plate is slightly warmer than the dust atmosphere, \(1.8^{\circ}\) for instance, then again a figure is produced similar in character to the last one, but a further development of it (fig. 7). If the plate be
made warmer and warmer, and the surrounding atmosphere kept nearly at the same temperature, then the figure gradually alters and becomes more perfect. If the difference of temperature between plate and atmosphere be about \(5^{\circ}\), there is only a small amount of deposit on the central part of the plate, and the four rays are well developed. When the difference of temperature is about \(12^{\circ}\), then a good clear cross is formed, its only imperfection being a slight fuzz in the centre (fig. 8). At a difference of temperature of \(100^{\circ}\) or \(120^{\circ}\), the same figure, a cross, is formed, but the amount of dust deposited is less than at lower temperatures. Hence, whether the difference of temperature between plates and atmosphere be very considerable or very slight, the same effect is produced. A thick piece of glass held in the hand for 30 seconds and then placed in the dust atmosphere will have a figure deposited upon it, but the amount of deposit will be small and the figure faint. The figures form best between certain limits of temperature, and when there is a marked difference between the


Fig. 9.


Fig. 10.
plate and the surrounding atmosphere. They are very sensitive to change of temperature ; in fact, to get a perfect cross or other figure, both plate and atmosphere must each be uniformly heated. If, in addition to uniformly heating a plate, a warmed body be placed below it and kept there during the time that the dust is depositing, there is a considerable increase in the amount of deposit and a modification of the figure formed ; for instance, if a copper cylinder, 12 millims. in diameter and 14 millims. high, heated to \(55^{\circ}\), be placed 30 millims. below the centre of a square plate, then the figure shown in fig. 9 is produced. If a piece of glass be only warmed by holding it in the hand, and is then placed immediately below the plate, but not touching it, a marked and peculiar effect on the cross is produced, as seen in fig. 10. If this heating below the plate be increased, either by raising the temperature of the small copper cylinder, or by using taller cylinders, so as to bring the source of heat nearer to the plate, the amount of deposit is increased, and ultimately the figure of
the cross disappears, and there is uniform deposit over the whole of the plate. On still further increasing the heat below the plate the reverse action sets in, and the amount of deposit decreases. These changes will he described in detail later on. Some experiments made with a Bunsen lamp show how these figures are affected by radiant heat, and the singular effects which it produces. The flame of an ordinary Bunsen burner was placed on a level with the plate and allowed to burn while the deposit was being formed. When the flame was at a distance of 12 inches from the centre of the plate, the cross was distorted, as shown in fig. 11, the heat having travelled not only the 12 inches to the plate, but also passed through the glass of the receiver containing the fumes. In the next experiment the lamp was removed to a distance of 16 inches, then less distortion took place. At a distance of 21 inches the effect produced was still risible (fig. 12), and even with the lamp at 26 inches the
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two rays nearest to it are slightly thickened and distorted (fig. 13), but at 30 inches no effect was produced. Another experiment of a little more definite character was tried. A small copper cyliuder, 95 millims. in diameter and 100 millims. high, was filled with boiling water and placed at a distance of 12 inches from the centre of the plate outside the fume ressel ; the cross was affected as before, the nearest rays were shortened and bulged out. A suatl candle buning at a distance of 8 inches from the plate is also sufficient to distort the figure which is being produced upon it.

It has already been shown that by increasing the heat below a plate the amount of deposit is increased; but if this heating be carried on to still higher temperatures, the phenomena are reversed, and less and less deposit occurs. If the copper cylinder used in the fommer experiment be heated to \(200^{\circ}\), and be placed below the centre of the plate, no deposit forms immediately above it. The same effect is more readily produced, and at a lower temperature, if the plate is in absolute contact with the warmed copper cylinder; and it may be mentioned here, that the only way of
obtaining the cross on the square glass entirely free from all fuzz at the centre, is by using as a source of heat a metal plate, and placing on it another thin piece of metal about 1 inch in diameter, and allowing the centre of the glass plate to rest upou it. If the copper cylinder under the plate be heated to about \(150^{\circ} \mathrm{C}\)., and the plate
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rests upon it, no deposit occurs immediately above it, and this open space assumes the form of a cross (fig. 14). That dust does not deposit on a sufficiently heated surface has long been known; but it is interesting that in this case the portion
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where there is no deposit should be in the shape of a cross. If the copper cylinder be heated as before and the plate not heated, but placed on it at an ordinary temperature, then there is an open space, square in general form-possibly the former cross filled up-formed, and in the centre there always appears a very small white
cross, and over the rest of the plate, except at the corners, there is an even deposit of dust (fig. 15).

Other curious results are produced if the copper cylinder, heated to about \(130^{\circ}\), be placed on the upper side of the heated plate, instead of the under one. Then a cross is formed, but it is very much broadened out, and a deposit of dust has formed round the base of the cylinder (fig. 16). If the plate be not heated, but the hot cylinder put upon it, then a modified effect, shown in fig. 17, is produced, and lastly, again reversing the heating, putting a cold cylinder on a heated plate, the cross is well formed, and a curious deposit, square in shape, is found round the base of the cylinder (fig. 18). All these forms are readily and constantly produced when the centre of the plate is heated or cooled as above described. It will now be obvious why three wires form the best kind of support for the plates on which a symmetrical tigure is to be formed. If a large solid support be required, a cork is probably better


Fig. 17.


Fig. 18.
than anything else, but a cork heated to \(100^{\circ} \mathrm{C}\). caused, when supporting a square plate, a uniform deposit to take place over very nearly the whole surface.

There is still another condition which affects the formation of these figures, and that to a very considerable extent: it is whether the plate on which the deposit is forming be horizontal or not. If not horizontal, the figure always has a tendencr, as it were, to slide down the plate. The smoothness of the glass is not essential to this effect, for if a copper plate be painted over with lampblack and a little shellac in alcohol, which gives it a rough surface, identical figures are formed. Fig. 19 shows the deposit formed if the plate is placed on a slope of only 2 degrees, but if the slope be increased to 5 degrees, then the deposit assumes the form shown in fig. 20 , and if the slope be 15 degrees, then the deposit has the form shown in fig. 21. These three figures show in an interesting way the great effect which the slope of the plate produces. There is another way by which the formation of these figures may be controlled and
altered to a remarkable extent, and which should throw light on the mode of their formation. It is by the proximity to the plate of other bodies. For instance, if a piece of glass or metal as long as the plate and 10 millims. wide be fixed against it so as to project above it, then an even deposit forms under its shadow. If holes are
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Fig. 20. cut in this screen, no deposit takes place on the glass in front of the holes. Fig. 22 shows what happened when a square glass had a piece of metal with holes cut in it pressed against it. In front of each opening in the screen there is a clear space on the plate. Another curious, but very complicated effect is produced by cutting a
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re-entering angle out of a square of copper. It is difficult to follow how the deposit can form in the way shown in fig. 22 A .

Bearing on this same point is the fact that if a warmed plate be placed on the floor of the vessel in which it is exposed to the dust, instead of being raised above VOL. CCI. - A.
it, no figure, only an even deposit is formed. Now, if in place of a screen extending the whole length of the plate a small one he set up. a piece of glass 5 millims. wide, for instance. the same kind of action occurs, the plate immediately behind the screen is protected, and there a deposit of dust fimms, of a curious rounded shape (fig. 23).

lig. 2":


Fig. 23.

A still narrover obstruction may be used. The effect produced by a pin fixed against the plate is shown in fig. 24, and fig. 25 shows the effect of a fine human hair. In neither of these cases does the deposit commence at the obstruction, but a little way
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Fig. 9.
from it. A piece of thin wire acts exactly in the same way as a hair. Experiments were then made to ascertain what effects altering the position of the pin would have on the figure produced, and it was found, that as long as the pin is in contact with the plate, its height above it does not affect the deposit formed. In all these
cases, a considerable amount of deposit was formed, commencing at an appreciable distance from the pin. The pin was then lowered, so that the edge was immediately below the plate; when it was 2 millims. below, it produced a considerable amount
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of deposit; when 4 millims. below, the amount was much diminished, and when 8 millims., only a trace of deposit was formed. It was found that as the pin
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receded, so did the deposit recede from the edge of the plate, becoming at the same time smaller in amount.

Fig. 27 shows the deposit formed when the pin was 3 millims, away, and still at the level of the plate. Fig. 28 is the figure formed when the pin was 6 millims. from the
plate, and fig. 29 is the eflect produced when 8 millims. away; but when the pin was 10 millims. away, no effect was produced. If the pin does not touch the plate, as it did in the former case, its height again does not affect the deposit formed. If the pin be placed at a lower level than the plate, and at different distances firom it, it is still able to produce a deposit on the plate, as was proved by trying it at a constant distance of \(1 \frac{1}{2}\) millim. below the level of the plate, and at distances of \(2,4,6,8\), and 10 millims. from the plate. At 2 millims. a considerable amount of deposit was formed, and the amount gradually diminishes and recedes from the edge of the plate as the distance increases. At 2 millims. from the plate, the deposit is nearly up to the edge. At 4 millims. it commences at 18 millims. from the edge, at 6 millims. at 27 millims., at 8 millims. at 30 millims., and at 10 millims. there is no deposit formed.

If the pin be placed at a still greater depth below the level of the plate, it is still able to produce a deposit on the plate, the deposit, of course, becoming less as the
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depth increases. At 4 millims. below the level of the plate, and 2 millims. away from it, a small deposit is formed (fig. 29A), and even when it is 6 millims. below, a visible deposit is formed at the centre of the plate. The amount of deposit produced by a pin on the same level as that of the plate, may be equalled, but apparently is never exceeded. It has already been shown that no deposit takes place on warming and exposing to dust a circular plate, but if a pin be placed at different distances from it, and either above or below it, deposits are produced similar to those formed on any other shaped plate.

It is certamly remarkable that a pin so far from the plate and so much below it should be able in so definite a way to aflect what is taking place upurit.

There still remained another way in which the pin could be presented to the plate, namely, by holding it above the plate. If a pin 50 millims. long be held 6 millims. above and 3 millims. beyond a plate it produces no eflect on the figure, but if the pin be simply lowered, so that it is only 4 millims. above the plate, then a slight deposit
at the centre is formed, and when the pin was only 2 millims. above the plate and still 3 millims. from it, increase in the deposit occurred. In all these cases with the pin supported from above much less deposit was formed than when the pin was pointing upwards.

If the pin be bent at a right angle, it produces on the plate a deposit similar in form and amount to that produced by a vertical pin at the same distance from the plate.

This action of any neighbouring body on the dust deposit is shown by any rough edge which the plate itself may have. If, for instance, a glass plate be used and it has been cut in the usual way, in addition to the figure which is dependent on the shape, there will be certain lines of deposit darting out in different directions; these are produced by small splinters of glass attached to the edge. Fig. 30 shows this on an oblong glass and fig. 31 on a circular glass. If the edges of the plate be carefully
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ground, then these lines of deposit cease to be formed. Fig. 32 shows a square glass, two of whose edges were left rough and the other two were ground.

There are many curious alterations in the forms of the figures produced by placing on the plate obstructions to the flow of these lines of dust. For instance, taking again a square plate, if a strip of glass 1 millim. high and 1 millim. wide be placed across one corner of the plate and then the cross be developed, it has no effect, the cross forms as if no obstruction were there, but if the strip be 7 millims. high, then a marked effect is produced. In front of the strip the ray retains its usual form, but on the other side and round the centre there is a great widening-out of the ray and a slight banking-up of the dust against the sides of the glass strip. This effect of the obstruction strip is shown in fig. 33. If the strip be even 20 millims. high it acts in the same kind of way. If a strip 5 millims. high and 30 millims. long be placed parallel with the edge of the plate, and nearly at the centre, the cross is altered in a remarkable way, shown in fig. 34.

The following figures show the effect which other forms of obstruction have on these dust figures. A glass ring 4 millims. thick and 0.75 millim. high was placed at the centre of a square plate, and produced no alteration of the cross (fig. 35). Then a ring 1.5 millim. high was used, and it produced but little effect (fig. 36) :
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but when a ring 3 millims. high was used, then the central part within the ring became to a considerable extent thickened, and much deposit was formed (fig. 37), and when the ring was 5 millims. high an even deposit was formed inside the ring, but the rays of the cross outside were not affected (fig. 38). The effect of offering
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obstructions of different kinds to the flow of these dust currents was further tested by supporting from above, instead of from below, a strip of glass longer than the square plate on which the deposit was to be formed. When this is hung against the side of the plate, a dense deposit takes place all along this edge, but when the screen extends about 10 millims. on both sides beyond the plate, the deposit stops at

4 millims. from the edge of the plate at both ends, and is conical in form. If the strip had been of the same length as the plate, the deposit would have reached, as shown in former experiments, very nearly the whole length of the plate. If the hanging screen be raised 2 millims, above the plate, then in place of a long line of
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deposit there is a line of clear space some 7 millims. wide, and at the ends are delicate curved lines extending to the corners of the plate, and beyond this open space there is the conical deposit as in the former case (fig. 39). In raising the screen so that it was 4 millims. above the plate, the depth of the clear space increased and was now
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Fig, 41.

12 millims. from the edge. When the screen was 6 millims. above the plate, the clear space became strongly curved, and at the top of the curve was 20 millims. from the edge of the plate, and when 10 millims. above the plate the normal rays of the cross were well developed, and a well defined but slightly distorted cross was formed,
so that the hanging screen at this height exercises but little influence on the figure formed below it. The same hanging screen was now allowed to rest on the plate, but at a distance of 15 millims. from the edge, and a pin was placed against the edge of the plate. Fig. 40 shows well the different actions which came into play, that of the pin, of the corners of the plate, of the screen, and of the broken corner producing a forked ray. The hanging screen was now raised to 3 millims. above the plate, the current now passed under it, and gave the curious picture (fig. 41) with distinct side wings.

Another way of offering obstruction to these dust currents was to place above the plate on which the deposit is to take place, other plates at different heights, and of varying sizes, some larger and some smaller than the plate which is to receive the figure. First taking the case of placing a plate larger than the one on which the deposit is to form above it, the large one was \(7 \frac{1}{2}\) inches by \(4 \frac{3}{4}\) inches and the smaller was 8 inches square. The upper part was supported on vulcanite pillars, so far from


Fig. 19.


Fig. 43.
the plate as not to influence the figures formed. It was found that when the distance between these plates was 1 millim. no deposit took place; but when this distance was 5 millims. a deposit did take place, covering most of the curved outline, and passing into each of the corners, but less deposit occurred in the middle of the figure (fig. 42), and was apparently an early stage of the cross. If the distance between the two plates be 10 millims., the amount of even deposit is less, and when the distance is increased to 15 millims. a considerable change has occurred, and fig. 43 is formed, the cross still further developed, and when the distance between the plates is 20 millims., then a perfect cross forms.

If the upper plate, in place of being larger, is of the same size as the lower one. different results take place. Plates \(3 \frac{1}{4}\) inches square were used, and the upper one was suspended above the lower one. When the distance between the plates was 1 millim., again no dust entered, but when it as 2 millims. there was a small amount of deposit at each of the corners, and when 3 millims. a considerable increase of deposit
occurred, but it was still limited to the corners (fig. 44). When the distance between the plates was 4 millims., a further inroad of dust took place, and when 5 millims., the centre is the only part without deposit, but from the entrance of the dust being principally at the corners, a rough cross, formed by absence of dust, and pointing to the centre, is distinguishable (fig. 44 A ), and at 7 millims. there is an even deposit.
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Fig. 44.

In the next set of experiments the covering glass, in place of being as large as the lower glass, was only a strip 14 millims. wide and 190 millims. long, and \(1 \frac{1}{2}\) millim. thick. It was supported on vulcanite pillars which did not influence the depositions
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of the dust. When this strip was 1 millim. above the plate no deposit took place; when 2 millims. above the plate a small amount occurred, and this was at a distance of 7 millims. from the edge of the plade, and of a curved form, of course, under the strip (fig. 45). The strip was now raised to a height of 3 millims., and the amount of deposit not only increased, but receded further from the edge of the plate, and wa;
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now 12 millims. from it. On still further increasing the distance between the strip and the plate, the amount of deposit goes on iucreasing and travels nearer the centre. When raised to 4 millims. above the plate the deposits have met in the centre, and when the height between the plates is 7 millims., then the deposit is 15 millims. from the edge, and when 10 millims. above the lower plate the deposit is 18 millims. from the edge, and is central to the large cross (fig. 46). At a distance of 15 millims. the strip no longer produces any effect, the ordinary large cross forms.

In order to asceitain whether any figure could be formed by a dusty atmosphere when in motion, magnesium was burnt in an asbestos tube, while a current of air was being drawn through it. The asbestos tube was attached to a glass tube, 32 millims. in diameter, and in this tube pieces of glass


Fig. 47. of "different lengths were introduced for the figures to form on. It was found that a peculiar and characteristic figure was always produced. It consists of a multitude of dust streams which unite into a single stream, as shown in fig. 47. If the tube be wider, the same picture is formed by increasing the amount of air drawn through the tube. It may also be stated that if the dust atmosphere be violently disturbed by means of a stirrer, while the dust is settling on the plate, it produces no alteration of the figure which is forming without the stirrer comes very close to the plate.

This figure, formed in the tube, is probably of a somewhat different character from the previous ones, for it forms quite as readily when the plate is not warmed as it does when it is warmed.

When the dust is obtained by burning magnesium, the magnesia formed undergoes some curious changes. The figure when first formed lies loosely on the plate, the slightest friction will remove it. If, however, it be left exposed to the air, it loses its silvery whiteness and becomes more and more attached to the glass, so that after about a week or fortnight the figure may be lightly rubbed without its being removed. Again, the magnesia itselt undergoes a change of form immediately after its production. If the dust be collected at sonce, that is, while the magnesium is still


Fig. 48. burning, and be examined under a microscope, it will be seen that it is made up of small separate irregular-shaped particles about 0.005 millim. long (fig. 48) ; but if the dust be collected after the combustion is nver, and it has stood for one or two mimutes, then its form is different, for it now
consists of particles strung together and having a distinctly fibrous structure (fig. 49). It is in this form that the dust exists when forming pictures. It has already been stated that magnesia dust, if allowed to deposit on mercury, forms the ordinary cross; on the contrary, if it be allowed to deposit on water at about \(17^{\circ}\), or on a
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mixture of water with a little alcohol or glycerine, then the deposit which forms on the surface breaks up, as the dust sinks, into a figure having a cellular form (fig. 49A).

As before stated, other powders than magnesia act in the same way. For instance, a figure, corresponding exactly with those described as produced by the action of a
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pin, and magnesia, is also produced with fine fungus spores, dust from ashes, or ammonium chloride.

It is interesting to note that if the warmed glass be rubbed with a piece of flannel, and then exposed to the dust, in place of a fine even deposit a very strongly fibrous

On forms (fig. 50). Even small specks of dust in this fibrons form act very strongly in the same way as the pin or rongh edge of a ghass in inducing deposits to take place. If the plate be charged with negative electricity, then a deposit much finer in character is produced (fig. 51).

It is remarkable that these figmes deposited by a dust-laden atmosphere, should be so sharp in ontline and detinite in form. They originate, no doubt, in the currents set up by the waming of the plate, but that these feeble 'mrents should so completely and persistently prevent the deposition of dust at certain places, and determine its precipitation at others, was hardly to be anticipated. Especially maty reference be made to the singutar action of the pin both near and at a distance from the plate, and the apparently complicated way which obstructions act in altering the form of the deposits. The formation of the figures taking phace as readily on copper or other metals, an on glass or ebonite, indicates that the phenomenar are not purely electrical.

It is hoped that by the foregoing records and descriptions of these singular fignres. physicists may be enabled to explain their formation.

I wish to record that this imrestigation was carried out in the Dary-Faraday Labomatory at the Royal Tnstitution, also that my best thanks are due to my assistant, Mr. Olaf Brock, for the important aid which he has given me.
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\section*{VII. The Spectrum of \(\gamma\) Cygni.}

By Sir Norman Lockyer, K.C.B., F.R.S., and F. E. Baxandall, A.R.C.Sc.

\author{
Received December 3,--Read December 11, 1902.
}

\section*{[Plate 1.]}

In a paper on "The Chemical Classification of the Stars," communicated to the Royal Society on May 4, 1899,* one of us indicated that it was then possible to classify the stars according to their chemistry. In the case of type stars of some of the groups lists have been givent of the wave-lengths and probable origins of the lines on which the classification is based. The type stars thus dealt with represent the groups of higher temperature, viz., a Cygni (Cygnian), Rigel (Rigelian), ऽ Tauri (Taurian), Bellatrix (Crucian), \(\epsilon\) Orionis (Alnitamian), and Sirius (Sirian).

The spectrum of stars of the Polarian type-representing a temperature stage next lower than that of \(\alpha\) Cygni,-is, so far as the relative intensities of the metallic lines are concerned, closely allied to that of the chromosphere. It is also interesting as the connecting link between the spectrum of the Aldebarian stars, in which the are lines of the metallic elements predominate, and that of a Cygni, chiefly composed of the enhanced lines of some of the metals. It has hence been thought important to make a careful reduction of the spectrum of a star of this group. Of the existing photographs of Polarian type spectra at Kensington, that of \(\gamma\) Cygni is the best for the purpose of reduction, and for this reason has been selected.

\section*{Method of Reduction.}

The wave-lengths have been determined by measuring the relative positions of the lines on the plate with a micrometer, and subsequent use of Hartmann's interpolation formula. In selecting the lines to be used as bases for the reduction, only sharplydefined lines with well-authenticated origins, and of the simple nature of which there

\footnotetext{
* 'Roy Soc. Proc.,' vol. 65, p. 186.
\(\dagger\) 'Catalogue of 470 Brighter Stars,' published by the Solar H'hysices Committee.
}
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is little doubt, were taken ; lines which were suspected, howerer slightly, of haring a double or complex origin were rejected. A list of the lines used is here giten:--
\begin{tabular}{|c|c|c|c|}
\hline\(\lambda\). & Origin. & \(\lambda\). & Origin. \\
\hline \(3900 \cdot 68\) & \(p \mathrm{Ti}\) & \(4501 \cdot 45\) & \(p \mathrm{Ti}\) \\
\(4012 \cdot 54\) & \(p \mathrm{Ti}\) & \(458 t \cdot 02\) & \(p \mathrm{Fe}\) \\
\(4215 \cdot 70\) & \(p \mathrm{Sr}\) & \(4657 \cdot 38\) & \(p \mathrm{Ti}\) \\
\(4415 \cdot 29\) & Fe & \(4780 \cdot 20\) & \(p \mathrm{Ti}\) \\
\hline
\end{tabular}

The result of a previous reduction of the spectrum of a Cygni, already published, serves as a valuable check on the accuracy of the reduced wave-lengths, as there are many lines common to the two spectra, and there can be no doubt as to the identity of most of the stronger a Cygni lines with enhanced lines of some of the metals, as has been shown in a previous paper.*

In the table at the end of the paper the \(\gamma\) Cygni lines are compared with those reduced at Kensington from the spectrum of a Cygni and that of the chromosphere, and also with those recorded by Pickeringt in the spectrum of \(\delta\) Canis Majoris. The latter star is selected by Pickering as typical of Group XIIIc. in his classification, in which group he also includes \(\gamma\) Cygni. In the case of the chromosphere, in order to keep the table within moderate limits, only those lines which agree with \(\gamma\) Cygni lines have been inserted, but of the chromospheric lines omitted none are prominent except those of helium.

\section*{Comparison of \(\gamma\) Cygni and Chromosphere.}

Reference to the table will show that the metallic and protometallic lines have, speaking broadly, about the same relative intensities in the spectra of \(\gamma\) Cygni and the chromosphere. It would thus appear that the temperature and electrical conditions prevailing in the chromospheric vapours which furnish the metallic lines are nearly identical with those appertaining to the absorbing atmosphere of \(\gamma\) Cygni. To arrive at any conclusion as to which of the two light sources in question represents the higher temperature, it is necessary to study in detail the comparative intensities of well-known lines. For this purpose, two sets of lines have been considered: (1) the strongest unenhanced lines of the metals represented; (2) the most marked enhanced lines of the metals. In the following table a comparison is giren of the intensities of the strongest lines of iron, manganese, chromium, cobalt, barium, calcium, ahuminium. and titanium, as they occur in \(\gamma\) Cygni and the chromosphere.

\footnotetext{
* 'Roy. Soc. Proc.,' vol. 6士, p. 321.
\(\dagger\) 'Annals Harv. Coll. Obs.,' rol. 28, Part I., p. 79.
}

Comparative Intensities of the Strongest Metallic Lines in \(\gamma\) Cygni and the Chromosphere.
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multirow[b]{2}{*}{Strongest arc lines. \(\lambda\).} & \multirow[b]{2}{*}{Origin.} & \multicolumn{2}{|c|}{Intensity.} & \multirow[b]{2}{*}{Strongest arc lines. \(\lambda\).} & \multirow[b]{2}{*}{Origin.} & \multicolumn{2}{|c|}{Intensity.} \\
\hline & & \[
\begin{gathered}
\gamma \text { Cygni. } \\
\text { Max. }=10 .
\end{gathered}
\] & Chromosphere. Max. \(=10\). & & & \begin{tabular}{l}
\(\gamma\) Cygni. \\
Max. \(=10\).
\end{tabular} & Chromosphere.
\[
\text { Max. }=10 .
\] \\
\hline \(\int 4045 \cdot 98\) & Fe & 8 & 7 & +528.80 & Fe & 4 & 3 \\
\hline \(\{4063 \cdot 76\) & Fe & 8 & 6-7 & \(4030 \cdot 92\) & Mn & 5 & 5 \\
\hline 4071-91 & Fe & 5 & 6 & \(4033 \cdot 22\) & Mn & 4 & 3-4 \\
\hline \(4132 \cdot 24\) & Fe & 5-6 & 3 & \(3995 \cdot 46\) & Co & 5 & 3-4 \\
\hline \(4144 \cdot 04\) & Fe & 8 & \(5-6\) & +226.90 & Ca & 8 & 7 \\
\hline \(4202 \cdot 20\) & Fe & 5 & 3 & \(3989 \cdot 91\) & Ti & 4 & \(2-3\) \\
\hline \(4260 \cdot 64\) & Fe & 6 & 4 & \(3998 \cdot 79\) & Ti & 5 & 4 \\
\hline 4271.33 & Fe & & & \(39+4 \cdot 16\) & Al & 3-4 & 5 \\
\hline \(4271 \cdot 93\) & Fe & 6 \} & +-5 & \(3961 \cdot 67\) & Al & 5-6 & 6 \\
\hline [4383.72 & Fe & 4-5 & 5 & \(4554 \cdot 21\) & Ba & 5-6 & 7-8 \\
\hline \(\{4404 \cdot 93\) & Fe & 3-4 & & 42.54 .51 & Cr & 4 & 6 \\
\hline [4415-29 & Fe & \(5-6\) & t & \(427+96\) & Cr & 4 & 5 \\
\hline
\end{tabular}

These intensities cannot be accepted as absolute, but as the same limits ( 1 to 10) are used in the two spectra, it may be conceded that the intensities are roughly comparable. It will be noticed that in the majority of cases the lines appear to be somewhat weaker in the chromosphere than in \(\gamma\) Cygni. Notable exceptions, however, to this are the lines of aluminium, chromium, and barium.

In the next table, the intensities of the more prominent enhanced lines of iron, magnesium, chromium, titanium, and strontiun are similarly compared.

Comparative Intensities of Enhanced Lines in \(\gamma\) Cygni and the Chromosphere.
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multirow[b]{2}{*}{Enhanced lines. \(\lambda\).} & \multirow[b]{2}{*}{Origin.} & \multicolumn{2}{|c|}{Intensity.} & \multirow[b]{2}{*}{Enhanced lines. \(\lambda\).} & \multirow[b]{2}{*}{Origin.} & \multicolumn{2}{|c|}{Intensity.} \\
\hline & & \[
\begin{gathered}
\gamma \text { Cygni. } \\
\text { Max. }=10 .
\end{gathered}
\] & Chromosphere. Max. \(=10\). & & & \[
\begin{gathered}
\gamma \text { Cygni. } \\
\text { Max. }=10 .
\end{gathered}
\] & Chromosphere. Max. \(=10\). \\
\hline \(4233 \cdot 33\) & \(p \mathrm{Fe}\) & 7-8 & 6-7 & \(4399 \cdot 94\) & \(p \mathrm{Ti}\) & 5-6 & 5-6 \\
\hline \(\int 4508 \cdot 46\) & \(p \mathrm{Fe}\) & 4 & 5 & \(4443 \cdot 98\) & \(p \mathrm{Ti}\) & 9 & 7 \\
\hline 4515-51 & \(p \mathrm{Fe}\) & 4 & 4 & \(4450 \cdot 65\) & \(p \mathrm{Ti}\) & 4 & 5 \\
\hline \(\{4520 \cdot 40\) & \(p \mathrm{Fe}\) & 3 & 3 & \(4468 \cdot 66\) & \(p \mathrm{Ti}\) & 6 & 6 \\
\hline (4522.69 & \(p \mathrm{Fe}\) & 4 & 4 & \(4501 \cdot 45\) & \(p \mathrm{Ti}\) & 6 & 7 \\
\hline \(4549 \cdot 64\) & \(p \mathrm{Fe}\) & 8 & 7-8 & \(4534 \cdot 14\) & \(p \mathrm{Ti}\) & 6 & 7-8 \\
\hline 4584.02 & \(p \mathrm{Fe}\) & 8 & 7 & \(45+9 \cdot 81\) & \(p \mathrm{Ti}\) & 8 & 7-8 \\
\hline \(3900 \cdot 68\) & \(p \mathrm{Ti}\) & 4-5 & 4 & \(4563 \cdot 94\) & \(p \mathrm{Ti}\) & 4-5 & 7-8 \\
\hline \(3913 \cdot 61\) & \(p \mathrm{Ti}\) & 4 & 6 & \(4572 \cdot 16\) & \(p \mathrm{Ti}\) & 6-7 & 7 \\
\hline \(4012 \cdot 54\) & \(p \mathrm{Ti}\) & 5 & \(5-6\) & \(45.58 \cdot 83\) & \(p \mathrm{Cr}\) & 3 & 3-4 \\
\hline \(4161 \cdot 68\) & \(p \mathrm{Ti}\) & 6-7 & 3 & \(4588 \cdot 38\) & \(p \mathrm{Cr}\) & 3 & 3 \\
\hline \(4163 \cdot 82\) & \(p \mathrm{Ti}\) & \(5-6\) & 4 & 4077.89 & \(p \mathrm{Sr}\) & 8 & 10 \\
\hline \(4300 \cdot 21\) & \(p \mathrm{Ti}\) & 6 & 5 & \(4215 \cdot 70\) & \(p \mathrm{Sr}\) & 3 & 10 \\
\hline \(4321 \cdot 20\) & \(p \mathrm{Ti}\) & 8 & 5 & \(4481 \cdot 30\) & \(p \mathrm{Mg}\) & 5-6 & - \\
\hline \(4338 \cdot 08\) & \(p \mathrm{Ti}\) & 9 & 5 & & & & \\
\hline
\end{tabular}

Here we find that of the 29 lines included 12 have a greater intensity in \(\gamma\) Cygni, II in the chromosphere, while 6 have been estimated as having equal intensities in the two spectra, thus showing a very evenly-balanced state of affairs.

Taking the two comparisons together, it would appear that the evidence points to the unenhanced lines being, upon the whole, somerhat weakened in the chromosphere at the expense of the enhanced lines. This result tends to show that if any distinction is to be made between the temperature conditions of the tro light sources in question, the chromosphere must be placed on a slightly higher level.

The most marked difference between the spectrum of \(\gamma\) Cygni and that of the chromosphere occurs in the case of the helium lines. There is no eridence of their presence in the former spectrum, while in the latter the stronger helium lines are quite conspicuous. We do not, however, know much about the relative positions of the helium vapour and the metallic vapours in the chromosphere, and it is quite possible that the temperature conditions of the two are vastly different. Another notable difference between the two spectra is in regard to the well-known enhanced line of magnesium, \(\lambda 4481 \cdot 3\). This is fairly prominent in \(\gamma\) Cygni, but appears to be entirely lacking in the chromospheric spectrum. As the enhanced lines of other elements are well developed in the chromospheric spectrum, this is a very curious result, and difficult to account for, especially as the line in question is well marked in both \(\gamma\) Cygni and \(\alpha\) Cygni, between which the chromosphere must apparently be placed from temperature considerations.

In the transition from stars resembling the Sun, through \(\gamma\) Cygni (Polarian), the chromosphere, to a Cygni (Cygnian), the gradual strengthening or weakening of wellknown groupings of metallic lines can be traced. There cannot be any doubt about the authenticity in the spectra of \(\gamma\) Cygni and the chromosphere of such groups and pairs of metallic lines as the aluminium pair ( \(\lambda \lambda 3944^{\prime} 16,3961 \cdot 67\) ), manganese triplet \((\lambda \lambda 4030.88,4033 \cdot 22,4034.64)\), iron triplets \((\lambda \lambda 4045.98,4063.76,4071.91)\) and ( \(\lambda \lambda 4383 \cdot 72,4404 \cdot 93,4415 \cdot 29\) ), chromium triplet ( \(\lambda \lambda 4254 \cdot 51,4274 \cdot 96,4289 \cdot 89\) ), and the enhanced iron quartette ( \(\lambda \lambda 4508 \cdot 46,4515 \cdot 51,4520 \cdot 40,4522 \cdot 69\) ).

Moreover, reference to the Kensington publications of eclipse results, ", in addition to thuse of Frost, \(\dagger\) Evershed \(\uparrow\) Mithell, \(§\) and Humphreys \(\|\) will show that there is a general consensus of opinion that the chromospheric lines have, upon the whole, metallic origins. This is entirely at variance with the conclusion arrived at by Professor Dewar, and embodied in his Presidential Address to the British Association, 1902 , that the chromospheric lines are to be accounted for by the lines of krypton, xenon, and those of the most volatile atmospheric gases. In this connection,

\footnotetext{
* 'Phil. Trans.,' A, vol. 197, p. 208.
\(\dagger\) 'Astrophysical Joumal,' vol. 12, p. 307.
\(\ddagger\) 'Phil. Trans.,' A, vol. 197, p. 381.
§ 'Astrophysical Joumal,' vol. 15, p. 97.
|| 'Astrophysical Joumal,' vol. 15, p. 313.
}
he says," "In the 'Astrophysical Journal' for June last is a list of 339 lines in the spectrum of the corona, photographed by Humphreys. . . . . Of these, no fewer than 209 do not differ from lines we have measured in the most volatile gases of the atmosphere, or of krypton, or xenon, by more than one unit of wave-length on Åvaström's scale, a quantity within the limit of probable error."

It may be here pointed out that Humphreys' list of 339 lines referred to the spectrum of the solar chromosphere, and not to that of the corona. The latitude allowed (one tenth-metre) in comparing the wave-lengths of the lines in the solar and terrestrial spectra is far greater than can be accepted in modern exact work, and as the average error of Humphreys' wave-lengths is probably less than 0.2 tenth-metre, it is obvious that, until Professor Dewar can give the wave-lengths of his lines to a greater accuracy than that of the nearest tenth-metre, little weight can be attached to the results of his comparison. His conclusion, moreover, appear's to have been based merely on apparent similarity of wave-lengths, without taking into account the relative intensities of the lines in the spectra compared, or of the correspondence of conspicuous groupings of lines, which would certainly tend to clear matters.

The extreme limits of Humphreys' 339 eclipse lines are, roughly speaking, 2000 tenth-metres apart, which gives an average interval of 6 tenth-metres. In Professor Dewar's three lists of gaseous lines there occur between the same limits 564 lines, with an average interval of 4 tenth-metres. If we assume, then, that the lines of each set are evenly distributed over the region involved, there will be certain to be a large number of lines in the two sets which agree in position within the limits of error allowed (one tenth-metre).

Many lines have gaseous origins assigned to them which have been hitherto universally acknowledged by the various workers in the subject to be representatives of well-known metallic lines, and groups of lines previously given as due to some particular metal are split up by Professor Dewar's analysis, some members being ascribed to krypton, others to xenon, \&c., while other members remain clear of his gaseous lines. The following table contains several groups of chromospheric lines, which are all included in both Humphreys' listt and that given in the Kensington eclipse publication, \(\ddagger\) and which have been ascribed to the same metals in the two records. In the comparison column, Liverng and Dewar's gaseous lines are given which agree within one tenth-metre (this being the difference accepted by Professor Dewar in his analytical comparison) with the chromospheric lines.

\footnotetext{
* 'Nature,' vol. 66, p. 475.
\(\dagger\) 'Astrophysical Journal,' vol. 15, p. 318.
\(\ddagger\) 'Phil. Trans.,' A, vol. 197, p. 208.
}

Comparison of Groups of Chromospheric Lines belonging to Various Metals with Liveing and Dewar's Gaseous Lines.
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Chromosphere (Humphreys). \(\lambda\).} & \multicolumn{2}{|c|}{Origin.} & \multicolumn{3}{|c|}{Atmospheric Gases (Liveing and Deffar).} \\
\hline & Humphreys. & Kensington. & Most volatile. & Xenon. & Krypton. \\
\hline \(\left\{\begin{array}{l}3829 \cdot 5 \\ 3832 \cdot 5 \\ 3838 \cdot 4\end{array}\right.\) & Mg
Mg
Mg & Mg
Mg
Mg & 3830
- & 3829 & - \\
\hline \(\left\{\begin{array}{l}3944 \cdot 0 \\ 3961 \cdot 6\end{array}\right.\) & Al & Al
Al & -- & \(3944 \cdot 0\) & - \\
\hline \(\left\{\begin{array}{l}4046 \cdot 0 \\ 4063 \cdot 7 \\ 4071 \cdot 9\end{array}\right.\) & Fe
Fe
Fe & \[
\begin{aligned}
& \mathrm{Fe} \\
& \mathrm{Fe} \\
& \mathrm{Fe}
\end{aligned}
\] & 4047 & - & 4045 \\
\hline \(\left\{\begin{array}{l}4077 \cdot 9 \\ 4215 \cdot 7\end{array}\right.\) & \[
\begin{aligned}
& \mathrm{Sr} \\
& \mathrm{Sr}
\end{aligned}
\] & \[
\begin{aligned}
& p \mathrm{Sr} \\
& p \mathrm{Sr}
\end{aligned}
\] & - & 4215 & - \\
\hline \(\left\{\begin{array}{l}4254.5 \\ 4274.9 \\ 4289.9\end{array}\right.\) & \[
\begin{aligned}
& \mathrm{Cr} \\
& \mathrm{Cr} \\
& \mathrm{Cr}
\end{aligned}
\] & \[
\begin{aligned}
& \mathrm{Cr} \\
& \mathrm{Cr} \\
& \mathrm{Cr}
\end{aligned}
\] & - & - & - \\
\hline \(\left\{\begin{array}{l}4383 \cdot 6 \\ 4404 \cdot 9 \\ 4415 \cdot 2\end{array}\right.\) & Fe
Fe
Fe & \[
\begin{aligned}
& \mathrm{Fe} \\
& \mathrm{Fe} \\
& \mathrm{Fe}
\end{aligned}
\] & \(\overline{-145}\) & - & - \\
\hline \(\left\{\begin{array}{l}4508 \cdot 5 \\ 4515 \cdot 5 \\ 4520 \cdot 7 \\ 4522 \cdot 9\end{array}\right.\) & \[
\begin{aligned}
& \mathrm{Fe} ? \\
& \overline{\mathrm{Fe} ?} \\
& \mathrm{Ti}
\end{aligned}
\] & \begin{tabular}{l}
\(p \mathrm{Fe}\) \\
\(p \mathrm{Fe}\) \\
\(p \mathrm{Fe}\) \\
\(p \mathrm{Fe}\)
\end{tabular} & \[
\begin{aligned}
& \frac{4508}{\overline{4} 23}
\end{aligned}
\] & - & - \\
\hline
\end{tabular}

From this comparison it would appear that Professor Dewar claims for xenon, one member of the magnesium triplet \((\lambda \lambda 3829 \cdot 5-3838 \cdot 4)\), one component of the aluminium double ( \(\lambda \lambda 3944 \cdot 0,3961 \cdot 6\) ) and one member of the strontium pair \((\lambda \lambda 4077 \cdot 9,4215 \cdot 7\) ); for krypton one member of the iron triplet ( \(\lambda \lambda 4046 \cdot 0-4071.9\) ) ; and for the most volatile gases, one member of the magnesium triplet, one of each of two iron triplets, one of a chromim triplet, and two members of the enhanced iron quartette \((\lambda \lambda 4508 \cdot 5-4522 \cdot 9)\). It is, of course, quite possible that some of these gaseous tines may account for the coronal lines; but that the chromospheric lines are, in the main, produced by metallic vapours, there can be no doubt.

\section*{Comparison of \(\gamma\) Cygni and a Cygni.}

It will be seen that there is a much greater number of lines in the spectrum of \(\gamma\) Cygni than in that of a Cygni. The lines occuring solely in \(\gamma\) Cygni which have been traced to any terrestrial origin are found to be attributable to the ordinary
metallic arc lines, as distinguished from the enhanced lines. These, which occur so prominently in \(\alpha\) Cygni, are, with certain exceptions, present also in \(\gamma\) Cygni, so that the latter spectrum practically consists of the \(\alpha\) Cygni spectrum (with modifications of the intensities of the enhanced lines of various metals) with the ordinary arc lines added, and the two sets are of about equal importance. This is a condition of affairs intermediate to that of the Aldebarian stars-in which the ordinary lines are welldeveloped and the proto-metallic lines weak or missing-and a Cygni, where the enhanced lines are very prominent, to the nearly total exclusion of the metallic are lines.

The only line of any prominence which occurs solely in \(\alpha\) Cygni is the silicium line \(\lambda 4131 \cdot 1\) This is one component of the silicium double which is so conspicuous in the spectra of \(\alpha\) Cygni, Rigel, Sirius, \&c. There is certainly a line in \(\gamma\) Cygni apparently coincident with the other component \(\lambda 4128^{\circ} 1\), but in the absence of its companion it must be concluded that the \(\gamma\) Cygni line in question has probably an origin entirely distinct from silicium. The silicium double mentioned is also absent from the chromospheric spectrum, which closely resembles that of \(\gamma\) Cygni.

In a paper " On the Order of Appearance of Chemical Substances at different Stellar Temperatures,"* it was pointed out that the enhanced lines of the various metals attained a maximum intensity at varying levels of the stellar temperature sequence. The present detailed investigation of the \(\gamma\) Cygni spectrum confirms this result, the enhanced lines of strontium, scandium, and titanium being at their strongest in \(\gamma\) Cygni and much stronger than in a Cygni, while in the latter spectrum the enhanced lines of iron, chromium, and magnesium, attain their maximum intensity, being more prominent than in \(\gamma\) Cygni.

Of the better known arc lines of some of the metals which are prominent in \(\gamma\) Cygni, but very weak or lacking in \(\alpha\) Cygni, the following may be mentioned: the iron triplets \((\lambda \lambda 4045 \cdot 98,4063 \cdot 76,4071 \cdot 91)\) and \((\lambda \lambda 4383 \cdot 72,4404 \cdot 93,4415 \cdot 29)\); the manganese quartette ( \(\lambda \lambda 4030 \cdot 92,4033 \cdot 22,4034 \cdot 64,4035 \cdot 80\) ) ; the chromium triplet \((\lambda \lambda 4254.51,4274.96,4289 \cdot 89)\); the aluminium pair ( \(\lambda \lambda 3944 \cdot 16,3961 \cdot 67\) ); the calcium line, \(\lambda 4226 \cdot 90\); and the barium line, \(\lambda 4554.21\).

\section*{General Conclusions.}

The investigation of the photographic spectrum of \(\gamma\) Cygni in its relation to other spectra has led to the following conclusions :-
1. The majority of the lines are due to metallic vapours, the enhanced lines and the arc lines being of about equal prominence.
2. The temperature conditions are thus intermediate between those of Aldebaran

> * 'Roy. Soc. Proc.,' vol. 64, p. 396
> 2 E 2
(arc lines prominent, enhanced lines weak or absent) and those of \(\alpha\) Cygni (enhanced lines prominent, arc lines weak or absent).
3. The enhanced lines of scandium, strontium, and titanium are better developed than in a Cygni, but those of iron, chromium, and magnesium are less conspicuous than in \(\alpha\) Cygni.
4. The relative intensities of the metallic and proto-metallic lines are about the same as in the spectrum of the solar chromosphere, which, if anything, represents a slightly higher temperature.

Wave-Lexgtes, Intensities, and Probable Origins of \(\gamma\) Cygni Lines, compared with those of \(\delta\) Canis Majoris, the Chromosphere, and a Cygni.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{4}{|c|}{\[
\begin{gathered}
\gamma \mathrm{Cygni} \\
\text { (Kensington). }
\end{gathered}
\]} & \multicolumn{2}{|l|}{\(\delta\) Canis majoris (Harrard).} & \multicolumn{2}{|l|}{\begin{tabular}{l}
Chromosphere \\
(Kensington).
\end{tabular}} & \multicolumn{2}{|l|}{\[
\begin{gathered}
\alpha \text { Crgni } \\
\text { (Kensington). }
\end{gathered}
\]} & \multirow[b]{2}{*}{Remarks.} \\
\hline \(\lambda\). & \begin{tabular}{l}
Inten- \\
sity. \\
Max.
\[
=10 .
\]
\end{tabular} & Probable origin. & \(\lambda\) of probable origin. & \(\lambda\). & \[
\begin{array}{|c|}
\text { Inten- } \\
\text { sity. } \\
\text { Max. } \\
=220 .
\end{array}
\] & \(\lambda\). & \begin{tabular}{l}
Inten- \\
sits. \\
Max. \\
\(=10\).
\end{tabular} & \(\lambda\). & \begin{tabular}{l}
Inten- \\
sity. \\
3Гах. \\
\(=10\).
\end{tabular} & \\
\hline \(3872 \cdot 9\) & 5 & Fe & \(3872 \cdot 64\) & \(38.2 \cdot 7\) & 7 & \(3572 \cdot 6\) & 4 & \(3572 \cdot 4\) & 3 & \\
\hline \(76 \cdot 0\) & 3 & Fe & \(76 \cdot 19\) & - & - & \(76 \cdot 1\) & 1-2 & - & - & \\
\hline \(78 \cdot 8\) & 7 & Fe & \(78 \cdot 72\) & 78.5 & 5 & \(78 \cdot 7\) & 3 & \(78 \cdot 7\) & 4 & \\
\hline \(80 \cdot 6\) & 1-2 & - & - & - & - & \(80 \cdot 8\) & 2 & \(80 \cdot 5\) & 1-2 & \\
\hline \(82 \cdot 4\) & 3 & - & - & - & - & \(82 \cdot 5\) & 2 & \(82 \cdot 2\) & 2 & \\
\hline \(83 \cdot\) & 1 & ? C & \(83 \cdot 55\) & 83.2 & 3? & \(83 \cdot 4\) & 4 & - & - & \\
\hline S5.1 & 2 & Fe & \(\left\{\begin{array}{r}8 \pm .81 \\ 8 \pm .29\end{array}\right.\) & - & - & - & - & \(8 \pm .5\) & 1-2 & \\
\hline 86.9 & 3-4 & Fe & \{ \(\begin{aligned} & 85 \cdot 29 \\ & 87 \cdot 20\end{aligned}\) & - & - & \(\overline{87} \cdot 2\) & 2-3 & \(\overline{86} \cdot 3\) & 2 & ? double. \\
\hline \(89 \cdot 1\) & 5 & H & \(89 \cdot 15\) & \(89 \cdot 1\) & \(11 ?\) & \(89 \cdot 1\) & S & \(89 \cdot 1\) & 10 & \(\mathrm{H}_{\zeta}\). \\
\hline \(91 \cdot 1\) & 1 & Fe & 90.99 & - & - & 01.4 & 2 & - & - & \\
\hline \(91 \cdot 9\) & 2-3 & Fe & \(92 \cdot 07\) & - & - & \(02 \cdot 2\) & 2 & - & - & \\
\hline \(93 \cdot 6\) & 1-2 & Fe & \(93 \cdot 54\) & - & - & \(94^{\circ} 0\) & 2 & - & - & ? double. \\
\hline \(96 \cdot 1\) & 4-5 & Fe & \(05 \cdot 80\) & - & - & \(95 \%\) & 3 & \(95 \cdot \mathrm{~S}\) & 2 & P fine double. \\
\hline \(98 \cdot 0\) & 3-4. & Fe & 28.03 & \} - & - & \(08 \cdot 0\) & 2 & \(95 \cdot 1\) & 1-2 & \\
\hline \(99 \cdot \pm\) & 3 & 2) \({ }^{\text {T }}\) & \(90 \cdot 30\) & 990 & \(\stackrel{\square}{2}\) & \(09 \cdot 2\) & 2 & - & - & \\
\hline \(3900 \cdot 7\) & 4-5 & \(p \mathrm{Ti}\) & \(3900 \cdot 18\) & \(3900 \cdot 7\) & 7 & \(3900 \cdot 7\) & 4 & \(3900 \cdot 7\) & 5-6 & \\
\hline \(03 \cdot 2\) & 4-5 & Fe & \(03 \cdot 09\) & \(03 \cdot 1\) & 3 & \(03 \cdot 1\) & 2-3 & \(03 \cdot 4\) & \(\underline{2}\) & \\
\hline \(03 \cdot 8\) & 2 & Fe & \(04 \cdot 05\) & - & - & - & - & - & - & \\
\hline 05 6 & 4 & Sip Cr & 05 66 & - & - & \(05 \cdot 3\) & 2 & \(05 \cdot 7\) & 4 & \\
\hline \(06 \cdot 7\) & 4 & Fe & \(\left\{\begin{array}{l}06 \cdot 63 \\ 06 \cdot 89\end{array}\right.\) & \} \(00 \cdot 6\) & 4 & 06 'S & 2 & \(06 \%\) & 2 & \\
\hline \(08 \cdot 7\) & 2-3 & Cr & -08.90 & - & - & \(00^{\circ} 4\) & 1 & \(02 \cdot 0\) & 1 & \\
\hline \(09 \cdot 8\) & 2-3 & Fe & \(\left\{\begin{array}{l}09 \cdot 80 \\ 00.98\end{array}\right\}\) & - & - & \(00 \cdot 6\) & \(<1\) & - & - & \\
\hline \(11 \cdot 0\) & 3 & Fe \(V\) & - 10.98 & - & - & - & - & \(11 \cdot 5\) & 1 & \\
\hline \(12 \cdot 4\) & 2 & ? Ni & \(12 \cdot 45\) & - & - & - & - & - & - & \\
\hline \(13 \cdot 6\) & 4 & \(p \mathrm{Ti}\) & \(13 \cdot 61\) & \(13 \cdot 6\) & 3 & \(13 \cdot 6\) & 6 & \(13 \cdot 6\) & 4-5 & \\
\hline \(14 \cdot 5\) & \(\pm\) & Fe & \(\left\{\begin{array}{l}11.43 \\ 14 \cdot 45\end{array}\right.\) & - & - & - & - & 14.5 & 3 & \\
\hline \(16 \cdot 1\) & 4 & \(\mathrm{Cl}^{\text {. }}\) & - 15.95 & - & - & \(16 \cdot 2\) & 3 & \(16 \cdot 4\) & \(<1\) & \\
\hline \(16 \cdot 7\) & 4 & Fe & \(16 \cdot 88\) & - & - & & - & - & 1 & \\
\hline \(18 \cdot 7\) & 4-5 & Fe & \(\left\{\begin{array}{l}18 \cdot 46 \\ 18 \cdot 56\end{array}\right.\) & \(\}-\) & - & \(18 \cdot 6\) & 3 & \(18 \cdot \mathrm{~S}\) & \(<1\) & ? double. \\
\hline \(20 \cdot 7\) & 4 & Fe & \(\left[\begin{array}{l}18 \cdot 79 \\ 18 \cdot 79 \\ 20 \cdot 14\end{array}\right.\) & - & - & \(20 \cdot 4\) & 3 & \(20 \cdot 4\) & & ? double. \\
\hline \(22 \cdot 9\) & 3-4 & Fe & \(23 \cdot 05\) & - & - & \(23 \cdot 1\) & 3 & \(23 \cdot 1\) & \(<1\) & - double. \\
\hline \(26 \cdot 2\) & 3 & Fe & \(26 \cdot 09\) & - & - & \(25 \cdot 9\) & 2 & 26.2 & 1 & Broad line. \\
\hline & & & & & & & & 28.2 & 1 & Probably masked \\
\hline - & - & - & - & - & - & - & - & \(30 \cdot 4\) & 2-3 & \(\}\) in \(\gamma\) Cugni br \\
\hline & & & & & & & & \(32 \cdot 1\) & 1 & \(\int\) broad \(\dot{\mathrm{K}}\) line. \\
\hline
\end{tabular}

Wave-lengths, Intensities, and Probable Origins of \(\gamma\) Cygni Lines, compared with those of \(\delta\) Canis Majoris, the Chromosphere, and \(\alpha\) Cygni-contimued.


Wave-lengths, Intensities, and Probable Origins of \(\gamma\) Cygni Lines, compared with those of \(\delta\) Canis Majoris, the Chromosphere, and \(\alpha\) Cygni-continued.


Wave-lengths, Intensities, and Probable Origins of \(\gamma\) Cygni Lines, compared with those of \(\delta\) Canis Majoris, the Chromosphere, and a Cygni-continued.


Wave-lengths, Intensities, and Probable Origins of \(\gamma\) Cygni Lines, compared with those of \(\delta\) Canis Majoris, the Chromosphere, and a Cygni--continued.


Wave－lengths，Intensities，and Probable Origins of \(\gamma\) Cygni Lines，compared with those of \(\delta\) Canis Majoris，the Chromosphere，and a Cygni－continued．
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{4}{|c|}{\[
\begin{gathered}
\gamma \mathrm{Cygni} \\
\text { (Kensington) }
\end{gathered}
\]} & \multicolumn{2}{|l|}{\(\delta\) Canis majoris （Harvard）．} & \multicolumn{2}{|l|}{\begin{tabular}{l}
Chromosphere \\
（Kensington）．
\end{tabular}} & \multicolumn{2}{|l|}{\[
\begin{gathered}
\alpha \text { Cygni } \\
\text { (Kensington). }
\end{gathered}
\]} & \multirow[b]{2}{*}{Remarks．} \\
\hline \(\lambda\) ． & Inten－ sity． Max． \(=10\) ． & Probable origin． & \(\underset{\text { probable }}{\lambda \text { of }}\) origin． & \(\lambda\) ． & \[
\begin{gathered}
\text { Inten. } \\
\text { sity. } \\
\text { Max. } \\
=220 .
\end{gathered}
\] & \(\lambda\) ． & Inten sity． Max． \(=10\) ． & \(\lambda\) ． & \[
\begin{gathered}
\text { Inten- } \\
\text { sity. } \\
\text { Max. } \\
=10 .
\end{gathered}
\] & \\
\hline \(4196 \cdot 4\) & 4. & Fe & \(4196 \cdot 37\) & \(4196 \cdot 8\) & 3 & \(4196 \cdot 4\) & 2－3 & － & － & \\
\hline \(38 \cdot 9\) & 7 & Fe
Fe & \(98 \cdot 49\)
98.80 & \} 98.5 & 4 & \(98 \cdot 8\) & 4 & 4198 & 1 & \\
\hline & & Fe & \(99 \cdot 27\) & & & & & & & \\
\hline \(4201 \cdot 1\) & 1 & Fe & \(4201 \cdot 09\) & － & － & － & 3 & － & － & \\
\hline \(02 \cdot 2\) & 5 & \({ }^{\text {Fe }}\) & \(02 \cdot 20\) & \(4202 \cdot 2\) & 3 & \(4202 \cdot 2\) & 3 & \(4202 \cdot 3\) & 1 & \\
\hline 03：9 & 1 & ？\({ }_{\text {？}}^{\text {？}} \mathrm{Fe}\) & \(04 \cdot 10\)
\(04 \cdot 16\) & － & － & － & － & － & － & \\
\hline 05.0 & 5－6 & \(p \mathrm{Y}\) & 04.89 & － & － & \(\bar{\square}\) & \({ }_{3}\) & \(\bar{\square}\) & \(\square\) & \\
\hline & & \(p \mathrm{~V}\) & 05.24 & \(05 \cdot 3\) & 3 & \(05 \cdot 1\) & 3 & \(05 \cdot 2\) & 1 & \\
\hline \(06 \cdot 9\) & 3 & Fe & \(\left\{\begin{array}{l}06.86 \\ 07.29\end{array}\right.\) & 06.9 & 2 & \(07 \cdot 1\) & 1 & － & － & \\
\hline \(09 \cdot 2\) & 4－5 & \(? \mathrm{Zr}\) & \｛ \(09 \cdot 14\) & \(03 \cdot 8\) & 2 & \(09 \cdot 6\) & 2－3 & － & － & \\
\hline \(10 \cdot 5\) & 3 & Fe & \(10 \cdot 49\) & \(10 \cdot 5\) & 2 & \(30 \cdot 9\) & 1 & \(10 \cdot 8\) & \(<1\) & \\
\hline \(12 \cdot 0\) & 3 & \({ }^{?} \mathrm{Z}_{\mathrm{r}}\) & 12.05 & \(12 \cdot 1\) & 1 & \(12 \cdot 4\) & 1 & － & － & \\
\hline \(13 \cdot 7\) & 2
9 & \(\stackrel{\mathrm{Fe}}{\mathrm{Sr}}\) & \(13 \cdot 81\) & \(\overline{15} \cdot 7\) & \(\overline{5}\) & \(\overline{15} \cdot 7\) & \(\overline{10}\) & \(\overline{15} 7\) & 2 & \\
\hline \(17 \cdot 2\) & 3 & － & －． & \(17 \cdot 6\) & 1 & 17.0 & ＜1 & 15 & 2 & \\
\hline \(19 \cdot 5\) & 3－4 & Fe & 19.52 & \(19 \cdot 6\) & 1 & \(19 \cdot 4\) & 2 & － & － & \\
\hline \(20 \cdot 4\) & 3 & Fe & 20.51 & \(-\) & － & \(-\) & － & \(\bar{\square}\) & \(<1\) & \\
\hline \(22 \cdot 4\) & \(5-6\) & \(\mathrm{Fe}^{\mathrm{F}}\) & \(22 \cdot 38\) & \(22 \cdot 4\) & 1 & \(22 \cdot 4\) & 3 & \(22 \cdot 2\) & \(<1\) & \\
\hline \(24 \cdot 2\)
25 & 3
3 & Fe & \({ }_{2}{ }^{4} \cdot 34\) & \(24 \cdot 7\) & 1 & － & 二 & \(\overline{24.9}\) & 1 & \\
\hline \(26 \cdot 9\) & 8 & Ca & \(26 \cdot 90\) & \(27 \cdot 0\) & 5 & 26.9 & 7 & \(27 \cdot 2\) & 1 & \\
\hline \(29 \cdot 8\) & 3 & \(\mathrm{Fe}^{\mathrm{Fe}}\) & \(29 \cdot 68\)
20.93 & \} - & － & \(29 \cdot 4\) & \(<1\) & － & － & \\
\hline － & － & － & － & － & － & － & － & \(30 \cdot 7\) & 1 & \\
\hline \(32 \cdot 2\) & 1－2 & － & － & － & － & － & － & \(32 \cdot 1\) & \(<1\) & \\
\hline \(33 \cdot 3\) & 7－8 & \(p \mathrm{Fe}\) & \(33 \cdot 33\) & \(33 \cdot 6\) & 3 & \(33 \cdot 3\) & 6－7 & \(33 \cdot 3\) & 8 & \\
\hline \(36 \cdot 1\) & 5－6 & Fe & \(36 \cdot 11\) & \(36 \cdot 0\) & \(\underline{2}\) & \(35 \cdot 9\) & 4 & \({ }^{35} \cdot 7\) & 1 & \\
\hline \(\overline{39} \cdot 0\) & 5 & \(\overline{\mathrm{Fe}}\) & －38．97 & 二 & － & \(\overline{38} \cdot 0\) & 1－2 & \(37 \cdot 6\)
\(39 \cdot 2\) & \(<1\) & \\
\hline \(40 \cdot 1\) & 3 & Mn & \(39 \cdot 89\) & \(40 \cdot 0\) & 3 & \(40 \cdot 3\) & 1 & \(40 \cdot 6\) & ＜1 & \\
\hline \(42 \cdot 6\) & 5 & \({ }_{p}{ }_{\text {Cr }}\) & \(42 \cdot 62\) & 42.5 & 1 & \(42 \cdot 8\) & 2－3 & \(42 \cdot 6\) & 3－4 & \\
\hline 45.5 & 2 & Fe & \(45 \cdot 42\) & － & － & \(45 \cdot 0\) & 1－2 & \(45 \cdot 0\) & 1 & \\
\hline \(47 \cdot 0\) & 7 & Sc & \(47 \cdot 00\) & \(47 \cdot 3\) & 4 & \(47 \cdot 0\) & 7 & \(47 \cdot 2\) & 3 & \\
\hline \(50 \cdot 3\) & 4 & Fe & \(50 \cdot 29\) & －1 & － & 50.4 & 4－5 & \(\{\overline{51} \cdot 0\) & 1 & \\
\hline \(50 \cdot 9\) & \({ }^{4}\) & Fe & \(50 \cdot 95\) & \(51 \cdot 0\) & \(\stackrel{2}{2}\) & － & & \ \(\begin{aligned} & 51.0 \\ & 53.1\end{aligned}\) & 1 & Possibly double． \\
\hline \(52 \cdot 5\) & 2－3 & \({ }_{\text {？}}^{\text {Cr }}\) & \(52 \cdot 47\)
54.51 & \(54 \cdot 0\) & \(\stackrel{3}{2}\) & 5.5 & 6 & \(54 \cdot 5\) & 1－2 & Possibly double． \\
\hline \(56 \cdot 2\) & 3 & － & － & － & － & \(55 \cdot 6\) & 1－2 & － & － & \\
\hline 58.4 & 6 & Fe & 58.48 & \(58 \cdot 7\) & & \(58 \cdot 2\) & 2 & \(58 \cdot 6\) & 3 & \\
\hline \(60 \cdot 6\) & 6 & Fe ． & \(60 \cdot 64\) & 60.5 & 2 & \(60 \cdot 6\) & 4 & \(60 \cdot 7\) & ＜1 & \\
\hline \(62 \cdot 1\) & 3 & \(p \mathrm{Cr}\) & － & \(62 \cdot 2\) & 1 & \(61 \cdot 6\) & 1－2 & \(62 \cdot 2\) & 3 & \\
\hline \(64 \cdot 2\) & 1 & \({ }^{\mathrm{Fe}}\) & \(64 \cdot 37\) & & － & \(64 \cdot 6\) & 1－2 & \(64 \cdot 4\) & \(<1\) & \\
\hline \(65 \cdot 1\)
\(67 \cdot 3\) & \({ }_{2}^{1}\) & Fe & \(\underline{64 \cdot 90}\) & － & － & 65.5
67.7 & ＜1 & \(\overline{67} \cdot 5\) & ＜1 & \\
\hline 69.5 & 2－3 & － & － & \(70 \cdot 0\) & 1 & \(69 \cdot 8\) & 1 & \(69 \cdot 8\) & 1－2 & \\
\hline \(71 \cdot 2\) & \({ }_{6}^{6}\) & Fe & \(71 \cdot 33\) & \(71 \cdot 7\) & 4 & \(71 \cdot 6\) & 4－5 & \(71 \cdot 7\) & 1 & \\
\hline \(71 \cdot 9\) & 6 & Fe & \(71 \cdot 93\) & 717 & 4 & 16 & & & & \\
\hline 73.5 & 3 & \(\stackrel{\mathrm{Fe}}{\mathrm{Zr}}\) & \(73 \cdot 48\)
\[
73 \cdot 64
\] & \(73 \cdot 8\) & 1 & 73．8 & 1 & \(73 \cdot 6\) & 3 & \\
\hline \(75 \cdot 1\) & 4 & Cr & \(74 \cdot 96\) & \(75 \cdot 0\) & 3 & 75.0 & 5 & \(75 \cdot 0\) & \(<1\) & \\
\hline \(75 \cdot 6\) & 4 & － & － & 75.0 & 3 & － & － & \(75 \cdot 8\) & 4 & \\
\hline － & － & － & － & － & － & － & － & \(76 \cdot 3\) & 1 & \\
\hline \(77 \cdot 6\)
78.4 & 2
2 & \(\overline{\mathrm{Fe}}\) & \(\overline{78} \cdot 39\) & \(\overline{78} \cdot 4\) & 1 & － & 二 & \(\overline{78} \cdot 1\) & \(\overline{2}\) & \(\} \begin{aligned} & \text { Frint } \\ & \text { double．}\end{aligned}\) \\
\hline \(80 \cdot 4\) & 2 & － & & \(80 \cdot 5\) & 1 & \(80 \cdot 2\) & 1－2 & － & － & Faint close \\
\hline \(81 \cdot 0\) & 2 & － & － & － & － & － & － & － & － & double． \\
\hline
\end{tabular}

Wave-lengths, Intensities, and Probable Origins of \(\gamma\) Cygni Lines, compared with those of \(\delta\) Canis Majoris, the Chromosphere, and a Cygni--continued.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{4}{|c|}{\[
\begin{gathered}
\gamma \text { Cygni } \\
\text { (Kensington). }
\end{gathered}
\]} & \multicolumn{2}{|l|}{б Canis majoris (Harrard)} & \multicolumn{2}{|l|}{\begin{tabular}{l}
Chromosphere \\
(Kensington).
\end{tabular}} & \multicolumn{2}{|l|}{\[
\begin{gathered}
\text { a Cygni } \\
\text { (Kensington). }
\end{gathered}
\]} & \multirow[b]{2}{*}{Remarks.} \\
\hline \(\lambda\). & \begin{tabular}{l}
Inten \\
sity. \\
Max. \\
\(=10\).
\end{tabular} & Probable origin. & \(\lambda\) of probable origin. & \(\lambda\). & \[
\begin{gathered}
\text { Inten. } \\
\text { sity. } \\
\text { Max. } \\
=220 .
\end{gathered}
\] & \(\lambda\). & \[
\begin{gathered}
\text { Inten } \\
\text { sity. } \\
\text { Max. } \\
=10 .
\end{gathered}
\] & \(\lambda\). & \[
\begin{gathered}
\text { Inten- } \\
\text { sity. } \\
\text { Mar. } \\
=10 .
\end{gathered}
\] & \\
\hline \(4282 \cdot 8\) & 5 & \(\left\{\begin{array}{l}\mathrm{Fe} \\ \mathrm{Ca}\end{array}\right.\) & \[
\begin{array}{r}
4282 \cdot 57 \\
83 \cdot 17
\end{array}
\] & \} \(4282 \cdot 9\) & 1 & \(4283 \cdot 0\) & 2-3 & \(4282 \cdot 8\) & 1 & \\
\hline \(84 \cdot 4\) & 2 & - & - 17 & 84.4 & 1 & - & - & \(84 \cdot 4\) & 2 & \\
\hline - & - & - & 8 & - & - & - & - & \(86 \cdot 8\) & \(<1\) & \\
\hline \(88 \cdot 0\) & 3-4 & ? Ti & \(88 \cdot 04\) & \(88 \cdot 1\) & 2 & \(87 \cdot 6\) & 1 & \(88 \cdot 3\) & 2 & \\
\hline \(90 \cdot 1\) & 9 & \({ }_{\mathrm{Cr}}\) & \(89 \cdot 89\) & \(89 \cdot 8\) & 4 & \(90 \cdot 2\) & 6-7 & \(90 \cdot \frac{4}{4}\) & 4 & \\
\hline \(92 \cdot 2\) & 1-2 & \(p \mathrm{Ii}\) & 90-38 & 80.8 & , & , & - & \(92 \cdot 4\) & 1 & \\
\hline \(94 \cdot 2\) & 6 & \(\left[p_{\mathrm{Fr}} \mathrm{Ti}\right.\) & \(94 \cdot 20\) & \(9 \pm 3\) & 2 & \(94 \cdot 2\) & 5 & \(94 \cdot 2\) & 4 & \\
\hline \(96 \cdot 7\) & 5 & Fi
\(p\) Fe & 94
96.74 & \(97 \cdot 1\) & 2 & \(96 \%\) & 2-3 & \(96 \cdot \overline{7}\) & 4 & \\
\hline \(99 \cdot 4\) & 4 & Ti Fe & \(99 \cdot 41\) & - & 2 & 5 & - & - & - & \\
\hline \(4300 \cdot 2\) & 6 & \(\rho \mathrm{Ti}\) & \(4300 \cdot 21\) & \(4300 \cdot 2\) & 5 & \(4300 \cdot 2\) & 5 & \(4300 \cdot 2\) & 5 & \\
\hline - & - & - & - & - & - & - & - & \(02 \cdot 1\) & 2 & \\
\hline \(03 \cdot 3\) & 6 & \(p \mathrm{Fe}\) & \(03 \cdot 3 \pm\) & \(02 \cdot 6\) & 5 & \(03 \cdot 0\) & 4 & \(03 \cdot 3\) & 5 & \\
\hline \(05 \cdot 8\) & 5-6 & - & - & \(05 \cdot 8\) & 1 & \(05 \cdot 8\) & 1-2 & \(06 \cdot 0\) & 1 & \\
\hline - & - & - & - & & - & - & - & \(07 \cdot 6\) & 1 & \\
\hline \(08 \cdot 1\) & 5 & \(\left\{\begin{array}{l}\mathrm{Ca} \\ \mathrm{Fe}\end{array}\right.\) & \(07 \cdot 91\)
\(08 \cdot 08\) & \(00^{\circ} 0\) & 2 & \(08 \cdot 1\) & 5 & \(08 \cdot 1\) & 4 & \\
\hline & & \(p \mathrm{Ti}\) & \(08 \cdot 10\) & & & - 1 & J & & 4 & \\
\hline \(09 \cdot 6\) & 5 & Fe & \(09 \cdot 54\) & - 095 & 2 & - & - & \(09 \cdot 7\) & 1 & \\
\hline \(11 \cdot 3\) & 1 & - & - & - & - & - & - & \(10 \cdot 9\) & 1 & \\
\hline \(13 \cdot 0\) & 5 & \({ }^{2} \mathrm{~T}\) & \(13 \cdot 03\) & - & - & \(13 \cdot 0\) & 2 & \(13 \cdot 1\) & 2-3 & \\
\hline \(14 \cdot 3\) & 7-8 & Sc & \(14 \cdot 2 \overline{3}\) & 14.3 & 2 & \(14 \cdot 0\) & 2 & - & - & \\
\hline \(15 \cdot 1\) & 7-8 & \(p \mathrm{Ti}\) & 15 15 & \} \(15 \cdot 2\) & 5 & \(15 \cdot 1\) & +-5 & \(15 \cdot 1\) & 4 & \\
\hline \(17 \cdot 0\) & 3-4 & \({ }_{p} \mathrm{Ti}\) & \(16 \cdot 96\) & \(17 \cdot 0\) & 1 & - & - & \(17 \cdot 2\) & 1 & \\
\hline - & - & - & - & \(17 \cdot 6\) & 1 & - & - & - & - & \\
\hline \(18 \cdot 8\) & 3-4 & Ca & \(18 \cdot 82\) & - & - & \(18 \cdot 3\) & 2 & - & - & \\
\hline - & - & - & - & - & - & - & - & \(19 \cdot 9\) & 1 & \\
\hline \(21 \cdot 2\) & 8 & Sc
Ti & \[
\begin{array}{r}
20 \cdot 91 \\
21 \cdot 20
\end{array}
\] & \(\} \quad 21 \cdot 0\) & 3 & \(21 \cdot 2\) & J & \(21 \cdot 2\) & \(2-3\) & \\
\hline \(23 \cdot 1\) & 1 & - & & - - & - & - & - & -- & - & \\
\hline \(26 \cdot 0\) & 9 & Fe & 25.94 & 26.0 & 5 & 25.8 & 6 & \(26^{\circ} 0\) & 3-4 & \(\{\) Apparently elose \\
\hline \(27 \cdot 3\) & 2 & Fe & \(27 \cdot 27\) & - & - & - & - & - & - & \\
\hline \(30 \cdot 6\) & 7 & \(p \mathrm{Ti}\) & \(30 \cdot 50\)
\(30 \cdot 87\) & \(30 \cdot 9\) & 2 & \(30 \cdot 6\) & 2-3 & \(30 \cdot 7\) & 2 & \\
\hline \(3 \pm{ }^{\circ}\) & 4-5 & ? La & \(33 \cdot 93\) & - & - & \(33 \cdot 9\) & 3 & - & - & \\
\hline \(38 \cdot 1\). & 9 & \(p \mathrm{Ti}\) & \(38 \cdot 08\) & \(37 \cdot 6\) & 10 & \(38 \cdot 1\) & 5 & \(35 \cdot 1\) & \(\pm\) & \\
\hline \(40^{\circ} 6\) & 10 & H & \(40 \cdot 63\) & \(40 \cdot 7\) & 11 & \(40 \cdot 7\) & 10 & \(40 \cdot 7\) & 10 & \(\mathrm{H}_{\gamma}\). \\
\hline \(44 \cdot 3\) & 4-5 & p Mn & \(44 \cdot 19\) & \} 44.7 & 1 & \(44 \cdot 3\) & 3 & \(44 \cdot 3\) & 2 & \\
\hline \(46 \cdot 8\) & 1 & \({ }^{p}{ }_{\mathrm{Fe}}\) & \(44 \cdot 72\) & ) - & - & & & - & - & \\
\hline \(48 \cdot 0\) & 1 & Fe & \(48 \cdot 00\) & - & - & \(47 \cdot 4\) & \(<1\) & - & - & \\
\hline & - & - & - & - & - & - & - & \(49 \cdot 1\) & 1-2 & \\
\hline 51.9 & 7 & \(\{p \mathrm{FeCr}\) & \(51 \cdot 93\) & \} 52.0 & 5 & \(51 \cdot 9\) & 6 & \(51 \cdot 3\) & 7 & \\
\hline \(55 \cdot 2\) & 3-4. & \(\underbrace{\mathrm{Mg}}\) & \(52 \cdot 08\)
\(55 \cdot 26\) & 55.3 & 1 & \(55 \cdot 0\) & 1-2 & & 1 & \\
\hline \(58 \cdot 7\) & 3 & Fe & \(58 \cdot 67\) & - & 1 & & & 57 S & 2 & \\
\hline - & - & \(p \mathrm{Y}\) & 58.88 & - & - & \(59 \cdot \underline{2}\) & 3-4. & - & - & \\
\hline \(59 \cdot \mathrm{~S}\) & 3 & Cr & \(59 \cdot 78\) & \(59 \cdot 9\) & 3 & & & \(60 \cdot 0\) & 1 & \\
\hline \(62 \cdot 3\) & 1-2 & \(p \mathrm{Ni}\) & \(62 \cdot 40\) & - & - & \(62 \cdot 0\) & 1 & \(62 \cdot 4\) & 1-2 & \\
\hline \(6 \pm{ }^{6}\) & 1 & - & - & - & - & \(64 \cdot 1\) & 1 & \(64 \cdot 0\) & 1 & \\
\hline - & - & - & - & - & - & , & - & \(65 \cdot 4\) & \(<1\) & \\
\hline \(67 \cdot 8\) & 4 & \{ Fe & 67.75 & \} \(67 \cdot 9\) & 1 & \(67 \cdot \mathrm{~S}\) & 2-3 & \(67 \cdot 9\) & 1-2 & \\
\hline - & - & \(p \mathrm{Li}\) & \(67 \cdot 81\) & 〕 - & & \[
68 \cdot 7
\] & & & - & \\
\hline \(69 \cdot 9\) & 3 & Fc & \(\overline{69} \cdot 94\) & \(\overline{70} \cdot 0\) & - & \(70 \cdot 2\) & \[
\stackrel{?}{2-3}
\] & \(\overline{69} \cdot 9\) & - & \\
\hline \(71 \cdot 7\) & 2-3 & - & - & 715 & 1 & - & - & 71.7 & 1 & \\
\hline
\end{tabular}

Wave-lengths, Intensities, and Probable Origins of \(\gamma\) Cygni Lines, compared with those of \(\delta\) Canis Majoris, the Chromosphere, and a Cygni--continued.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{4}{|c|}{\[
\begin{aligned}
& \gamma \text { Cygni } \\
& \text { (Kensington). }
\end{aligned}
\]} & \multicolumn{2}{|l|}{\(\delta\) Canis majoris (Harvard).} & \multicolumn{2}{|l|}{\begin{tabular}{l}
Chromosphere \\
(Kensington).
\end{tabular}} & \multicolumn{2}{|l|}{\[
\begin{gathered}
\alpha \text { Cygni } \\
\text { (Kensington). }
\end{gathered}
\]} & \multirow[b]{2}{*}{Remarks.} \\
\hline \(\lambda\). & \[
\begin{gathered}
\text { Inten- } \\
\text { sity. } \\
\text { Max. } \\
=10 .
\end{gathered}
\] & Probable origin. & \(\lambda\) of probable origin. & \(\lambda\). & \[
\begin{gathered}
\text { Inten- } \\
\text { sity. } \\
\text { Max. } \\
=\mathbf{2 2 0}
\end{gathered}
\] & \(\lambda\). & \begin{tabular}{l}
Inten- \\
sity. \\
Max. \\
\(=10\).
\end{tabular} & \(\lambda\). & \begin{tabular}{l}
Intensity. \\
Max.
\[
=10 .
\]
\end{tabular} & \\
\hline \(4374 \cdot 7\) & 8 & \(\left\{\begin{array}{c}\mathrm{Se} \\ p \mathrm{Ti}\end{array}\right.\) & \[
\begin{array}{r}
4374 \cdot 63 \\
74 \cdot 90
\end{array}
\] & \(43 \overline{4} \cdot 7\) & \[
\} 9
\] & \(\{\overline{4374} \cdot 9\) & 7 & \(4374 \cdot 9\) & . 2 & \\
\hline \(76 \cdot 1\) & 2 & Fe & \(76 \cdot 11\) & \(76 \cdot 1\) & \} & [ - & a & \(\overline{78} .0\) & - & \\
\hline \(79 \cdot 4\) & 3 & V & \(79 \cdot 40\) & \(79 \cdot 4\) & 1 & \(\underline{79}{ }^{-7}\) & 2 & \(78 \cdot 9\)
\(80 \cdot 4\) & \(<1\)
1 & \\
\hline \(83 \cdot 7\) & 4-5 & Fe & \(83 \cdot 72\) & \(83 \cdot 7\) & 8 & \(83 \cdot 7\) & 5 & \(83 \cdot 7\) & 2 & \\
\hline \(85 \cdot 3\) & 5-6 & \(p \mathrm{Fe}\) & \(85 \cdot 55\) & \(85 \cdot 2\) & 4 & \(85 \cdot 5\) & 3 & 85 - & 5-6 & \\
\hline \(87 \cdot 0\) & 1 & ? Ti & \(87 \cdot 01\) & - & - & - \({ }^{\text {P }} 1\) & - & -88.1 & - & \\
\hline \(88 \cdot 6\) & 1 & Fe & 88.57 & - & - & \(88 \cdot 1\) & 1-2 & \(88 \cdot 1\) & 1 & \\
\hline \(91 \cdot 2\) & 4 & \(\left\{\begin{array}{l}\mathrm{Fe} \\ \hline\end{array}\right.\) & \(91 \cdot 12\) & \} \(90 \%\) & 2 & \(91 \cdot 2\) & 2-3 & \(91 \cdot 0\) & 2-3 & \\
\hline \(94 \cdot 1\) & 2 & \(\left\{{ }_{P}^{p} \mathrm{Ti}\right.\) & \(91 \cdot 19\)
\(94 \cdot 22\) & \} & - & - & - & \(93 \times 6\) & 1 & \\
\hline \(95 \cdot 2\) & 6 & \(\{p \mathrm{Ti}\) & 95 20 & \} \(95 \cdot 3\) & 7 & \(95 \cdot 2\) & 7 & \(95 \cdot 2\) & 5 & \\
\hline . 2 & & \{ V & \(95 \cdot 41\) & & - & & & \(98 \cdot 0\) & 1 & \\
\hline \(98 \cdot 2\) & 3 & ? It & \(98 \cdot 18\) & - & - & & - & \(98^{\circ} 0\) & 1 & \\
\hline \(4400 \cdot 2\) & 5-6 & \(\left\{\begin{array}{c}p \mathrm{Ti} \\ \mathrm{Se}\end{array}\right.\) & \(99 \cdot 94\)
\(4400 \cdot 55\) & \} \(4400 \cdot 2\) & 7 & \(99 \cdot 9\) & 5-6 & \(99 \cdot 9\) & 3 & \[
\left\{\begin{array}{c}
\text { Probably close } \\
\text { double. }
\end{array}\right.
\] \\
\hline \(01 \cdot 0\) & 2 & - & - & - & - & - & - & - & & \\
\hline \(03 \cdot 3\) & 1. & - & - & - & - & - & - & \(4402 \cdot 8\) & 1 & \\
\hline \(04 \cdot 9\) & 3-4 & Fe & \(04 \cdot 93\) & \(05 \cdot 0\) & 2 & \(4404 \cdot 9\) & 4 & 04.9 & 1-2 & \\
\hline 08.4 & 3 & \(\left\{\begin{array}{c}\mathrm{V} \\ \mathrm{Fe}\end{array}\right.\) & 08:31 & \} \(08 \cdot 5\) & 2 & \(08 \cdot 1\) & 3 & - & - & \\
\hline \(08{ }^{4}\) & 3 & \(\{\stackrel{\mathrm{re}}{\mathrm{V}}\) & \(08 \cdot 68\) & \} 0 & & 081 & 3 & & - & \\
\hline \(09 \cdot 3\) & 4 & ? Fe & \(09 \cdot 29\) & 1- & - & - & - & - & - & \\
\hline \(11 \cdot 3\) & 3 & \(p \mathrm{Ti}\) & \(11 \cdot 20\) & \(11 \cdot 5\) & 2 & \(11 \cdot 2\) & 1-2 & 11.2 & 1 & \\
\hline \(13 \cdot 6\) & 1 & - & - 15.0 & - 3 & 4 & \(15 \cdot 3\) & \(\overline{4}\) & \(13 \cdot 5\)
\(15 \cdot 3\) & \(\stackrel{1}{<1}\) & \\
\hline \(15 \cdot 3\) & 5-6 & Fe & \(15 \cdot 29\) & \(15 \cdot 3\) & 4 & \(15 \cdot 3\) & 4 & \(15 \cdot 3\)
17 & \(\stackrel{1}{1}\) & \\
\hline \(\overline{17} \cdot 9\) & -6-7 & \(\bar{p} \mathrm{~T}\) i & \(\overline{17} \cdot 88\) & \(\overline{17} \cdot 9\) & \(\overline{6}\) & 17.9 & 4-5 & \(17 \cdot 9\) & \({ }_{2}{ }^{-1}\) & \\
\hline - & - & P & - & 17 & & 17 & - & 19 5 & \(<1\) & \\
\hline \(20 \cdot 7\) & 1-2 & - & - & - & - & - & - & - & - & \\
\hline \(22 \cdot 7\) & 3-4 & Fe Y & \(22 \cdot 74\) & \(22 \cdot 8\) & 3 & \(22 \cdot 7\) & 3 & \(22 \cdot 0\) & 1 & \\
\hline \(25 \cdot 6\) & 1. & Ca & \(25 \cdot 61\) & - & - & \(25 \cdot 6\) & 1 & - & - & \\
\hline \(27 \cdot 4\) & 3-4 & \(\{\mathrm{Ti}\) & \(\stackrel{27}{ } \cdot 27\) & \} \(27 \cdot 4\) & 2 & \(27^{\bullet} 4\) & 3 & - & - & \\
\hline - & - & Fe & - 27 & & - & - & - & \(28 \cdot 7\) & <1 & \\
\hline \(30 \cdot 6\) & 3 & Fe & \(30 \cdot 78\) & \(30 \cdot 8\) & 2 & \(30 \cdot 1\) & 2-3 & - & - & \\
\hline \(33 \cdot 4\) & 1-2 & Fe & \(33 \cdot 39\) & - & - & - & - & - & - & \\
\hline - & - & - & - & - & - & - & - & \(34 \cdot 4\) & 1 & Probably close \\
\hline \(35 \cdot 5\) & 4-5 & Ca & \(\left\{\begin{array}{l}35 \cdot 13 \\ 35 \cdot 85\end{array}\right.\) & \} \(35 \cdot 2\) & 2 & \(35 \cdot 5\) & 4-5. & - & - & \[
\left\{\begin{array}{c}
\text { Probably close } \\
\text { double. }
\end{array}\right.
\] \\
\hline \(38 \cdot 5\) & 1 & Fe & [ \(38 \cdot 51\) & - & - & - & - & - & - & \\
\hline 41.8 & 1-2 & V & 41.88 & - & - & \(41 \cdot 8\) & 1-2 & 41.8 & 1 & \\
\hline \(42 \cdot 5\) & 4-5 & Fe & \(42 \cdot 51\) & \(42 \cdot 5\) & \(\}_{0}\) & - & - & - & - & \\
\hline \(44 \cdot 0\) & 9 & \(p \mathrm{Ti}\) & \(43 \cdot 98\) & \(44 \cdot 0\) & \({ }^{0}\) & \(44 \cdot 0\) & 7 & \(44 \cdot 0\) & 4-5 & \\
\hline \(47 \cdot 5\) & 3 & Fe & \(\left\{\begin{array}{l}47 \cdot 30 \\ 47 \cdot 80\end{array}\right.\) & \} \(47 \cdot 7\) & 1 & \(4.7{ }^{\circ}\) & 1 & \(47 \cdot 8\) & 1 & \\
\hline \(50 \cdot 7\) & 4. & \(p \mathrm{Ti}\) & \(\left\{\begin{array}{l}47 \cdot 80 \\ 50 \cdot 65\end{array}\right.\) & ) \(50 \cdot 6\) & 3 & \(50 \cdot 6\) & 5 & \(50 \cdot 6\) & 2-3 & \\
\hline & & \(\int{ }^{\text {Ca }}\) & \(54 \cdot 95\) & ) \(55 \cdot 0\) & & \(55 \cdot 0\) & 5 & \(55 \cdot 3\) & 2 & \\
\hline \(55 \cdot 0\) & 4-5 & \(\{\quad p \mathrm{Fe}\) & \(55 \cdot 30\) & \} 55.0 & 2 & \(55 \cdot 0\) & 5 & อง 3 & 2 & \\
\hline \(59 \cdot 3\) & 2-3 & Fe & \(59 \cdot 30\) & \(60 \cdot 0\) & 1 & \(59 \cdot 9\) & 1-2 & - & - & \\
\hline \(62 \cdot 0\) & 5 & Fe & \(\left\{\begin{array}{l}61 \cdot 82 \\ 62 \cdot 17\end{array}\right.\) & \(\} \quad 62 \cdot 0\) & 2 & \(62 \cdot 3\) & 3 & 61.8 & 1-2 & \\
\hline \(64 \cdot 8\) & 3 & \(p \mathrm{Ti}\) & \(\left\{\begin{array}{l}62 \cdot 17 \\ 64 \cdot 62\end{array}\right.\) & ) \(64 \cdot 8\) & 1 & \(64 \cdot 6\) & 2-3 & 64.5 & 1 & \\
\hline \(66 \cdot 7\) & 2 & Fe & \(66 \cdot 73\) & & - & \(66 \cdot 5\) & \(<1\) & - & - & \\
\hline \(68 \cdot 7\) & 6 & \(p \mathrm{Ti}\) & \(68 \cdot 66\) & 69 5 & 3 & \(68 \cdot 7\) & 6 & \(68 \cdot 7\) & 4 & \\
\hline \(70 \cdot 7\) & 3 & ? \(\mathrm{Ni}^{\text {Z }}\) r & \(70 \cdot 65\) & \(71 \cdot 0\) & 2 & - & - & - & - & \\
\hline
\end{tabular}

Wave-lengths, Intensities, and Probable Origins of \(\gamma\) Cygni Lines, compared with those of \(\delta\) Canis Majoris, the Chromosphere, and a Cygni-continued.


Wave-lengths, Intensities, and Probable Origins of \(\gamma\) Cygni Lines, compared with those of \(\delta\) Canis Majoris, the Chromosphere, and a Cygni-continued.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{4}{|c|}{\[
\begin{gathered}
\gamma \mathrm{Cygni}_{\text {(Kensington) }}
\end{gathered}
\]} & \multicolumn{2}{|l|}{\(\delta\) Canis majoris (Harvard).} & \multicolumn{2}{|l|}{Chromosphere (Kensington).} & \multicolumn{2}{|l|}{\[
\begin{gathered}
\alpha \text { Cygni } \\
\text { (Kensington). }
\end{gathered}
\]} & \multirow[b]{2}{*}{Remarks.} \\
\hline \(\lambda\). & Inten sity. Max. \(=10\). & Probable origin. & \(\lambda\) of probable origin. & \(\lambda\). & \[
\begin{gathered}
\text { Inten- } \\
\text { sity. } \\
\text { Max. } \\
=220 .
\end{gathered}
\] & \(\lambda\). & \begin{tabular}{l}
Inten- \\
sity. \\
Max.
\[
=10
\]
\end{tabular} & \(\lambda\). & \begin{tabular}{l}
Inten- \\
sity. \\
Max. \\
\(=10\).
\end{tabular} & \\
\hline \(4584 \cdot 0\) & 8 & \(p \mathrm{Fe}\) & \(4584 \cdot 02\) & \(4584 \cdot 0\) & 5 & \(4584 \cdot 0\) & 7 & \(4584^{\circ} 0\) & 7 & \\
\hline - & - & - & - & \(86 \cdot 1\) & 1 & - & - & \(86^{\circ} 0\) & \(<1\) & \\
\hline \(88 \cdot 4\) & 3 & \(p \mathrm{Cr}\) & \(88 \cdot 38\) & - & - & \(88 \cdot 4\) & 3 & \(88 \cdot 4\) & 4. & \\
\hline \(90 \cdot 2\) & 2-3 & \(p \mathrm{Ti}\) & \(90 \cdot 13\) & - & - & \(90 \cdot 1\) & 3 & \(90 \cdot 2\) & 1-2 & \\
\hline \(92 \cdot 5\) & 3-4 & \(\left\{\begin{array}{c}p \mathrm{Cr} \\ \mathrm{Fe}\end{array}\right.\) & \(92 \cdot 25\)
\(92 \cdot 84\) & \(\} \quad 92 \cdot 8\) & 1 & \(92 \cdot 5\) & 3 & \(92 \cdot 5\) & 2-3 & \\
\hline \(94 \cdot 1\) & 1 & ? V & \(94 \cdot 30\) & - - & - & - & - & - & - & \\
\hline \(95 \cdot 6\) & 1 & Fe & \(95 \cdot 54\) & \(95 \cdot 9\) & 2 & \(95 \cdot 1\) & 2 & - & - & \\
\hline - & - & - & - & - & - & - & & \(96 \cdot 6\) & 1-2 & \\
\hline \(98 \cdot 1\) & 1 & ? Fe & \(98 \cdot 30\) & - & - & - & - & - & - & \\
\hline \(4600 \cdot 7\) & 4 & - & - & - & - & \(4600 \cdot 8\) & 3 & - & - & \\
\hline \(03 \cdot 2\) & 2 & Fe & \(4603 \cdot 13\) & - & - & \(03 \cdot 0\) & 2 & - & - & \\
\hline \(05 \cdot 2\) & 1 & Ni & \(05 \cdot 17\) & - & - & \(05 \cdot 5\) & 2 & - & - & \\
\hline \(13 \cdot 9\) & 2-3 & - & - & \(4613 \cdot 5\) & 1 & \(13 \cdot 3\) & 2 & - & - & \\
\hline \(16 \cdot 9\) & 3-4 & \(p \mathrm{Cr}\) & \(16 \cdot 80\) & \(16 \cdot 9\) & 1 & - & - & \(4616 \cdot 8\) & 2 & ? double. \\
\hline \(19 \cdot 2\) & 4 & \(\{\mathrm{Fe} p \mathrm{Cr}\) & \(18 \cdot 97\) & \} \(19 \cdot 2\) & 4 & \(19 \cdot 0\) & 3-4 & \(19 \cdot 1\) & 3 & \\
\hline \(20 \cdot 2\) & \(3-4\) & \(\{\mathrm{Fe}\) & \(10 \cdot 47\) & \} - & - & - & - & \(21 \cdot 1\) & 2 & \\
\hline - & 3 & - & - & - & - & - & - & \(23 \cdot 5\) & \(<\) l & \\
\hline - & - & - & - & - & - & - & - & \(24 \cdot 9\) & 1 & \\
\hline \(26 \cdot 2\) & 2 & Cr & \(26 \cdot 36\) & \(25 \cdot 8\) & 1 & - & - & \(26 \cdot 6\) & 1 & \\
\hline \(29 \cdot 5\) & 6 & \(p \mathrm{FeTi} \mathrm{Co}\) & \(29 \cdot 52\) & \(29 \cdot 9\) & 4 & 29.5 & 5-6 & \(29 \cdot 6\) & 5-6 & \\
\hline \(32 \cdot 8\) & 1-2 & - & - & - & - & \(32 \cdot 8\) & 1-2 & \(32 \cdot 6\) & 1 & \\
\hline \(34 \cdot 2\) & 2-3 & \(p \mathrm{Cr}\) & \(34 \cdot 25\) & 31.8 & 1 & \(3 \pm \cdot 3\) & 1-2 & \(34 \cdot 3\) & 3 & \\
\hline - & - & - & - & - & - & - & - & \(35 \cdot 6\) & 2 & \\
\hline - 6 & - & - & - & - & - & - & - & \(38 \cdot 9\) & 1 & \\
\hline \(42 \cdot 6\) & 1 & - & - & - & - & \(42 \cdot 8\) & 1 & - & - & \\
\hline & & & & & & & & & & \(\int \begin{gathered}\text { Band probably } \\ \text { consisting of }\end{gathered}\) \\
\hline \[
\begin{gathered}
46 \cdot 3 \\
\text { to }
\end{gathered}
\] & \(\} 4\) & \(\left\{\begin{array}{l}\mathrm{Cr} \\ \mathrm{Fe}\end{array}\right.\) & \(46 \cdot 35\)
\(47 \cdot 62\) & \(46 \cdot 3\) & 1 & \(46 \cdot 3\) & 4-5 & - & - & \(\{\) the three well- \\
\hline \(49 \cdot 0\) & & \(\left\{\begin{array}{l}\mathrm{Fe} \\ \mathrm{Ni}\end{array}\right.\) & \(48 \cdot 84\) & - \(48 \cdot 9\) & 1 & -48.4 & - 2 & 二 & - & marked solar \\
\hline & & & & & & & & & & \(\left\{\begin{array}{l}\text { lines whose } \lambda \lambda \\ \text { are given. }\end{array}\right.\) \\
\hline \(52 \cdot 5\) & 3 & Cr & \(52 \cdot 34\) & - & - & \(51 \cdot 8\) & \(3-4\) & - & - & \\
\hline \(55 \cdot 3\) & 2 & - & - & - & - & \(55 \cdot 4\) & 2 & - & - & \\
\hline \(57 \cdot 4\) & 4-5 & \(p \mathrm{Ti}\) & \(57 \cdot 38\) & \(57 \cdot 0\) & 4. & \(57 \cdot 4\) & 3-4 & \(57 \cdot 4\) & 2 & \\
\hline \(60 \cdot 6\) & 1. & - & - & - & - & -1. & - & \(60 \cdot 8\) & \(<1\) & \\
\hline \(63 \cdot 6\) & 2-3 & - & - & \(63 \cdot 7\) & 2 & \(64 \cdot 5\) & 2 & \(63 \cdot 8\) & 2 & \\
\hline - & - & \(\int \quad \stackrel{\overline{\mathrm{Fe}}}{ }\) & & - & - & - & - & \(66 \cdot 5\) & \(<1\) & \\
\hline \(67 \cdot 4\) & 8 & \(\left\{\begin{array}{l}? \mathrm{Fe} \\ ? \mathrm{Ti}\end{array}\right.\) & \[
\begin{aligned}
& 67 \cdot 63 \\
& 67 \cdot 77
\end{aligned}
\] & \} \(68 \cdot 0\) & 3 & \(67 \cdot 6\) & 3-4 & \(67 \cdot 2\) & 2-3 & \\
\hline \(70 \cdot 4\) & 7 & Sc & \(70 \cdot 4\) \% & \(70 \cdot 0\) & 3 & \(70 \cdot 8\) & 3-4 & \(70 \cdot 5\) & 2 &  \\
\hline \(73 \cdot 5\) & 1 & Fe & \(73 \cdot 35\) & - & - & \(74 \cdot 0\) & 1 & 73.5 & \(<1\) & \\
\hline \(75 \cdot 6\) & 1-2 & ? Ti & \(75 \cdot 29\) & - & - & \(76 \cdot 0\) & 1 & & - & \\
\hline \(78 \cdot 1\) & 3 & \(? \mathrm{Cd}\) & \(78 \cdot 35\) & \(79 \cdot 0\) & 1 & - & - & - & - & \\
\hline \(82 \cdot 5\) & 3-4 & \(p \mathrm{Y}\) & \(82 \cdot 60\) & \(82 \cdot 2\) & 1. & \(82 \cdot 5\) & 2-3 & - & - & \\
\hline \(86 \cdot 0\) & 1 & - & - & - & - & - & - & - & - & \\
\hline \(89 \cdot 2\) & 1 & \(\bar{T}\) & - & - & - & - & - & - & - & \\
\hline \(91 \cdot 6\) & 1-2 & \(\{\mathrm{Ti}\) & \(91 \cdot 52\) & - & \(\bar{\square}\) & - & - & - & - & \\
\hline 80.6 & 1-2 & 1 Fe & \(91 \cdot 61\) & \(91 \cdot 6\) & 1 & \(91 \cdot 6\) & 3 & - & - & \\
\hline \(99 \cdot 6\)
4703.4 & \(4-5\) & \(\bar{\square}\) & 4709.18 & -98.8 & 2 & 99.5 & 2-3 & - & - & \\
\hline \(4703 \cdot 4\) & 4-5 & Mg & \(4703 \cdot 18\) & \(4703 \cdot 1\) & 2 & \(4703 \cdot 2\) & 3-4 & - & - & \\
\hline \(08 \cdot 6\) & 5 & - & - & \(09 \cdot 0\) & 3 & \(\left\{\begin{array}{l}07 \cdot 8 \\ 09.6\end{array}\right.\) & \(2-3\)
\(2-3\) & - & - & Broad and hazy. \\
\hline \(15 \cdot 0\) & 3 & - & - & \(14 \cdot 5\) & 1 & & - & - & - & \\
\hline \(17 \cdot 8\) & 1-2 & - & - & - & - & \(18 \cdot 5\) & 1 & - & - & \\
\hline \(19 \cdot 6\) & 3 & - & -- & \(20 \cdot 5\) & 1 & - & - & - & - & \\
\hline \(28 \cdot 3\) & 3 & - & - & \(27 \cdot 6\) & 1 & \(27 \cdot 7\) & 2 & - & - & \\
\hline
\end{tabular}

Wave-lengths, Intensities, and Probable Origins of \(\gamma\) Cygni Lines, compared with those of \(\delta\) Canis Majoris, the Chromosphere, and \(\alpha\) Cygni-continued.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{4}{|c|}{\[
\begin{gathered}
\gamma \text { Cygni } \\
\text { (Kensington). }
\end{gathered}
\]} & \multicolumn{2}{|l|}{\(\delta\) Canis majoris (Harvard).} & \multicolumn{2}{|l|}{\begin{tabular}{l}
Chromosphere \\
(Kensington).
\end{tabular}} & \multicolumn{2}{|l|}{\[
\begin{gathered}
a \text { Cygni } \\
\text { (Kensington). }
\end{gathered}
\]} & \multirow[b]{2}{*}{Remarks.} \\
\hline \(\lambda\). & \begin{tabular}{l}
Inten. \\
sity. \\
Max. \\
\(=10\).
\end{tabular} & Probable origin. & \(\lambda\) of probable origin. & \(\lambda\). & \[
\begin{gathered}
\text { Inten- } \\
\text { sity. } \\
\text { Max. } \\
=220 .
\end{gathered}
\] & \(\lambda\). & Intensity. Mas. \(=10\). & \(\lambda\). & Intensity. Max. \(=10\). & \\
\hline \(4731 \cdot 3\) & 4 & - & - & \(4731 \cdot 7\) & 1 & \(4731 \cdot 4\) & 3-4 & 47317 & \(3 \cdot 4\) & \\
\hline \(34 \cdot 1\) & 2-3 & ? Fe & \(4733 \cdot 78\) & - & - & \(33 \cdot 8\) & 1 & & & \\
\hline \(37 \cdot 6\) & 4 & & - & \(37 \cdot 0\) & 1 & \(37 \cdot 0\) & 3 & - & - & \\
\hline \(40 \cdot 9\) & 1 & - & - & -- & - & \(40 \cdot 5\) & 2 & - & - & \\
\hline \(44 \cdot 9\) & 1 & - & - & - & - & \(45 \cdot 5\) & 1 & - & - & \\
\hline \(48 \cdot 6\) & 1-2 & - & - & - & - & \(48 \cdot 0\) & 1 & - & - & \\
\hline \(52 \cdot 2\) & 2 & - & - & - & - & - & - & - & - & \\
\hline - & - & - & - & \(54 \cdot 2\) & 1 & - & - & - & - & \\
\hline \(55 \cdot 3\) & 3 & - & - & - & - & -- & - & - & - & \{Broad, probably \\
\hline \(64 \cdot 2\) & 7 & Ti Ni & \(64 \cdot 11\) & \(64 \cdot 1\) & 8 & - & - & - & - & \\
\hline \(67 \cdot 8\) & 1 & , & - & - & - & \(67 \cdot 0\) & 2 & - & - & \\
\hline \(71 \cdot 2\) & 2 & - & - & \(71 \cdot 8\) & 1 & - & - & - & - & \\
\hline \(80 \cdot 2\) & 3-4 & \(p \mathrm{Ti}\) & \(80 \cdot 20\) & \(80 \cdot 1\) & 1 & \(79 \cdot 9\) & 3-4 & \(80 \cdot 1\) & 2 & \\
\hline \(83 \cdot 1\) & 2-3 & - & - & - & - & \(83 \cdot 1\) & 2 & - & - & \\
\hline \(86 \cdot 7\) & 2-3 & - & - & \(86 \cdot 8\) & 1 & \(86 \cdot 7\) & 2-3 & - & - & \\
\hline \(98 \cdot 7\) & 2-3 & - & - & \(98 \cdot 7\) & 2 & \(98 \cdot 7\) & 2 & - & - & \\
\hline \(4805 \cdot 2\) & 3 & \(p \mathrm{Ti}\) & 4805.25 & \(4805 \cdot 2\) & 3 & \(4805{ }^{-2}\) & 5 & 4805 -2 & 2 & \\
\hline \(11 \cdot 0\) & 3 & - & - & - & - & \(11 \cdot 0\) & 3 & - & & \\
\hline \(2 \pm \cdot 3\) & 7 & \(\mathrm{Fe} p \mathrm{Cr}\) & \(24 \cdot 33\) & \(24 \cdot 0\) & 5 & \(24 \cdot 3\) & 6 & \(24 \cdot 3\) & 4 & \\
\hline \(40 \cdot 4\) & 2 & \(\cdots\) & & -- & - & \(40 \cdot 4\) & 2-3 & - & - & \\
\hline \(48 \cdot 4\) & 3-4 & \(p \mathrm{Cl}\) & \(48 \cdot 44\) & \(48 \cdot 4\) & 3 & \(48 \cdot 5\) & 3 & \(48 \cdot 4\) & 3-4 & \\
\hline \(55 \cdot 4\) & 5 & - & - & \(55 \cdot 7\) & 3 & \(55 \cdot 0\) & 2-3 & - & - & \\
\hline \(61 \cdot 5\) & 8 & H & \(61 \cdot 49\) & - & - & 61.5 & 10 & & 10 & \(\mathrm{H}_{\beta}\). \\
\hline
\end{tabular}
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\section*{Introduction.}

A quaternion \(q\) adequately represents a point \(Q\) to which a determinate weight is attributed, and, conversely, when the point and its weight are given, the quaternion is defined without ambiguity. This is evident from the identity
\[
\begin{equation*}
q=\left(1+\frac{\mathrm{V} q}{\mathrm{~S} q}\right) \mathrm{S} q \tag{A}
\end{equation*}
\]
in which \(\mathrm{S}_{q}\) is regarded as a weight placed at the extremity of the vector
\[
\mathrm{o}_{\mathrm{Q}}=\frac{\mathrm{Vq}}{\mathrm{~S} q} \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot(\mathrm{~B})
\]
drawn from any assumed origin 0 . It is sometimes convenient to employ capitals \(Q\) concurrently with italics \(q\) to represent the same point, it being understood that
\[
\mathrm{Q}=\frac{q}{\mathrm{~S} q}=1+\mathrm{oQ} \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot(\mathrm{C})
\]

Thus \(Q\) represents the point \(Q\) affected with a unit weight. The point o may be called the scalar point, for we have
\[
\begin{equation*}
0=1 \tag{D}
\end{equation*}
\]

In order to develop the method, it becomes necessary to employ certain special symbols. With one exception these are found in Art. 365 of 'Hamilton's Elements of Quaternions,' though in quite a different connection. We write
\[
(a, b)=b \mathrm{~S} a-a \mathrm{~S} b, \quad[a, b]=\mathrm{V} \cdot \mathrm{~V} a \mathrm{~V} b . . . . .(\mathrm{E})
\]
and in particular for points of unit weight, these become
\[
\begin{equation*}
(A, B)=\mathrm{B}-\mathrm{A}, \quad[\mathrm{~A}, \mathrm{~B}]=\mathrm{V} \cdot \mathrm{~V}_{\mathrm{A}} \mathrm{~V}_{\mathrm{B}}=\mathrm{V} \cdot \mathrm{~V}_{\mathrm{A}} \cdot(\mathrm{~B}-\mathrm{A}) \tag{F}
\end{equation*}
\]

Thus ( \(a b\) ) is the product of the weights \(\mathrm{S} a \mathrm{~S} b\) into the vector connecting the points, and \([a b]\) is the product of the weights into the moment of the vector connecting the points with respect to the scalar point. The two functions \((a b)\) and \([a b]\) completely define the line \(a b\).

Again Hamilton writes
\([a, b, c]=(a, b, c)-[b, c] \mathrm{S} a-[c, a] \mathrm{S} b-[a, b] \mathrm{S} c ;(a, b, c)=\mathrm{S}[a, b, c]=\mathrm{SV} a \mathrm{~V} b \mathrm{~V}_{c}\).
or if we replace \(a, b, c\) by \((1+\alpha) \mathrm{S} a,(1+\beta) \mathrm{Sb},(1+\gamma) \mathrm{S} c\), where \(\alpha, \beta\) and \(\gamma\) are the vectors from the scalar point to three points \(a, b\) and \(c\), we have
\[
\begin{equation*}
[A, B, C]=S \alpha \beta \gamma-V(\beta \gamma+\gamma \alpha+\alpha \beta) ; \quad(A, B, C)=S \alpha \beta \gamma . \tag{H}
\end{equation*}
\]

Hence it appears that \([a, b, c]\) is the symbol of the plane \(a, b, c\); for \(-\mathrm{V}[a, b, c](a, b, c)^{-1}\) is the reciprocal of the vector perpendicular from the scalar point on that plane. Also ( \(A, B, C\) ) is the sextupled volume of the tetrahedron OABC. Again, Hamilton writes for four quaternions
\[
\begin{equation*}
(a b c d)=\mathrm{S} \cdot a[b c d] \tag{I}
\end{equation*}
\]
and in terms of the vectors this is seen to be the products of the weights into the sextupled volume of the pyramid ( ABCD ).

Other notations may of course be employed for these five combinatorial functions of two, three, or four quaternions or points, but Hamilton's use of the brackets seems to be quite satisfactory.

In the same article Hamilton gives two most useful identities connecting any five quaternions. These are
and
\[
\begin{equation*}
a(b c d e)+b(c d e a)+c(d e a b)+d(e a b c)+e(a b c d)=0 . \tag{J}
\end{equation*}
\]
\[
\begin{equation*}
e(a b c d)=[b c d] \mathrm{S} a e-[a c d] \mathrm{S} b e+[a b d] \mathrm{S} c e-[a b c] \mathrm{S} d e \tag{K}
\end{equation*}
\]
which enable us to express any point in terms of any four given points, or in terms of any four given planes.

The equation of a plane may be written in the form
\[
\begin{equation*}
\mathrm{S} l_{q}=0 \tag{L}
\end{equation*}
\]
and thus \(l\), any quaternion whatever, may be regarded as the symbol of a plane as well as of a point.

On the whole, it seems most convenient to take as the auxiliary quadric the sphere of unit radius
\[
\begin{equation*}
\mathrm{S} \cdot q^{2}=0 \tag{M}
\end{equation*}
\]
whose centre is the scalar point. With this convention the plane \(\mathrm{Sl} q=0\) is the polar of the point \(l\) with respect to the auxiliary quadric; or the plane is the reciprocal of the point \(l\). Thus the principle of duality occupies a prominent position.

The formulæ of reciprocation
\[
\begin{equation*}
([a b c] ;[a b d])=[a b](a b c d) ;[[a b c] ;[a b d]]=-(a b)(a b c d) \tag{N}
\end{equation*}
\]
connecting any four quaternions are worthy of notice, and are easily proved by
replacing the quaternions by \(1+\alpha, 1+\beta, 1+\gamma\), and \(1+\delta\) respectively. In complicated relations it may be safer to separate the quaternions as in these formulæ by semi-colons, but generally the commas or semi-colons may be omitted without causing any ambiguity.

These new interpretations are not in the least inconsistent with any principle of the calculus of quaternions. We are still at liberty to regard a quaternion as the separable sum of a vector and a scalar, or as the ratio or product of two vectors, or as an operator, as well as a symbol of a point or of a plane.

In particular, in addition to Hamilton's definition of a vector as a right line of given direction and of given magnitude, and in addition to his subsequent interpretations of a vector as the ratio or product of two mutually rectangular vectors, or as a versor, we may now consider a vector as denoting the point at infinity in its direction, or the plane through the centre of reciprocation. For the vector OQ of equation (B) becomes infinitely long if \(\mathrm{S} q=0\), and the plane \(\mathrm{S} / q=0\) passes through the scalar point if \(\mathrm{S} l=0\). We may also observe that the difference of two unit points \(A-B\) is the vector from one point \(B\) to the other \(A\), and this again is in agreement with the opening sections of the "Lectures."

Additional illustrations and examples may be found in a paper on "The Interpretation of a Quaternion as a Point-symbol," 'Trans. Roy. Irish Acad.,' vol. 32, pp. 1-16.

The only other symbols peculiar to this method are the symbols for quaternion arrays. The five functions \((a b),[a b],[a b c],(a b c)\), and \((a b c d)\) are particular cases of arrays, being, in fact, arrays of one row. In general the array of \(m\) rows and \(n\) columns
\[
\left\{\begin{array}{ccccc}
a_{1} & a_{2} & a_{3} & \ldots & a_{n}  \tag{O}\\
b_{1} & b_{2} & b_{3} & \ldots & b_{n} \\
\cdot & \cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdot & \cdots & c_{1} \\
p_{1} & p_{2} & p_{3} & \ldots & p_{n}
\end{array}\right\}
\]
may be defined as a function of \(m n\) quaternion constituents, which vanishes if, and only if, the groups of the constituents composing the rows were connected by linear relations with the same set of scalar multipliers. In other words, the array vanishes if scalars \(t_{1}, t_{2} \ldots t_{n}\) can be found to satisfy the \(m\) equations
\[
\begin{gathered}
t_{1} a_{1}+t_{2} a_{2}+\ldots+t_{n} a_{n}=0 \\
t_{1} b_{1}+t_{2} b_{2}+\ldots+t_{n} b_{n}=0 \\
\cdot \\
t_{1} p_{1}+t_{2} p_{2}+\ldots+t_{n} p_{n}=0
\end{gathered}
\]

The expansion of arrays is considered in a paper on "Quaternion Arrays," "Trans. Roy. Irish Acad.,' vol. 32, pp. 17-30.
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1. The quaternion equation
\[
\begin{equation*}
f(p+q)=f p+f q \tag{1}
\end{equation*}
\]
may be regarded as a definition of the nature of a linear quaternion function \(f\), the quaternions \(p\) and \(q\) being perfectly arbitrary. As a corollary, if \(x\) is any scalar,
\[
\begin{equation*}
f\left(x_{p}\right)=x f_{p} \tag{2}
\end{equation*}
\]
and on resolving \(f_{4}\) in terms of any four arbitrary quaternions \(a_{1}, a_{2}, a_{3}, a_{4}\), we must have an expression of the form
\[
\begin{equation*}
f q=a_{1} S b_{1 q} q+a_{2} S b_{2} q+a_{3} S b_{3} q+a_{4} S b_{4} q . \tag{3}
\end{equation*}
\]
because the coefficients of the four quaternions a must be scalar and distributive functions of \(q\). Sixteen constants enter into the composition of the function \(f\), being four for each of the quaternions \(b\).
2. When a quaternion is regarded as the symbol of a point, the operation of the function \(f\) produces a linear transformation of the most general kind.

The equations
\[
\begin{equation*}
f(x a+y b)=x f a+y f b ; \quad f(x a+y b+z c)=x f a+y f b+z f c . \tag{4}
\end{equation*}
\]
show that the right line \(a, b\) is converted into the right line \(f a, f b\), and the plane containing three points \(a, b, c\) into the plane containing their correspondents, \(f a, f b\) and \(f c\).

The homographic character of the transformation is also clearly exhibited.
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3. In order to specify a function of this kind it is necessary to know the quaternions \(a^{\prime}, b^{\prime}, c^{\prime}, b^{\prime}\) into which any set of four unconnected quaternions, \(a, b, c, d\), are converted. Thus, from the identical relation
\[
\begin{equation*}
q(a b c d)+a(b c d q)+b(c d q a)+c(d \underline{q} a b)+d(q a b c)=0 \tag{5}
\end{equation*}
\]
connecting one arbitrary quaternion with the four given quaternions, is deduced the equation
\[
\begin{equation*}
f q(a b c d)+a^{\prime}(b c d q)+b^{\prime}(c d q c a)+c^{\prime}(d q a b)+d^{\prime}(q a b c)=0 . \tag{6}
\end{equation*}
\]
which determines the result of operating by \(f\) on \(q\).
When we are merely concerned with the geometrical transformation of points, the absolute magnitudes* of the representative quaternions cease to be of importance, and the function
\[
\begin{equation*}
f q=x_{\mathrm{A}^{\prime}}(\mathrm{BCD} q)+y \mathrm{~B}^{\prime}(\mathrm{CD} q \mathrm{~A})+z \mathrm{c}^{\prime}(\mathrm{D} q \mathrm{AB})+u \mathrm{D}^{\prime}(q \mathrm{ABC}) . \tag{7}
\end{equation*}
\]
which involves four arbitrary scalars, converts the four points \(A, B, C, D\) into four others, \(A^{\prime}, B^{\prime}, C^{\prime}, ' D\). Given a fifth point \(E\) and its correspondent \(E^{\prime}\), the four scalars are determinate to a common factor, and subject to a scalar multiplier, the function which produces the transformation is
\[
\begin{array}{r}
f_{q}=\mathrm{A}^{\prime}(\mathrm{BCD} q) \cdot \frac{\left(\mathrm{B}^{\prime} \mathrm{C}^{\prime} \mathrm{D}^{\prime} \mathrm{E}^{\prime}\right)}{(\mathrm{BCDE})}+\mathrm{B}^{\prime}\left(\mathrm{CD} q^{A}\right) \cdot \frac{\left(\mathrm{C}^{\prime} D^{\prime} \mathrm{E}^{\prime} \mathrm{A}^{\prime}\right)}{(\mathrm{CDEA})}+\mathrm{C}^{\prime}(\mathrm{D} q \mathrm{AB}) \cdot \frac{\left(\mathrm{D}^{\prime} \mathrm{E}^{\prime} \mathrm{A}^{\prime} \mathrm{B}^{\prime}\right)}{(\mathrm{DEAB})} \\
+\mathrm{D}^{\prime}(q \mathrm{ABC}) \cdot \frac{\left(\mathrm{E}^{\prime} \mathrm{A}^{\prime} \mathrm{B}^{\prime} \mathrm{C}^{\prime}\right)}{(E A B C)} \cdot \cdots \cdots \cdot \tag{8}
\end{array}
\]

It is only necessary to replace \(q\) by E in order to verify this result.
4. A linear quatcrnion function, \(f\), being regarded as effecting a transformation of points, the inverse of its comjugate \(f^{\prime-1}\) produces the corresponding tangential transformation.

For any two quaternions, \(p\) and \(q\),
\[
\begin{equation*}
\mathrm{S} p q=\mathrm{S} p f^{-1} q^{\prime}=\mathrm{S} f^{\prime-1} p q^{\prime}=\mathrm{S} p, q^{\prime} \text { if } q^{\prime}=f q, p,=f^{\prime-1} p \tag{9}
\end{equation*}
\]

Hence any plane \(\mathrm{S} p q=0\), in which the quaternion \(q\) represents the current point, transforms into the plane \(S_{p} \ell^{\prime}=0\), and the proposition is proved.

Thus, when symbols of points \((q)\) are transformed by the operation of \(f\), symbols of planes \((p)\), or of points reciprocal to the planes, are transformed by the operation of \(f^{\prime-1}\).
5. Hamilon's beautiful method of inversion of a linear quaternion function receives a geometrical interpretation from the results of the last article.
* In accordance with the notation proposed ('Trans. Roy. Irish Acad.,' vol. 32, p. 2), capital letters are used in this article concurrently with small letters to denote the same points, but the weights for the capital symbols are unity; thus \(q=Q \mathrm{~S} q=(1+\mathrm{oq}) \mathrm{S} \%\)

The symbol of the plane containing three points \(a, b, c\), may be written in the form
\[
\begin{equation*}
p=[a, b, c] \tag{10}
\end{equation*}
\]
and on transformation this becomes
\[
\begin{equation*}
n p_{1}=[f c, f b, f c]=F^{\prime}[a b c]=F^{\prime} p=F^{\prime} f^{\prime} p_{1} . \tag{11}
\end{equation*}
\]
where \(n\) is a certain scalar and where \(F^{\prime}\) is an auxiliary function.
In fact, the first equation sums up the last article ; in the second a new function \(F^{\prime}\) is introduced, and in the fourth equation (9) is utilized.
Since \(p\), is quite arbitrary (11) may be replaced by the symbolical equations
\[
\begin{equation*}
n=F^{\prime} f^{\prime} ; F^{\prime}=n f^{\prime-1} ; f^{\prime}=n^{-1} F^{\prime-1} ; n=f^{\prime} F^{\prime \prime} \tag{12}
\end{equation*}
\]
an arbitrary quaternion being understood as the subject of the operations.
Moreover, because
\[
\begin{equation*}
n \mathrm{~S} p q=\mathrm{S} p F^{\prime} f^{\prime} q=\mathrm{S} F P f^{\prime} q=\mathrm{S} q f F p \tag{13}
\end{equation*}
\]
where \(p\) and \(q\) are arbitrary quaternions and where \(F\) is the conjugate of \(F^{\prime}\), it appears that
\[
\begin{equation*}
n=f F ; F=n f^{-1} ; f=n^{-1} F^{-1} ; n=F f . \tag{14}
\end{equation*}
\]

And for any three arbitrary quaternions
\[
\begin{equation*}
F[a b c]=\left[f^{\prime} a f^{\prime} b f^{\prime} c\right] . \tag{15}
\end{equation*}
\]
as appears from symmetry, or, anew geometrically, by considering a point as the intersection of three planes.

Operating on the last equation by \(\mathrm{S} f^{\prime} d\) we find, since \(n=f F=f^{\prime} F^{\prime}\),
\[
\begin{equation*}
n(a b c a)=\left(f^{\prime} a f^{\prime} b f^{\prime} c f^{\prime} d\right)=(f a f b f c f d) \tag{16}
\end{equation*}
\]

The fact that \((a b c d)\) is a combinatorial function of \(a, b, c\) and \(d\) proves that \(n\) is an invariant, or that it is quite independent of any particular set of quaternions, \(a, b, c, d\). This invariance is, however, established by the form of the equations (12) and (14).
6. Replacing \(f\) by \(f_{t}=f-t\), where \(t\) is an arbitrary scalar, Hanhluon denotes by \(F_{t}\) and \(n_{t}\) the auxiliary function and the invariant which bear the same relations to \(f_{t}\) that \(F^{r}\) and \(n\) bear to \(f\).

By (15) and (16), \(F_{t}\) and \(n_{t}\) are of the forms
\[
\begin{equation*}
F_{t}=F-t G+t^{2} H-t^{3} \tag{17}
\end{equation*}
\]
where \(G\) and \(I I\) are new auxiliary functions ; and
\[
\begin{equation*}
n_{t}=n-t n^{\prime}+t^{9} n^{\prime \prime}-t^{3} n^{\prime \prime \prime}+t^{4} \tag{18}
\end{equation*}
\]
where \(n^{\prime}, n^{\prime \prime}\) and \(n^{\prime \prime \prime}\) are new invariants.

He then equates the coefficients of the arbitrary scalar \(t\) in the symbolical equation
\[
\begin{equation*}
u_{t}=f_{t} F_{t}=F_{t} f_{i} \tag{19}
\end{equation*}
\]
and obtains the symbolical equations
\[
\begin{equation*}
n=F f, n^{\prime}=F+G f, n^{\prime \prime}=G+H f, n^{\prime \prime \prime}=H+f^{\prime} \tag{20}
\end{equation*}
\]
which will be found to be of great importance in the geometrical theory.

In virtue of (19), all these functions are commutative, in order of operation.

These equations establish certain collineations which are illustrated in the annexed figure.

From the relations (20) Hamilton deduces

\[
\begin{equation*}
H=n^{\prime \prime \prime}-f ; G=n^{\prime \prime}-n^{\prime \prime \prime} f+f^{2} ; F=n^{\prime}-n^{\prime \prime} f+n^{\prime \prime \prime} f^{2}-f^{3} . \tag{21}
\end{equation*}
\]
and the symbolic quartic satisfied by \(f\)
\[
\begin{equation*}
f^{4}-n^{\prime \prime \prime} f^{3}+n^{\prime \prime} f^{2}-n^{\prime} f+n=0 \text { or }\left(f-t_{1}\right)\left(f-t_{2}\right)\left(f-t_{3}\right)\left(f-t_{4}\right)=0 \tag{22}
\end{equation*}
\]
if \(t_{1}, t_{2}, t_{3}, t_{4}\) are the roots of the quartic
\[
\begin{equation*}
t^{4}-n^{\prime \prime \prime} t^{3}+n^{\prime \prime} t^{2}-n^{\prime} t+n=0 \tag{23}
\end{equation*}
\]
or the latent roots of the function \(f\).
It appears by (12) and (14) that exactly similar equations are valid for the conjugate function \(f^{\prime}\), it being only necessary to replace \(F, G\) and \(H\) by their conjugates \(F^{\prime}, G^{\prime}\) and \(H^{\prime}\), as the invariants \(n, n^{\prime}, n^{\prime \prime}\) and \(n^{\prime \prime \prime}\) are the same in both cases.
7. The united points of the transformation are represented by the quaternions \(q_{1}, q_{2}, q_{3}\) and \(q_{4}\), which satisfy the equations
\[
\begin{equation*}
f q_{\mathrm{i}}=t_{1} q_{1} ; f q_{2}=t_{2} q_{2} ; f q_{3}=t_{3} q_{3} ; f q_{4}=t_{4} q_{4} \tag{24}
\end{equation*}
\]
and they are determined by operating on an arbitrary quaternion by the function obtained by omitting one factor of the second form of (22). In like manner by omitting two or three factors of the same quartic, the equations of the lines joining two, and of the planes through three, of the united points are obtained by operating on a variable quaternion. Thus
\[
\begin{equation*}
q=\left(f-t_{3}\right)\left(f-t_{4}\right) r \quad \text { and } \quad q=\left(f-t_{4}\right) r \tag{25}
\end{equation*}
\]
are respectively the equation of the line through the points \(q_{1} q_{2}\) and of the plane through the points \(q_{1}, q_{2}, q_{3}\). These results are obvious when the arbitrarily variable point is referred to the united points as points of reference, or when we write
\[
\begin{equation*}
r=x_{1} q_{1}+x_{2} q_{2}+x_{3} q_{3}+x_{4} q_{4} \tag{26}
\end{equation*}
\]
8. The united points of a function and of its conjugate form reciprocal tetrahedra, with respect to the unit sphere \(\mathrm{S} q^{2}=0\).

For when the roots are all unequal
\[
\begin{equation*}
t_{1} \mathrm{~S} q_{2}^{\prime} q_{1}=\mathrm{S} q_{a}^{\prime} f q_{1}=\mathrm{S} q_{1} f^{\prime} q_{2}^{\prime}=t_{2} \mathrm{~S} q_{1} q_{2}^{\prime}=0 \tag{27}
\end{equation*}
\]
if \(q_{1}^{\prime} q_{2}^{\prime}, q_{3}^{\prime}\) and \(q_{4}^{\prime}\) are the united points of the conjugate. Thus the points \(q_{1}\) and \(q_{2}^{\prime}\) are conjugate with respect to the sphere.

Since the plane \(\mathrm{S} q_{1}^{\prime} q=0\) contains the points \(q_{2}, q_{3}, q_{4}\), the weights may be chosen so that
\[
\begin{equation*}
q_{1}^{\prime}=\frac{\left[q_{2} q_{3} q_{4}\right]}{\left(q_{1} q_{2} q_{3} q_{4}\right)}, q_{2}^{\prime}=\frac{\left[q_{3} q_{4} q_{1}\right]}{\left(q_{2} q_{3} q_{4} q_{1}\right)}, q_{3}^{\prime}=\frac{\left[q_{4} q_{1} q_{2}\right]}{\left(q_{3} q_{4} q_{1} q_{2}\right)}, q_{4}^{\prime}=\frac{\left[q_{1} q_{2} a_{3}\right]}{\left(q_{4} q_{1} q_{2} q_{3}\right)} \tag{28}
\end{equation*}
\]
and these relations imply*
\[
\begin{equation*}
\mathrm{S} q_{1} q_{1}^{\prime}=\mathrm{S} q_{2} q_{2}^{\prime}=\mathrm{S} q_{3} q_{3}^{\prime}=\mathrm{S} q_{4} q_{4}^{\prime}=1 \tag{29}
\end{equation*}
\]
and from symmetry

To these relations may be added the quaternion identities
\[
\begin{align*}
& q_{1} q_{1}^{\prime}+q_{2} q_{2}^{\prime}+q_{3} q_{3}^{\prime}+q_{4} q_{4}^{\prime}=4=q_{1}^{\prime} q_{1}+q_{2}^{\prime} q_{2}+q_{3}^{\prime} q_{3}+q_{4}^{\prime} q_{4}  \tag{31}\\
& q_{1} \mathrm{~S} q_{4}^{\prime}+q_{2} \mathrm{~S} q_{2}^{\prime}+q_{3} \mathrm{~S} q_{3}^{\prime}+q_{4} \mathrm{~S} q_{4}^{\prime}=1=q_{1}^{\prime} \mathrm{S} q_{1}+q_{2}^{\prime} \mathrm{S} q_{2}+q_{3}^{\prime} \mathrm{S} q_{3}+q_{4}^{\prime} \mathrm{S} q_{4} . \tag{32}
\end{align*}
\]
which are probably more elegant than important. The second shows that the centre of the sphere is the centre of mass of the weights \(\mathrm{S}_{q_{1}} \mathrm{~S}_{q_{1}^{\prime}}, \mathrm{S}_{q_{2}} \mathrm{~S}_{q_{2}^{\prime}}, \mathrm{S}_{q_{3}} \mathrm{~S}_{q_{3}^{\prime}}, \mathrm{S} q_{4} \mathrm{~S}_{q^{\prime}}\) placed at the vertices of either of the tetrahedra, and that the sum of their weights is unity.

From these identities we deduce the vector equations
\[
\begin{equation*}
\left(q_{1} q_{1}^{\prime}\right)+\left(q_{2} q_{2}^{\prime}\right)+\left(q_{3} q_{3}^{\prime}\right)+\left(q_{4} q_{ \pm}^{\prime}\right)=0=\left[q_{1} q_{1}^{\prime}\right]+\left[q_{2} q_{2}^{\prime}\right]+\left[q_{3} q_{3}^{\prime}\right]+\left[q_{4} q_{4}^{\prime}\right] \tag{33}
\end{equation*}
\]
which express that equilibrating forces can be placed along the lines joining corresponding vertices, or that any line which meets three of these lines meets the fourth, or that the lines are generators of a quadric. \(\dagger\)

\footnotetext{
* Writing \(q_{1}=w_{1}\left(1+\alpha_{1}\right), q_{1}^{\prime}=w_{1}^{\prime}\left(1+\alpha_{1}^{\prime}\right)\), equations (29) give \(w_{1} w_{1}^{\prime}\left(1+S \alpha_{1} z_{1}^{\prime}\right)=1\). Hence the product of the weights \(v_{1} w_{1}^{\prime}\) is the reciprocal of the product of the perpendiculars from the centre of the
 Observe that only the products \(w_{1} w_{1}^{\prime}\) have heen assigned, not \(v_{1}\) and \(w_{1}^{\prime}\) separately.
\(\dagger\) In the notation of the last note (33) becomes \(\Sigma v_{v_{1}} w_{1}^{\prime}\left(\alpha_{1}^{\prime}-\alpha_{1}\right)=\Sigma u_{1} w_{1}^{\prime} \Sigma \alpha_{1} \alpha_{1}^{\prime}=0\). The equilibrating forces are proportional to the distances between the vertices divided by the products of perpendiculars mentioned in the note cited.
}

It is also possible to obtain relations connecting pairs of the points ((N), p. 224),
\[
\begin{gather*}
{\left[q_{1} q_{2}\right]=+\frac{\left(q_{3}^{\prime} q_{4}^{\prime}\right)}{\left(q_{1}^{\prime} q_{2}^{\prime} q_{3}^{\prime} q_{4}^{\prime}\right)} ;\left(q_{1} q_{2}\right)=-\frac{\left[q_{3}^{\prime} q_{4}^{\prime}\right]}{\left(q_{1}^{\prime} q_{2}^{\prime} q_{3}^{\prime} q_{4}^{\prime}\right)} ;\left[q_{1}^{\prime} q_{2}^{\prime}\right]=+\frac{\left(q_{3} q_{4}\right)}{\left(q_{1} q_{2} q_{3} q_{4}\right)}} \\
\left(q_{1}^{\prime} q_{2}^{\prime}\right)=-\frac{\left[q_{3} q_{4}\right]}{\left(q_{1} q_{2} q_{3} q_{4}\right)} \cdot \cdots \cdot \cdots \cdot \tag{34}
\end{gather*}
\]
from which we learn that
\[
\begin{equation*}
-1=\left(q_{1} q_{2} q_{3} q_{4}\right)\left(q_{1}^{\prime} q_{2}^{\prime} q_{3}^{\prime} q_{+}^{\prime}\right) \tag{35}
\end{equation*}
\]
and we are at liberty to write separately on further selection of the weights (for the products of the weights \(\mathrm{S} q_{1} \mathrm{~S} q_{1}^{\prime}\) alone have been assigned),
\[
\begin{equation*}
\left(\eta_{1} q_{2} q_{3} q_{4}\right)=\left(q_{1}^{\prime} q_{2}^{\prime} q_{3}^{\prime} q_{4}^{\prime}\right)=\sqrt{-1} \tag{36}
\end{equation*}
\]
with corresponding simplifications in the formulæ.
When the function is self-conjugate, the tetrahedron of united points is selfreciprocal to the unit sphere.
9. Introducing two new linear functions defined by the equations
\[
\begin{equation*}
f=f_{0}+f_{v}, f^{\prime}=f_{0}-f_{1} \text { or } 2 f_{0}=f+f^{\prime}, 2 f_{1}=f-f^{\prime} \tag{37}
\end{equation*}
\]
it is obvious that for any two quaternions, \(p\) and \(q\),
or symbolically
\[
\begin{gather*}
\mathrm{S} p f_{0} q=\operatorname{Sq} f_{0} p ; \mathrm{S}_{p} f_{i}=-\mathrm{S} q f_{1} p  \tag{38}\\
f_{0}=f_{0}^{\prime}, \quad f_{i}=-f_{i}^{\prime} \tag{39}
\end{gather*}
\]
and \(f_{0}\) is self-conjugate, and \(f\), is the negative of its conjugate.
10. The equation
\[
\begin{equation*}
\mathrm{S} q f_{0} q=0 \tag{40}
\end{equation*}
\]
is the general equation of a quadric surface, and
\[
\begin{equation*}
\mathrm{S}_{q f_{p}}=0 \tag{41}
\end{equation*}
\]
is that of a linear complex, \(p\) and \(q\) being both variable points.
In fact (40) is the most general scalar quadratic function homogeneous in \(q\), and the surface represented meets the arbitrary line \(q=a+t b\) in the points determined by the roots of the quadratic
\[
\begin{equation*}
\mathrm{S} a f_{0} a+2 t \mathrm{~S} a f_{0} b+t^{2} \mathrm{~S} b f_{0} b=0 . \tag{42}
\end{equation*}
\]

In like manner (41) is the most general scalar function linear in two quaternions and combinatorial with respect to both, for by (38)
\[
\begin{equation*}
\mathrm{S} q f_{i}=0 \tag{43}
\end{equation*}
\]
whatever quaternion \(q\) may be. It is therefore immaterial if we replace \(q\) and \(p\) in (41) by any other points on their line, provided the two points are not coincident, and
the equation therefore imposes a single linear restriction on the line \(p q\), and represents a linear complex.

In terms of vectors, putting \(q=1+\rho, p=1+\bar{w}\), and using the expression given in the 'Elements' (Art. 364, XII.) for a linear quaternion function, we have
\[
\begin{align*}
& f q=e+\epsilon+S \epsilon^{\prime} \rho+\phi \rho, f^{\prime} q=e+\epsilon^{\prime}+S \epsilon \rho+\phi^{\prime} \rho ; \\
& f_{0} q=\rho_{0}+\epsilon_{0}+S_{\epsilon_{0} \rho} \rho+\phi_{0} \rho, f_{\eta}=\epsilon_{1}-S_{\epsilon, \rho}+\operatorname{T} \eta \rho \tag{44}
\end{align*}
\]
where
\[
e_{0}=e, 2 \epsilon_{0}=\epsilon+\epsilon^{\prime}, 2 \epsilon=\epsilon-\epsilon^{\prime} ; \phi=\phi_{0}+\mathrm{V}_{\eta}, \phi^{\prime}=\phi_{0}-\mathrm{V} \eta
\]
and the equations of the quadric and linear complex assume well-known forms
\[
\begin{equation*}
e_{0}+2 S \epsilon_{0} \rho+S \rho \phi_{0} \rho=0, S \epsilon_{,}(\bar{\omega}-\rho)+S \eta V_{\rho \bar{\omega}}=0 \tag{45}
\end{equation*}
\]
11. The equation of the polar plane of a point a with respect to the quadric (compare (42)) is
\[
\begin{equation*}
\mathrm{S} q f_{0} \mathrm{a}=0 \tag{46}
\end{equation*}
\]
and \(f_{0} \alpha\) is the pole of this plane with respect to the unit sphere.
Thus \(f_{0} a\) is the symbol of the polar plane of the point \(\alpha\).
With respect to the quadric the pole of the plane
\[
\begin{equation*}
\mathrm{S} q^{b}=0 \text { is } p=f_{0}^{-1} b \tag{+7}
\end{equation*}
\]
and the reciprocal of the quadric has for its equation
\[
\begin{equation*}
\mathrm{S} q f_{0}^{-1} q=0 \tag{48}
\end{equation*}
\]

The lines of the complex through a given point \(a\) lie in the plane
\[
\begin{equation*}
\mathrm{S} q f_{i} a=0 \tag{49}
\end{equation*}
\]
while the point of concourse of the lines in the plane
\[
\begin{equation*}
\mathrm{S} q b=0 \text { is } p=f_{1}^{-1 b} \tag{50}
\end{equation*}
\]
and
\[
\begin{equation*}
\mathrm{Sp} f_{1}^{-1} q=0 \tag{51}
\end{equation*}
\]
is the equation of the reciprocal of the complex.
12. The nature of the united points of the function \(f\), is easily ascertained.

Since the function is the negative of its conjugate, its symbolic quartic (22) must be of the form

And if
\[
\begin{equation*}
f_{i}^{4}+n_{1}^{\prime \prime} f_{i}^{2}+n_{1}=0, \text { or }\left(f_{i}^{2}-s_{1}^{2}\right)\left(f_{i}^{2}-s_{2}^{2}\right)=0 \tag{52}
\end{equation*}
\]
\[
\begin{equation*}
f_{i} p_{1}=s_{1} p_{1}, f_{p_{1}^{\prime}}=-s_{1} p_{1}^{\prime}, f p_{2}=s_{2} p_{2}, f_{1 p_{2}^{\prime}}=-s_{2} p_{2}^{\prime} \tag{53}
\end{equation*}
\]
it follows in the first place (43) that the united points all lie on the unit sphere, and in the second by (27) that
\[
\begin{equation*}
\mathrm{S} p_{1} p_{2}=\mathrm{S} p_{1} p_{2}^{\prime}=\mathrm{S} p_{1}^{\prime} p_{2}=\mathrm{S} p_{1}^{\prime} p_{2}^{\prime}=0 \tag{54}
\end{equation*}
\]

Hence in this order \(p_{1} p_{2} p^{\prime}{ }_{1} p_{2}^{\prime}\) is a quadrilateral situated on the unit sphere.
These results may be verified for the vector form (44). Actually solving
\[
f_{1}(1+\bar{*})=s(1+\overline{ })=\epsilon_{1}-\mathrm{S} \epsilon_{1} \omega+\mathrm{V} \eta \overline{ }
\]
we see that \(s=-\mathrm{S} \epsilon \bar{\omega}, s \mathrm{~S} \eta \bar{\omega}=\mathrm{S} \eta \epsilon_{\theta}\), and therefore
\[
(s-\eta)_{\pi}=\epsilon_{1}-s^{-1} \mathrm{~S} \eta \epsilon_{1}, \text { or }\left(s^{2}-\eta^{2}\right) \varpi=(s+\eta)\left(\epsilon_{1}-s^{-1} \mathrm{~S} \eta \epsilon_{\rho}\right)
\]
so that operating by \(\mathrm{S} \epsilon\), the result is the quartic in \(s\)
\[
\begin{equation*}
s^{t}+s^{2}\left(\epsilon_{l}^{2}-\eta^{2}\right)-\left(\mathrm{S} \eta \epsilon_{1}\right)^{2}=0 \tag{55}
\end{equation*}
\]
and for a real function two roots of this quartic are always real and two are imaginary. Two of the united points are consequently real (Art. 7) and two are imaginary.
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13. Linear quaternion functions may be classified according to the nature of the united points :-
I. The first class consists of those functions which have no line or plane locus of united points, and it is divisible into sub-class :--
\(I_{1}\), the four united points distinct.
\(I_{2}\), two united points coincident.
\(I_{3}\), three united points coincident.
\(I_{4}\), all four coincident.
\(I_{5}\), two distinct pairs of coincident united points.
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II. The second class consists of functions having a line locus of united points, with the following sub-classes :-
\(\mathrm{II}_{1}\), the two remaining united points distinct.
\(\mathrm{II}_{2}\), the two remaining united points coincident.
\(\mathrm{II}_{3}\), one of the remaining united points on the line locus.
\(I_{4}\), the two remaining points coincident and on the line locus.
III. The third class consists of functions having a plane locus of united points, and there are two sub-classes :-
\(\mathrm{III}_{1}\), the remaining united point is not in the plane.
\(I I I_{2}\), the remaining united point is in the plane.
IV. The functions of the fourth class have two line loci of united points.

It is to be noticed that any peculiarity in a function is exactly reproduced in its conjugate. This will appear clearly from the following discussion, but the proposition is virtually proved in the concluding remarks of Art. 6.

To assist in the examination of the different cases, it is convenient to repeat Hamlton's relations (20) and (21), and in addition to obtain the symbolic quartics for the function \(H, G\), and \(F\). These quartics are deducible from the relations (20) or (21) without much trouble. The group of formule is thus:-
\[
\begin{align*}
& F f=n, \quad F+G f=n^{\prime}, \quad G+I I f^{\prime}=n^{\prime \prime}, \quad H+f=n^{\prime \prime \prime} ; \\
& H=n^{\prime \prime \prime}-f, \quad G=n^{\prime \prime}-n^{\prime \prime \prime} f+f^{3}, \quad F=n^{\prime}-n^{\prime \prime} f+n^{\prime \prime \prime} f^{2}-f^{3} ; \\
& f^{4}-n^{\prime \prime \prime} f^{3}+n^{\prime \prime} f^{2}-n^{\prime} f+n=0  \tag{56}\\
& H^{4}-3 n^{\prime \prime \prime} H^{3}+\left(n^{\prime \prime}+3 n^{\prime \prime \prime 2}\right) H^{2}+\left(n^{\prime}-2 n^{\prime \prime} n^{\prime \prime \prime}-n^{\prime \prime \prime}\right) H \\
& +n-n^{\prime} n^{\prime \prime \prime}+n^{\prime \prime} n^{\prime \prime \prime}=0 . \\
& G^{4}-2 n^{\prime \prime} G^{3}+\left(2 n+n^{\prime} n^{\prime \prime \prime}+n^{\prime \prime 2}\right) G^{2}-\left(2 m n^{\prime \prime}-m n^{\prime \prime 2}+n^{\prime 2}+n^{\prime} n^{\prime \prime} n^{\prime \prime \prime}\right) G \\
& +n^{2}-n n^{\prime} n^{\prime \prime}+n^{\prime 2} n^{\prime \prime}=0 .
\end{align*}
\]
14. For the sake of brevity in discussing the various classes, one root of the scalar quartic is supposed to be reduced to zero by replacing the function by one of the four functions \(f-t_{1}, f-t_{2}, f-t_{3}, f-t_{4}\) of Art. 6 ; and whenever there is a multiple root, it is the multiple root which is reduced to zero.
I. One quaternion, " \(a\)," is reduced to zero by the operation of the function.

Remembering that the conjugate also reduces a quaternion a' to zero, it follows if
\[
\begin{equation*}
f a=0, f^{\prime} a^{\prime}=0 \tag{57}
\end{equation*}
\]
that the locus of the transformed points, \(p=f q\), is a fixed plane,
\[
\begin{equation*}
\mathrm{Sppa}=0 . \tag{58}
\end{equation*}
\]
because \(S q f^{\prime} a^{\prime}=0\). Every plane through the point \(a\) is reduced to a line; every line through the point becomes a point; the scalar \(n\) is zero; the function \(F\) reduces every point to \(a\) and destroys every point in the fixed plane (58).

The quadrinomial (3) must reduce to a trinomial, for \(f\) cannot destroy a quaternion unless there is a relation between \(a_{1}, a_{2}, a_{3}, a_{4}\), or else between \(b_{1}, b_{2}, b_{3}, b_{4}\). The type of functions of this kind is
\[
\begin{equation*}
f q=a_{1} \mathrm{~S} a^{\prime}{ }_{1} q+a_{2} \mathrm{~S} a_{2}^{\prime} q+a_{3} \mathrm{~S} a^{\prime}{ }_{3} q ; a=\left[a_{1}^{\prime} a_{1}^{\prime} a_{2}^{\prime} a_{3}^{\prime}\right], a^{\prime}=\left[a_{1} a_{2} a_{3}\right] \tag{59}
\end{equation*}
\]
II. The function destroys two distinct points.

If
\[
\begin{equation*}
f a=0, f b=0 ; f^{\prime} a^{\prime}=0, f^{\prime} b^{\prime}=0 \tag{60}
\end{equation*}
\]
the line \(a, b\) is destroyed. The locus of the transformed points is the line of intersection of the planes
\[
\begin{equation*}
\mathrm{S} p a^{\prime}=0, \mathrm{~S} p b^{\prime}=0 \tag{61}
\end{equation*}
\]

Every plane and every line through the line \(a, b\) is reduced to a point. The function is reducible to the binomial type
\[
\begin{equation*}
f q=a_{1} \mathrm{~S} a_{1}^{\prime} q+a_{2} \mathrm{~S} a_{2}^{\prime} q ; a+t b=\left[a_{1}^{\prime} a_{2}^{\prime} r^{\prime}\right], a^{\prime}+t^{\prime} b^{\prime}=\left[a_{1} a_{2} a^{\prime}\right] . \tag{62}
\end{equation*}
\]
when \(r\) and \(r^{\prime}\) are quite arbitrary, and it is evident (15) that the function \(F\) vanishes identically.
III. The function destroys three non-collinear points.
\[
\begin{equation*}
f a=0, f b=0, f c=0 ; f^{\prime} a^{\prime}=0, f^{\prime \prime} b^{\prime}=0, f^{\prime \prime} c^{\prime}=0 \tag{63}
\end{equation*}
\]
and every point is reduced to a fixed point, the intersection of the planes
\[
\begin{equation*}
\mathrm{S} p a^{\prime}=0, \mathrm{~S} p b^{\prime}=0, \mathrm{~S} p c^{\prime}=0, \text { or } p=\left[a^{\prime} b^{\prime} c^{\prime}\right] \tag{64}
\end{equation*}
\]

Hence the function is a monomial,
\[
\begin{equation*}
f \dot{q}=\left[\alpha^{\prime} b^{\prime} c^{\prime}\right] \mathrm{S}[a b c] q=a_{1} \mathrm{~S} a^{\prime}{ }_{1} q \tag{65}
\end{equation*}
\]
and the function \(G\) vanishes identically.
IV. The function destroys two distinct points, a and \(b\), and alters the weights of tuo others, \(c\) and \(d\), in the same ratio, but otherwise laves these points unchanged.

The type is
\[
\begin{equation*}
f_{q} \cdot(a b c d)=t_{0} c(a b q d)+t_{0} d(a b c q) \tag{66}
\end{equation*}
\]
15. In order to illustrate the nature of the solution of the equation
\[
\begin{equation*}
f_{q}=p \tag{67}
\end{equation*}
\]
in the different cases, we employ Hamilon's relations (56), which give the solution on substitution.
\(\mathrm{I}_{1}\). One latent root is zero. In this case
\[
\begin{equation*}
n=0, F_{p}^{\prime}=0 ; \quad n^{\prime} q=G_{p}+F_{q}=G_{p}+x n \tag{68}
\end{equation*}
\]
because \(F\) reduces every quaternion to the fixed quaternion a multiplied by a scalar \(x\). Here \(x\) is arbitrary, provided the condition \(F p=0\) is satisfied; the point \(G p\) lies in the fixed plane (58) ; and \(q\) may be any point on the line joining this point to \(a\), or in other words, this line is the solution of the equation (67).

If the condition \(F P=0\) is not satisfied, the scalar \(x\) must be infinite, so that in the limit \(f(G p+x a)\) may have a component at the point \(a\), which escapes destruction by \(F\). The solution is simply the point \(a\) affected with an infinite weight.

When \(n=0\), it appears from Hamilon's relations that \(F\) satisfies the depressed equation
\[
\begin{equation*}
F\left(F-n^{\prime}\right)=0 \tag{69}
\end{equation*}
\]
and the interpretation is, \(F\) reduces an arbitrary quaternion to \(a ; F-n^{\prime}\) destroys \(a\).
\(\mathrm{I}_{2}\). Two latent roots are zero. Here
\[
\begin{equation*}
n=n^{\prime}=0, \quad F_{p}=0 ; \quad G p+F_{q}=0 ; \quad n^{\prime \prime} q=H p+G q \tag{70}
\end{equation*}
\]
and \(q\) must be allowed the full extent of arbitrariness consistent with the conditions.
Observing that the relations (56) now give
\[
\begin{equation*}
f^{2} G=0, \quad G f^{2}=0 \tag{71}
\end{equation*}
\]
it appears that the double operation of \(f\) destroys the result of operating on any quaternion by \(G\), and that \(G\) destroys \(f^{2} q\). Hence,
\[
\begin{equation*}
\mathfrak{A} q=x a^{\prime}+y a, \text { where } f a a^{\prime}=a, f^{2} a^{\prime}=0 \tag{72}
\end{equation*}
\]

The scalar \(x\) is determinate for
\[
\begin{equation*}
f G q=G p=x a \tag{73}
\end{equation*}
\]
but \(y\) is arbitrary, and the solution is any point on the line, \(y\) variable,
\[
\begin{equation*}
n^{\prime \prime} q=H p+x a \dot{a}+y a \tag{74}
\end{equation*}
\]

As before, if \(F_{p}\), is not zero, the solution is a multiplied by an infinite scalar.
The character of the function \(G\) has now completely changed. It now destroys a line \(\left(f^{2} q\right)\), and because \(G f^{2}=0\), or \(G f^{2} H^{2}=0\), and also \(n^{\prime}=0\), the symbolic equations of \(G\) and \(F\) are both degraded, and are
\[
\begin{equation*}
G\left(G-n^{\prime \prime}\right)^{2}=0, \quad F^{2}=0 \tag{75}
\end{equation*}
\]
\(I_{3}\). The solution in this case is
\[
\begin{equation*}
n=n^{\prime}=n^{\prime \prime}=0 ; \quad F_{p}=0, \quad G p+F_{q}=0, \quad H_{p}+G q=0 ; \quad n^{\prime \prime \prime} q=p+H_{q} \tag{76}
\end{equation*}
\]

The symbolic equations now give
\[
\begin{equation*}
F^{2}=0, \quad G^{3}=0, \quad H f^{3}=0, \quad G=-H f, \quad F=H f^{2} . \tag{77}
\end{equation*}
\]
and
\[
\begin{equation*}
H q=x a^{\prime \prime}+y a^{\prime}+z a \text { where } f a^{\prime \prime}=a, \quad f a a^{\prime}=a, f a=0 \tag{78}
\end{equation*}
\]

The solution thus takes the more explicit form,
\[
\begin{equation*}
n^{\prime \prime \prime} q=p+x a a^{\prime \prime}+y a^{\prime}+z a ; \quad I_{p}=x a^{\prime}+y a ; \quad G p=-x a, \quad F p=0 . \tag{79}
\end{equation*}
\]
and \(z\) alone is arbitrary.
If the last condition is not fulfilled, \(z\) is infinite.
\(I_{4}\). Again, where \(n^{\prime \prime \prime}=0\), the solution is any point on the line, \(w\) variable,
\[
\begin{equation*}
q=x a a^{\prime \prime}+y a^{\prime \prime}+z a^{\prime}+w a ; p=x a^{\prime \prime}+y a^{\prime}+z a ; f p=y a^{\prime}+y a ; f^{2} p=x a ; f^{3} p=0 . \tag{80}
\end{equation*}
\]

The symbolical equations satisfied by \(F, G, H\) and \(f\) are now
\[
\begin{equation*}
F^{2}=0, \quad G^{2}=0, \quad H^{4}=0, \quad f^{4}=0 \tag{81}
\end{equation*}
\]

Although the forms of the equations for \(F\) and \(G\) are identical, the nature of these functions are widely different; \(G\) reduces an arbitrary point to the line \(x a^{\prime}+y a\), which is destroyed by a further application of the same function; \(F\) reduces an arbitrary point at once to the point wa, which is lestroyed by a successive operation. The type of a function of this class \(I_{4}\) is
\[
\begin{equation*}
f_{q}\left(a a^{\prime} a^{\prime \prime} a^{\prime \prime}\right)=a\left(a q a^{\prime \prime} a^{\prime \prime \prime}\right)+a^{\prime}\left(a a^{\prime} q a^{\prime \prime}\right)+a^{\prime \prime}\left(\operatorname{ac} a^{\prime \prime} q\right) \tag{82}
\end{equation*}
\]
in which \(a, a, a^{\prime \prime}\) and \(a^{\prime \prime}\) are arbitrary quaternions.
The function,
\[
\begin{equation*}
f(q) \cdot\left(a a^{\prime} b b^{\prime}\right)=a(a q b b)+t_{0} b\left(a a^{\prime} q b\right)+\left(b+t_{0} b^{\prime}\right)\left(a c^{\prime} b q\right) \tag{83}
\end{equation*}
\]
belongs to the sub-class \(I_{5}\).
16. \(\mathrm{II}_{1}\). A function of the second class destroys two points, \(a\) and \(b\), and in virtue of the distributive property it destroys the line \(a, b\).

Since the locus of \(f q\) is a line (61), the function \(F\) vanishes identically (15), and likewise the invariant \(n^{\prime}\) as well as \(n\).

Hamilton's relations become,
\[
\begin{equation*}
n=n^{\prime}=0 ; \quad F=0, \quad G f=0 ; \quad H f+G=n^{\prime \prime}, \quad H+f=n^{\prime \prime \prime} \tag{84}
\end{equation*}
\]
and the symbolic equations for \(f\) and \(G\) degrade into
\[
\begin{equation*}
F=f^{3}-n^{\prime \prime \prime} f^{2}+n^{\prime \prime} f=0 ; \quad G\left(G-n^{\prime \prime}\right)=0 \tag{85}
\end{equation*}
\]

The function \(G-n^{\prime \prime}\) destroys the line \(a, b\), which is consequently the locus of \(G q\). For the solution of the equation \(f q=p\), the relations (84) give
\[
\begin{equation*}
n^{\prime \prime} q=H_{p}+G_{q} ; \quad G_{p}=0 . \tag{86}
\end{equation*}
\]
and since \(G_{q}\) may be any point on the line \(a, b\), the locus of \(q\) is the plane \([H p, a, b]\).
If \(G p=0\) is not satisfied, the solution is an arbitrary point on the line \(a, b\) affected with an infinite weight.
\(I_{3}\). If \(n^{\prime \prime}=0\), the solution is
and
\[
\begin{equation*}
n^{\prime \prime \prime} q=p+H_{q} ; \quad I_{p}+G q=0, \quad G p=0 . \tag{87}
\end{equation*}
\]
whence
\[
\begin{equation*}
G^{2}=0, \quad \Pi f^{2}=0, \quad H f=-G \tag{88}
\end{equation*}
\]
\[
\begin{equation*}
H q=x a^{\prime}+y a+z b, \quad H p=x a \quad \text { if } \quad a^{\prime}=f u . \tag{89}
\end{equation*}
\]
\(\mathrm{II}_{4}\). If further, \(n^{\prime \prime \prime}=0\), the solution is
\[
\begin{equation*}
q=x a a^{\prime \prime}+y a^{\prime}+z a+w b, \quad p=x a^{\prime}+y a, \quad f p=x a, \quad f^{2} p=0 \tag{90}
\end{equation*}
\]
and the general function of this type is
\[
\begin{equation*}
f_{q}\left(a b a^{\prime} a^{\prime \prime}\right)=a\left(a b q a^{\prime \prime}\right)+a^{\prime}\left(a b a^{\prime} q\right) \tag{91}
\end{equation*}
\]
and the function \(G\) of \(\mathrm{I}_{4}\) is of this sub-class.
17. \(\mathrm{III}_{1}\). The third class is that in which \(f\) destroys three points \(a, b, c\), which are not situated on a common line

Here
\[
\begin{equation*}
n=n^{\prime}=n^{\prime \prime}=0 ; \quad F=G=H f=0 ; \quad n^{\prime \prime \prime}=f+H, \quad f^{2}-n^{\prime \prime \prime} f=0 \tag{92}
\end{equation*}
\]
and the solution is
\[
\begin{equation*}
n^{\prime \prime \prime} q=p+x a+y b+z c \quad \text { where } \quad I_{p}=0 \tag{93}
\end{equation*}
\]
\(\mathrm{III}_{2}\). If \(n^{\prime \prime \prime}=0\),
\[
\begin{equation*}
q=x a^{\prime}+y a+z b+w c \quad \text { where } \quad p=x a, \quad f a a^{\prime}=a \tag{94}
\end{equation*}
\]

The type of the function is
\[
\begin{equation*}
f(q) \cdot\left(a b c a^{\prime}\right)=a(a b c q) \tag{95}
\end{equation*}
\]
to which the function \(F\) of \(\mathrm{I}_{4}\) belongs.
18. IV. The fourth class is that in which two lines \(a b\) and \(c d\) are destroyed.
\[
\begin{equation*}
n=n^{\prime}=0, \quad F=0, \quad G f=0, \quad H f+G=n^{\prime \prime}=\frac{1}{4} n^{\prime \prime \prime 2}, \quad H+j=n^{\prime \prime \prime} \tag{96}
\end{equation*}
\]
and the symbolic equations are

The function
\[
\begin{equation*}
f\left(f-\frac{1}{2} n^{\prime \prime \prime}\right)=0 ; \quad G\left(G-n^{\prime \prime}\right)=0 \tag{97}
\end{equation*}
\]
\[
\begin{equation*}
f(q) \cdot(a b c d)=t_{0} c(a b q d)+t_{0} d(a b c q) \tag{98}
\end{equation*}
\]
is of this type. \(f\) destroys the line \(a, b\) and reduces an arbitrary point to \(c, d\); \(f-t_{0}\) destroys \(c, d\) and reduces an arbitrary point to \(a b\).
19. As the theory of the self-conjugate linear vector function differs in various details from that of the self-conjugate quaternion function, it is necessary to devote a few remarks to the latter.

The four united points of a self-conjugate function form a tetrahedron selfconjugate to the unit sphere, for in this case the two tetrahedra of Art. 8 coincide. If two united points coincide, they must coincide with a point on the sphere, and the scalar quartic has a pair of equal roots. But in the case of a real self-coujugate vector function when two latent roots are equal, the function has an infinite number of axes in a certain plane, and not a single axis resulting from the coalescence of a pair; and the reason is simply that a real vector camnot be perpendicular to itself, while each axis of a self-conjugate vector function must be perpendicular to two others. For a quaternion function, on the other hand, a real point may be its own conjugate with respect to the unit sphere, and there may be in this case coincidence of united points without a locus of united points and consequent degradation of the symbolic quartic.

Again, the roots and axes of a self-conjugate vector function must be real, because two conjugate imaginary vectors, \(\alpha+\sqrt{-1} \beta, \alpha-\sqrt{-1} \beta\), cannot be at right angles to one another, since the condition is \(\alpha^{2}+\beta^{2}=0\), while \(a^{2}+\beta^{2}\) is essentially negative. But two united points of a real self-conjugate quaternion function may be conjugate imaginaries, the condition
\[
\begin{equation*}
\mathrm{S}(a+\sqrt{-1} b)(a-\sqrt{-1 b})=\mathrm{S} a^{2}+\mathrm{S} b^{2}=0 \tag{99}
\end{equation*}
\]
merely showing that the real points \(a\) and \(b\) are situated one inside and one outside the unit sphere.
20. On account of the importance of the self-conjugate function, it may not be superfluous to illustrate cases of coalesced united points.

Writing for the general self-conjugate function,
\[
f(1+\rho)=e+\epsilon+\operatorname{S\epsilon } \rho+\Phi \rho ; \mathrm{S}(1+\rho) f(1+\rho)=e+2 \operatorname{S}_{\epsilon} \rho+\mathrm{S} \rho \Phi \rho .(100)
\]
the latent quartic is
\[
\begin{align*}
t^{4}-t^{3}\left(e+m^{\prime \prime}\right)+t^{2} & \left(e m^{\prime \prime}+m^{\prime}-\epsilon^{2}\right)-t\left(e m^{\prime}+m+S \epsilon\left(\Phi-m^{\prime \prime}\right) \epsilon\right) \\
& +m\left(e-S \epsilon \Phi^{-1} \epsilon\right)=0 \tag{101}
\end{align*}
\]

The quadric surface \(\mathrm{S}_{q} f_{q}=0\) has its centre at the extremity of the vector \(-\Phi^{-1} \epsilon\), or say at the point \(c\).

One root is zero if
\[
\begin{equation*}
e-\mathrm{S}_{\epsilon} \Phi^{-1} \epsilon=0 \tag{102}
\end{equation*}
\]
and the quadric is a cone with its vertex at the point c. A second root is zero if
\[
m=-\mathrm{S} \epsilon\left(\Phi-m^{\prime \prime}+m^{\prime} \Phi^{-1}\right) \epsilon=-m S_{\epsilon} \Phi^{-2} \epsilon, \text { or if } \mathrm{T} \Phi^{-1} \epsilon=1
\]
that is, if the vertex is on the unit sphere.

A third root is zero if
\[
\begin{equation*}
m^{\prime}=S \epsilon\left(1-m^{\prime \prime} \Phi^{-1}\right) \epsilon \text {, or if } \mathrm{S} \epsilon\left(1-m^{\prime \prime} \Phi^{-1}+m^{\prime} \Phi^{-2}\right) \epsilon=m \mathrm{~S} \epsilon \Phi^{-3} \epsilon=0 . \tag{104}
\end{equation*}
\]
and this simply requires \(\Phi^{-2} \epsilon\) to be parallel to a generator of the cone. and perpendicular to the vector to its rertex. This generator touches the sphere.

The condition that the fourth root may ranish reduces to
\[
\begin{equation*}
m \mathrm{~T} \Phi^{-2} \epsilon=0 \tag{105}
\end{equation*}
\]
and requires \(m=0\) for a real function, and in this case the cone breaks into a pair of planes, and the symbolic quartic degrades.

Admitting that \(T \Phi^{-2} \epsilon=0\) (for an imaginary function), it appears that the generator \(-\Phi^{-1} \epsilon+x \Phi^{-2} \epsilon\) is common to the quadric and the sphere when four roots are zero.

The preceding analysis establishes the fact that a real self-conjugate function may belong to the classes, \(I_{1}, I_{2}, I_{3}, I_{t}\) but not to \(I_{4}\).

A real self-conjugate function cannot belong to \(I_{5}\) if its two united points are real, for certain of the conditions of self-conjugation of the tetrahedron in the limit require \(\mathrm{S} a^{2}=\mathrm{S} a b=\mathrm{S} b^{2}=0\), or the line \(a, b\) must be a generator of the sphere; and matters are not changed when we assume \(a\) and \(b\) to be conjugate imaginaries. We conclude therefore that no self-conjugate function belongs to \(I_{0}\).

Since self-conjugate functions of the type \(\mathrm{II}_{4}\) exist, it fortion \(i\) they will exist for the less restricted types \(\mathrm{II}_{1}, \mathrm{II}_{2}, \mathrm{II}_{3}\).

Self-conjugate functions may belong to the types \(\mathrm{III}_{1}, \mathrm{III}_{2}\), and to type IV, the lines being now conjugate with respect to the sphere (compare the following Article).
21. If a function converts any tetraludron into its reciprocal, it is self-conjugate.

Here if
\[
\begin{equation*}
f a=x[b c d], \quad f b=v[a c d], \quad f c=z[a b c d], \quad f d=v[a b c] \tag{106}
\end{equation*}
\]
the function producing the transformation is
\[
f_{q}(a b c d)=x[b c d](q b c d)-y[a c d](q a c d)+z[a b d](q a b d)
\]
which is manifestly self-conjugate.
\[
\begin{equation*}
-w[a b c](q a b c) \tag{107}
\end{equation*}
\]

This includes as a particular case the deduction from Art. 8.
The following theorems may be stated here:-
If a function has a scalar for a principal solution, its conjugate has three rector principal solutions.

If a function has a line or a plane locus of united points, it has a vector or a linear system of vector principal solutions.

The nature of the function \(f_{l}\), which is the negative of its conjugate, has been sufficiently considered in Art. 12.
22. It may be as well to show the geometrical meaning of changing from a function \(f\) to another \(f-t_{0}\), as in Art. 14 .

Writing
\[
\begin{equation*}
p^{\prime}=\left(f-t_{0}\right) q=p-t_{0} q, \quad p=f q \tag{108}
\end{equation*}
\]
it is obvious that \(p^{\prime}\) is some point on the line \(p q\). To determine the point, let \(P^{\prime}, P\) and \(Q\) be the points \(p^{\prime}, p\) and \(q\) with unit weights, then
\[
\begin{equation*}
\mathrm{P}^{\prime}=\frac{p-t_{0} q}{\mathrm{Sp}-t_{0} \mathrm{~S} q}=\frac{f_{Q}-t_{0} Q}{\mathrm{~S} f_{Q}-t_{0}}=\frac{\mathrm{PS} f_{Q}-t_{n} Q}{\mathrm{~S} f \mathrm{Q} Q-t_{0}} \tag{109}
\end{equation*}
\]
and we have the ratio of segments
\[
\begin{equation*}
\frac{P^{\prime} Q}{P^{\prime} P}=\frac{Q-P^{\prime}}{P-P^{\prime}}=\frac{S f_{Q}}{t_{0}} \tag{110}
\end{equation*}
\]
or its ratio is directly proportional to the perpendicular from the point \(Q\) on the plane \(\mathrm{S} f q=0\), which is projected to infinity by the transformation.*

Hence it is easy to form a geometrical conception of the nature of a transformation by reducing it to some simpler type, as in Art. 14; the point P for instance may always be supposed to lie in a fixed plane, while in the case of functions of the classes II and III it may be supposed to lie on a fixed line or to be a fixed point.

\section*{SECTION III.}

\section*{Scalar Invariants.}
Art. Page
23. The extent of the invariance. ..... 241
24. The sum of the latent roots is zero . ..... 242
25. The sum of fractional powers of the roots is zero ..... 242
26. Tetrahedron inscribed to one quadric and cireumscribed to another ..... 243
27. The sun of the products of the roots zero ..... 2.4
28. The sum of the roots and the sum of their reciprocals zero ..... 245
29. Twelve-term invariants. ..... 246
23. From the results of Arts. 5 and 6, it appears that
\[
\begin{equation*}
((f-t) a,(f-t) b,(f-t) c,(f-t) d)=(a b c d)\left(n-n^{\prime} t+n^{\prime \prime} t^{2}-n^{\prime \prime \prime} t^{3}+t^{4}\right) \tag{111}
\end{equation*}
\]
is identically true, no matter what the value of \(t\) may be or what quaternions \(a, b, c\), and \(d\) may represent. In this sense the four scalars \(n, n^{\prime}, n^{\prime \prime}\), and \(n^{\prime \prime \prime}\) are invariants, and every relation connecting them implies some peculiarity in the geometrical transformation produced by \(f\).

\footnotetext{
* In veetors, if \(\Omega=1+\rho\), the ratio is \(t_{0}{ }^{-1}\left(e+S \epsilon^{\prime} \rho\right)_{0}=t_{0}-1 x T \epsilon^{\prime}\) if \(x\) is the length of the perpendicular. VOL. CCI.--A.
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}

But there is a wider sense in which these four scalars are invariants. If \(n_{1}\) and \(n_{2}\) are the fourth invariants of any two functions \(f_{1}\) and \(f_{2}\), the relation
\[
\begin{align*}
\left(\left(f_{1} f f_{2}-t f_{1} f_{2}\right) a,\left(f_{1} f f_{2}-t f_{1} f_{2}\right) b\right. & \left.\left(f_{1} f f_{2}-t f_{1} f_{2}\right) c,\left(f_{1} f f_{2}-t f_{1} f_{2}\right) d\right) \\
& =(a b c d) n_{1} n_{2}\left(n-n^{\prime} t+n^{\prime \prime} t^{2}-n^{\prime \prime \prime} t^{3}+t^{4}\right) \tag{112}
\end{align*}
\]
is evidently true or may be verified at once by repeated application of (16). Thus any relation implying a peculiarity of the function \(f\) and depending on its four invariants, implies also a corresponding peculiarity in the mutual relations of the functions \(f_{1} f f_{2}\) and \(f_{1} f_{2}\), that is, of any two functions \(\mathrm{F}_{1}\) and \(\mathrm{F}_{3}\) decomposible in the manner indicated. In particular, if in (112) \(f_{2}\) is replaced by \(f_{1}^{-1}\), it is evident that the invariants of \(f_{1} f f_{1}^{-1}\) are identical with those of \(f\). And, moreover, the functions may be replaced by their conjugates without altering the invariants.

We now propose to examine the meaning of a few invariants, bearing in mind the remarks of this article, and remembering also that the invariants are more general than those of quadrics, for the function \(f\) is not supposed to be self-conjugate.
24. For brevity, replacing \(f a\) by \(a^{\prime}\), we have
\[
\begin{equation*}
n^{\prime \prime \prime}(a b c d)=\left(a^{\prime} b c d\right)+\left(a b^{\prime} c d\right)+\left(a b c^{\prime} d\right)+\left(a b c d^{\prime}\right) \tag{113}
\end{equation*}
\]

If \(n^{\prime \prime \prime}\) vanishes, it is possible to determine an infinite number of tetrahedia \(a, b, c, d\), so that the corners of a derived tetrahedron shall lie on the faces of the original.

For taking any three points \(a, b, c\), and their deriveds \(a^{\prime}, b^{\prime}, c^{\prime}\), three planes are found
\[
\begin{equation*}
\left(a^{\prime} b c d\right)=0, \quad\left(a b^{\prime} c d\right)=0, \quad\left(a b c^{\prime} d\right)=0 \tag{114}
\end{equation*}
\]
whose common point \(d\) enjoys the property of having its derived in the plane of \(a, b\), and \(c\) if, and only if, \(n^{\prime \prime \prime}=0\).

Conversely, if this is true for any tetrahedron and its derived, the invariant \(n^{\prime \prime \prime}\) vanishes, and the property is true for an infinite number of tetrahedra.

Interchanging the words corner and face, we have the corresponding interpretation of the vanishing of \(n^{\prime}\).

More generally, when \(n^{\prime \prime \prime}\) vanishes, an infinite number of tetrahedra exists, so that the pairs derived from them by the operations of the functions \(f_{1} f f_{2}\) and \(f_{1} f_{2}\) are related in the manner described.

Analogous extensions will be understood in the sequel.
25. Again, suppose that the sum of the squares of the roots of \(n_{t}=0\) is zero, or that
\[
\begin{equation*}
n^{\prime \prime \prime 2}-2 n^{\prime \prime}=0 \tag{115}
\end{equation*}
\]

In this case, tetrahedra may be found related to their correspondents in such a manner that the deriveds of these correspondents have their corners on the faces of the originals.

Of greater interest, however, is the case in which the sum of the square roots of the roots of \(n_{t}=0\) is zero, or when
\[
\begin{equation*}
\left(n^{\prime \prime \prime 2}-4 n^{\prime \prime}\right)^{2}=64 n \tag{116}
\end{equation*}
\]

Here the \(n^{\prime \prime \prime}\) invariant of one of the square roots of the function (compare Art. 36) vanishes, so that by the operation of this square root \(f^{\frac{2}{2}}\), it is possible, from a suitably selected tetrahedron (one of an infinite number), to derive a second, and from that again a third, so that the second has its corners on the faces of the first, while its faces contain the comers of the third. But directly by the operation of \(f\left(=f^{\frac{1}{2}} \cdot f^{\frac{1}{2}}\right)\) the third tetrahedron is transformed from the first, and these are so related that it is possible to inscribe to the first a tetrahedron circumscribed to the third.

Similarly, we can interpret invariants arising from relations such as
\[
\begin{equation*}
t_{1}^{m}+t_{2}^{m}+t_{3}^{m}+t_{4}^{m}=0 \tag{117}
\end{equation*}
\]
where \(m\) is the ratio of two integers, and where \(t_{1}, t_{2}, t_{3}\), and \(t_{4}\) are the latent roots of \(f\).
26. Before passing on to invariants of a rather different type, we shall consider the relation connecting two quadric surfaces when an infinite number of tetrahedra can be inscribed to one and circumscribed to another.

Let the equations of the quadrics be
\[
\begin{equation*}
\mathrm{S}_{q} \mathrm{~F}_{1 q}=0, \quad \mathrm{~S}_{q} \mathrm{~F}_{\Omega} q=0 \tag{118}
\end{equation*}
\]
let the tetrahedron \((a b c d)\) be inscribed to the first, and let its faces touch the second at the points \(a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}\); let the function \(f\) derive the tetrad of points of coutact from the corresponding vertices. Then there are four equations of inscription to the first quadric
\[
\mathrm{S} a \mathrm{~F}_{1} c=0, \quad \mathrm{~S} b \mathrm{~F}_{1} b=0, \quad \mathrm{Sc} \mathrm{~F}_{1} c=0, \quad \mathrm{~S} d \mathrm{~F}_{1} d=0 \quad . \quad . \quad(119)
\]
twelve equations of conjugation of the points \(a^{\prime}, b, \& c c\), to the second quadric
\[
\mathrm{S} a^{\prime} \mathrm{F}_{2} b=\mathrm{S} b^{\prime} \mathrm{F}_{2} a=0 \quad \text { or } \quad \mathrm{S} a f^{\prime} \mathrm{F}_{2} b=\mathrm{S} a \mathrm{~F}_{2} f b=0 \quad . \quad . \quad(120) ;
\]
and four equations of contact such as
\[
\mathrm{S} a^{\prime} \mathrm{F}_{2} a^{\prime}=0 \quad \text { or } \quad \mathrm{S} u f^{\prime} \mathrm{F}_{2} f a=0
\]

The equations of conjugation require the function \(\mathrm{F}_{2} f\) to be self-conjugate, so that
\[
\begin{equation*}
f^{\prime} \mathrm{F}_{2}=\mathrm{F}_{2} f \tag{121}
\end{equation*}
\]
and the conditions of contact may therefore be replaced by four equations such as
\[
\begin{gather*}
\mathrm{S} a \mathrm{~F}_{2} f^{2} \epsilon=0 .  \tag{122}\\
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\end{gather*}
\]

An infinite number of tetrahedra may consequently be respectively inscribed and circumscribed to the quadrics
\[
\begin{equation*}
\mathrm{S}_{q} \mathrm{~F}_{2} f^{2} q=0, \quad \mathrm{~S}_{q} \mathrm{~F}_{2} q=0 \tag{123}
\end{equation*}
\]
when the condition (121) is satisfied and when the \(n^{\prime \prime \prime}\) of \(f\) vanishes; and if this is likewise possible for the given quadrics, we must have
\[
\begin{equation*}
\mathrm{F}_{2} f^{2}=\mathrm{F}_{1}, \quad \text { or } \quad f^{2}=\mathrm{F}_{2}^{-1} \mathrm{~F}_{1}, \quad \text { or } \quad f=\left(\mathrm{F}_{2}^{-1} \mathrm{~F}_{1}\right)^{\frac{1}{2}} \tag{124}
\end{equation*}
\]

The sum of the square roots of the latent roots of the function \(\mathrm{F}_{2}{ }^{-1} \mathrm{~F}_{1}\) must consequently ranish, or the invariant* (116) of this function is zero.

It has been proved incidentally in this article if a tetrahedron circumscribed to \(\mathrm{S}_{q} \mathrm{~F}_{2 q}=0\) is self-conjugate to \(\mathrm{S}_{q} \mathrm{~F}_{3 q}=0\), that the invariant \(n^{\prime \prime \prime}\) of the function \(\mathrm{F}_{2}{ }^{-1} \mathrm{~F}_{3}\) is zero ; and if the tetrahedron is self-conjugate to \(\mathrm{S}_{q} \mathrm{~F}_{3} q=0\) and inscribed to \(\mathrm{S}_{q} \mathrm{~F}_{1} q=0\), that the same invariant of the function \(\mathrm{F}_{3}^{-1} \mathrm{~F}_{1}\) is zero. Here \(\mathrm{F}_{3}=\mathrm{F}_{2} f\).

It must be carefully observed that in dealing with quadrics the extent of the invariance (Art. 23) is limited. If \(\mathrm{F}_{1}\) and \(\mathrm{F}_{2}\) are self-conjugate, the functions \(f_{2} \mathrm{~F}_{1} f_{2}\) and \(f_{1} \mathrm{~F}_{2} f_{2}\) must be self-conjugate before theorems can be extended from the quadrics determined by the simpler to those determined by the more complex functions.
27. The invariant \(u^{\prime \prime}\) vanishes if
\[
\begin{equation*}
\left(a^{\prime} b^{\prime} c d\right)+\left(a^{\prime} b c^{\prime} d\right)+\left(a^{\prime} b c d^{\prime}\right)+\left(a b^{\prime} c^{\prime} d\right)+\left(a b^{\prime} c d^{\prime}\right)+\left(a b c^{\prime} d^{\prime}\right)=0 \tag{125}
\end{equation*}
\]

To save verbiage in the interpretation, the edges ab and \(c^{\prime} d^{\prime}\) may be called the opposite edges of a tetrahedron and its derived. If each edge of (abcrl) intersects the opposite edge of ( \(a^{\prime} b^{\prime} e^{\prime} d^{\prime}\) ), the invariant will manifestly vanish, for every term will be zero.

To display the nature of the conditions requisite for determining a tetrahedron possessing this property, when \(n^{\prime \prime}=0\), let \(a\) and \(b\) be assumed fixed, and then five of the terms may be written in forms
\[
\begin{equation*}
\operatorname{Sc} f_{n} d=0 \quad(n=1,2,3,4 \text { or } 5) \tag{126}
\end{equation*}
\]
where \(f_{n}\) is one of five linear quaternion functions. Three equations give
\[
\begin{equation*}
c=\left[\dot{f}_{1} l, \dot{f}_{2}^{\prime} d, f_{3} d\right] . \tag{127}
\end{equation*}
\]
and substitution in the fourth and fifth require the point \(d\) to be on the curve of the quartic surfaces
\[
\begin{equation*}
\left(f_{1} l l, f_{2} l l, f_{3} d, f_{4} d\right)=0, \quad\left(f_{1} d, f_{2} d, f_{3} d, f_{5} d\right)=0 \tag{128}
\end{equation*}
\]

\footnotetext{
* This condition appars to answer in every particular the condition (compare 'Elements of Quaternions,' New Ed., vol. ii., p. 377) that a thiangle can be inscribed to one conie and circumscribed to another (see, however, SAlmon's 'Three Dimensions,' Note to Art. 207).
}
which is complementary to the sextic curve (compare Art. 64),
\[
\begin{equation*}
\left[f_{1} d, f_{2} d, f_{3} d\right]=0 \tag{129}
\end{equation*}
\]

Selecting any point \(d\) on this complementary curve of the tenth order, \(e\) is determined by (127), and the sixth condition must be satisfied.

Hence it appears that any two vertics may be assumed at random, and a plane locus for the third. Ten points \(d\) lie in this plane, and ten tetrahedra satisfy the conditions.

Generally, also, if the sum of the products of the square roots of the latent roots of the function vanishes, an infinite number of tetrahedra may be found related to their correspondents, so that corresponding edges \(a, b ; a^{\prime}, b^{\prime}\), are intersected by opposite edges of intermediate tetrahedra. (Compare Art. 25.)
28. The case in which the two invariants \(n^{\prime}\) and \(n^{\prime \prime \prime}\) vanish simultaneously is of considerable importance in the theory of the linear function. These conditions are always satisfied for the functions \(2 f_{1}=f-f^{\prime}\); and also for functions of a more general type ; in fact, for functions whose squares satisfy a depressed equation
\[
\begin{equation*}
\left(f^{2}\right)^{2}+n^{\prime \prime} f^{2}+n=0, \text { or }\left(f^{2}-s^{2}\right)\left(f^{2}-s^{2}\right)=0 . \tag{130}
\end{equation*}
\]

It appears from Art. 24 that two systems of tetrahedra exist, one set laving their correspondents inscribed to them, the other set being inscribed to their correspondents. We shall prove that one system of tetrahedre exists which are at once inscribed and circumscribed to their correspondents.

Let \(q_{1}\) and \(q_{2}\) be the united points of \(f\) for the roots \(\pm s\), and \(q_{1}^{\prime}\) and \(q_{2}^{\prime}\) for the roots \(\pm s^{\prime}\). Take any line whatever
\[
\begin{equation*}
q=x\left(q_{1}+u q_{2}\right)+y\left(q_{1}^{\prime}+v q_{2}^{\prime}\right) \quad(x, y \text { variable }) \tag{131}
\end{equation*}
\]
intersecting the lines \(q_{1} q_{2}\) and \(q_{1}^{\prime} q^{\prime}\). The function \(f^{\prime}\) converts this line into the line
\[
\begin{equation*}
p=x s\left(q_{1}-u q_{2}\right)+y s^{\prime}\left(q_{1}^{\prime}-v q_{2}^{\prime}\right) \tag{132}
\end{equation*}
\]
which intersects the connectors of the united points in the harmonic conjugates of the points of intersection of the original line. Repeating the operation, the line \(p\) is restored to \(q\).

In other words, when \(n^{\prime}\) and \(n^{\prime \prime}\) vanish, the transformation interchanges lines which cut luarmonically the connectors of the united points; or it transforms a certain congenency of lines into itself.

Take any tetrahedron having opposite edges, \(a b\) and \(c d\), on two conjugate lines of this congenency; the corresponding tetrahedron has the two edges \(c^{\prime} d^{\prime}\) and \(a^{\prime} b^{\prime}\) respectively on those two lines, and either tetrahedron may be said to be at one and the same time inscribed and circumscribed to the other.

If the line \(a, b\) intersects the connectors in the points \(Q_{1}\) and \(Q_{1}^{\prime}\), and if \(a^{\prime}, b^{\prime}\) intersects them in \(Q_{2}, Q_{2}^{\prime}\) (compare (131), (132)), we may write
\[
\begin{aligned}
a & =Q_{1}+t_{1} Q_{1}^{\prime} ; \quad l=Q_{1}+t_{2} Q_{1}^{\prime} ; \quad c^{\prime}=s Q_{1}+s^{\prime} t_{3} Q_{1}^{\prime} ; \quad d^{\prime}=s Q_{1}+s^{\prime} t_{1} Q_{1}^{\prime} ; \\
a^{\prime} & =s Q_{2}+s_{2}^{\prime} t_{1} Q_{2}^{\prime} ; \quad l^{\prime}=s Q_{2}+s^{\prime} t_{2} Q_{2}^{\prime} ; c=Q_{2}+t_{3} Q_{2}^{\prime} ; \quad d=Q_{2}+t_{4} Q_{2}^{\prime} ;
\end{aligned}
\]
and the anharmonics of the ranges \(a b c^{\prime} d^{\prime}\) and \(a^{\prime} b^{\prime} c d\) are
\[
\frac{(a b)\left(c^{\prime} d^{\prime}\right)}{\left(b c^{\prime}\right)\left(d^{\prime}(t)\right.}=\frac{s s^{\prime}\left(t_{1}-t_{2}\right)\left(t_{2}-t_{4}\right)}{\left(s t_{2}-s^{\prime} t_{3}\right)\left(s^{\prime} t_{4}-s t_{1}\right)} ; \frac{\left(a^{\prime} b^{\prime}\right)\left(c l^{\prime}\right)}{\left(b^{\prime} c\right)\left(d a^{\prime}\right)}=\frac{s s^{\prime}\left(t_{1}-t_{2}\right)\left(t_{3}-t_{4}\right)}{\left(s^{\prime} t_{2}-s t_{3}\right)\left(s t_{+}-s^{\prime} t_{1}\right)}
\]

For a pair of quadrics (118) a quadrilateral on one determines a self-conjugate tetrahedron with respect to the other if \(n^{\prime}\) and \(n^{\prime \prime \prime}\) of the function \(\mathrm{F}_{1}^{-1} \mathrm{~F}_{2}\) vanish. Moreover, in this case the quadrics
\[
\mathrm{S}_{q} \mathrm{~F}_{1} q=0, \quad \mathrm{~S}_{q} \mathrm{~F}_{2} \mathrm{~F}_{1}^{-1} \mathrm{~F}_{2} q=0
\]
intersect in a common quadrilateral.
29. It may be worth while drawing attention to a simple rule for obtaining in a convenient form certain scalar invariants of linear functions. These invariants are the coefficients of powers and products of \(x_{1}, x_{2}, \& c\)., in the latent quartic of the function
\[
x_{1} f_{1}+x_{\mathrm{a}} f_{2}+\ldots+x_{n} f_{n}
\]
and the rule is to distinguish by accents or suffixes the symbols in (abcd) just as if this expression had been differentiated. For instance, there is the twelve-term invariant
\[
n_{12}(a b c d)=\Sigma\left(a_{1} b_{2} c d\right)
\]
where \(a_{1}\) stands for \(f_{1} u\), and \(\epsilon_{2}\) for \(f_{2} a\).
It would appear that when a twelve-term invariant vanishes, every term will vanish provided the tetrahedron ( \(a b c d\) ) is suitably inscribed to a definite curve.

Suppose eleven terms vanish. Let three be solved for a and substitution in the remaining eight leaves eight equations in \(\zeta, c\) and \(d\). From three of these find \(\zeta\), and five are left in \(c\) and \(d\); and on elimination of \(c\), two equations in \(d\) remain, which represent a definite curve. From symmetry the remaining three vertices trace out a curve or curves. These curves are covariant with the functions.

\section*{SECTION IV.}

The Relations of a Patr of Quadrics, \(\mathrm{S}_{q} \mathrm{~F}_{1} q=0, \mathrm{~S}_{q} \mathrm{~F}_{2} q=0\), which depend on the Nature of the Function \(\mathrm{F}_{2}{ }^{-1} \mathrm{~F}_{1}\).
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30. We shall briefly consider the relations of a pair of quadrics which depend on the peculiarities of the function \(\mathrm{F}_{2}{ }^{-1} \mathrm{~F}_{1}\), where
\[
\begin{equation*}
\mathrm{S} q \mathrm{~F}_{1} q=0, \quad \mathrm{~S} q \mathrm{~F}_{2} q=0 \tag{133}
\end{equation*}
\]
are the equations of the two quadrics.
If the polar plane of the point \(a\) is the same with respect to the two quadrics,
\[
\begin{equation*}
\mathrm{F}_{1} a=t_{1} \mathrm{~F}_{2} a \tag{134}
\end{equation*}
\]
where \(t_{1}\) is a scalar, because (Art. 11) the symbols of the polar planes are \(\mathrm{F}_{1}\) a and \(\mathrm{F}_{2} a\). Here \(t_{1}\) is a latent root of the function \(\mathrm{F}_{2}{ }^{-1} \mathrm{~F}_{1}\) and \(a\) is a united point.

If \(b\) is a second united point answering to the latent root \(t_{2}\), we have, on account of the self-conjugate character of the functions \(\mathrm{F}_{1}\) and \(\mathrm{F}_{2}\),
\[
\begin{equation*}
t_{1}{\mathrm{~S} b \mathrm{~F}_{2} a=\mathrm{S} b \mathrm{~F}_{1} a=\mathrm{S} a \mathrm{~F}_{1} b=t_{2} \mathrm{~S} a \mathrm{~F}_{2} b=0,0 \text { in }}^{2} \tag{135}
\end{equation*}
\]
provided the latent roots are distinct. Thus the polar plane of \(a\) contains the points \(b, c\), and \(d\); and the tetrahedron is self-conjugate to both quadrics. The function \(\mathrm{F}_{1}^{-1} \mathrm{~F}_{2}\) belongs to the general type \(\mathrm{I}_{1}\), in which all the united points are distinct (Art. 13).
31. Let two united points \(a\) and \(b\) approach coincidence. The relation (135) remains true up to the limit, and ultimately
\[
\begin{equation*}
\mathrm{S} a \mathrm{~F}_{1} a=0, \quad \mathrm{~S} a \mathrm{~F}_{2} a=0 \tag{136}
\end{equation*}
\]
and the coalesced point is situated on the curve of intersection of the surface. By (134) the symbols of the tangent planes to the two surfaces are identical, and the two surfaces touch.

If then \(\mathrm{F}_{2}^{-1} \mathrm{~F}_{1}\) belongs to the type \(\mathrm{I}_{2}\), the surfaces touch, and conversely; and if the quadrics touch in two distinct points the type of the function is \(I_{5}\), and the intersection is a line and a cubic.

Let \(c\) and \(d\) be the remaining united points. By (135) the line \(c, d\) lies in the common tangent plane; so in order to determine the generators of the two quadrics in the plane, it is only necessary to determine the points in which the quadrics meet the line \(c, d\). For the first and second quadrics, the equations determining the points \(c+\) od are respectively (134)
\[
\begin{equation*}
t_{3} \mathrm{~S}_{2} \mathrm{~F}_{2} c+x^{2} t_{1} \mathrm{~S} d \mathrm{~F}_{2} d=0 \quad \mathrm{~S} c \mathrm{~F}_{2} c+x^{2} \mathrm{~S} d \mathrm{~F}_{2} d=0 \tag{137}
\end{equation*}
\]

The quadrics consequently have distinct generators unless \(t_{3}=t_{4}\), and unless the points \(c\) and \(d\) are distinct.

For quadrics having a pair of common co-planar generators, \(\mathrm{F}_{2}^{-1} \mathrm{~F}_{1}\) is of the type \(\mathrm{II}_{2}\), and conversely.
32. In the next place, let three roots \(t_{1}\) be equal, so that \(a\) is the union of three united points of \(f=\mathrm{F}_{2}^{-1} \mathrm{~F}_{1}\). The point \(a^{\prime}\) of Art. 15 ( 78 ) is now in the common tangent plane, because it has been derived by the operation of \(f-t_{1}\) from another point \(a^{\prime \prime}\). In fact we have
\[
\begin{equation*}
\left(\mathrm{F}_{1}-t_{1} \mathrm{~F}_{2}\right) \ell^{\prime \prime}=\mathrm{F}_{2} i^{\prime}, \quad\left(\mathrm{F}_{1}-t_{1} \mathrm{~F}_{2}\right) i^{\prime}=\mathrm{F}_{2}(\lambda \tag{138}
\end{equation*}
\]
and from the first of these it is obvious that \(\mathrm{S} a \mathrm{~F}_{2} a^{\prime}=0\left(=t_{1}^{-1} \mathrm{~S}^{\prime} \mathrm{F}_{1} a^{\prime}\right)\), while the second may be written in the form
\[
\begin{equation*}
\mathrm{F}_{1}\left(a+x a^{\prime}\right)=\left(t_{1}+x\right) \mathrm{F}_{2}\left(a+\frac{x i_{1}}{t_{1}+x} a^{\prime}\right) . \tag{139}
\end{equation*}
\]

This equation shows that the polar plane of the point \(a+x a\) with respect to the first quadric is identical with the polar plane of \(a+\frac{x t_{1}}{t_{1}+x}\) a with respect to the second; and because \(a\) lies in the tangent plane, in the limit where \(x\) becomes infinitesimally small, the two points become identical to the first order of \(x\), and the common polar plane becomes a consecutive tangent plane to both quadrics. The quadrics have, therefore, stationary contact, and their function \(F_{2}^{-1} F_{1}\) is of the class \(I_{3}\).

The generators in the tangent plane are now found by expressing that \(x a^{\prime}+d\) is on one of the quadrics; the equations may be written in the form
\(x^{2} t_{1} \mathrm{~S} a^{\prime} \mathrm{F}_{2}{ }^{i}+2 x t_{1} \mathrm{~S} a^{\prime} \mathrm{F}_{2} d+t_{4} \mathrm{~S} d \mathrm{~F}_{2} d=0 ; x^{2} \mathrm{~S} a^{\prime} \mathrm{F}_{2} a^{\prime}+2 x \mathrm{~S} a^{\prime} \mathrm{F}_{2} d+\mathrm{S} d \mathrm{~F}_{2} d=0\).
where the equation for the first quadric has been reduced by the aid of (138), in order that it may be compared with that for the second quadric. The generators are common if, and only if, \(t_{1}=t_{4}\), and the function is then of the type \(\mathrm{I}_{4}\).
33. When the four united points coincide, the point \(a^{\prime \prime}\) as well as \(a\) lies in the common tangent plane, \(a^{\prime \prime}\) having been derived, as \(i^{\prime}\) was in the last article, from a third point \(a^{\prime \prime}\). From the three equations
\[
\left(\mathrm{F}_{1}-t_{1} \mathrm{~F}_{2}\right) a^{\prime \prime \prime}=\mathrm{F}_{2}^{\prime} a^{\prime \prime} ; \quad\left(\mathrm{F}_{1}-t_{1} \mathrm{~F}_{2}\right) a^{\prime \prime}=\mathrm{F}_{2} a^{\prime} ; \quad\left(\mathrm{F}_{1}-t_{1} \mathrm{~F}_{2}\right) a^{\prime}=\mathrm{F}_{2} a \cdot(141)
\]
we see that, in addition to the conditions that the points should lie in the tangent plane, we have
\[
\begin{equation*}
\mathrm{S} a^{\prime \prime}\left(\mathrm{F}_{1}-t_{1} \mathrm{~F}_{2}\right) a^{\prime}=0 ; \quad \mathrm{S} a^{\prime} \mathrm{F}_{2} a^{\prime}=0, \quad \text { and } \quad \mathrm{S} a^{\prime} \mathrm{F}_{1} a^{\prime}=0 \tag{142}
\end{equation*}
\]
as appears from operating on the third by \(\mathrm{S} a^{\prime \prime}\) and using this result in operating on the second by \(\mathrm{S} a^{\prime}\), and finally operating on the third by \(\mathrm{S} a^{\prime}\). The line \(a+x a^{\prime}\) is consequently a generator of both quadrics, and the function belongs to the class \(I_{4}\).

The remaining generators, determined by the point in which \(a^{\prime}+y a a^{\prime \prime}\) meets the surfaces again, are deducible from the equations
\[
t_{1} \mathrm{~S} a^{\prime} \mathrm{F}_{2} a^{\prime \prime}+y t_{1} \mathrm{~S} a^{\prime \prime} \mathrm{F}_{2} a^{\prime \prime}+y \mathrm{~S} a^{\prime \prime} \mathrm{F}_{2} a^{\prime}=0 ; \quad \mathrm{S} a \mathrm{~F}_{2} a^{\prime \prime}+y \mathrm{~S} a^{\prime \prime} \mathrm{F}_{2} a^{\prime \prime}=0 . \quad(143) .
\]

If these remaining generators are common to both quadrics we must have \(S_{u} u^{\prime \prime} \mathrm{F}_{2} \imath=0\), and then they coincide of necessity with the other generator, and the quadrics become a pair of cones touching along a generator.
34. Suppose the function to have a line locus of united points, so that
\[
\begin{equation*}
\mathrm{F}_{1} a=t_{1} \mathrm{~F}_{2} a ; \mathrm{F}_{1} b=t_{1} \mathrm{~F}_{2} b \tag{144}
\end{equation*}
\]
it immediately follows that one quadric meets the line \(a, b\) in two points common to the other, and the quadrics touch at these two points. Substituting in the equations of the quadrics
\[
\begin{equation*}
x=x a+y b+z(c+u d) \tag{145}
\end{equation*}
\]
the equations become,
\[
\begin{align*}
& t_{1} \mathrm{~S}(x a+y b) \mathrm{F}_{2}\left(x u+y^{b}\right)+z^{2}\left(t_{3} \mathrm{~S} c \mathrm{~F}_{2} c+u^{2} t_{1} \mathrm{~S} d \mathrm{~F}_{2} d\right)=0 \\
& \mathrm{~S}(x a+y b) \mathrm{F}_{2}(x u+y b)+z^{2}\left(\mathrm{~S} c \mathrm{~F}_{2} c+u^{2} \mathrm{~S} d \mathrm{~F}_{2} d\right)=0 \tag{146}
\end{align*}
\]
and for a constant value of \(u\) these represent the sections by an arbitrary plane through the line \(a, b\). These sections are identical if
\[
\begin{equation*}
\left(t_{3}-t_{1}\right) \mathrm{S} c \mathrm{~F}_{2} \mathrm{c}+u^{2}\left(t_{+}-t_{1}\right) \mathrm{S} d \mathrm{~F}_{2} d=0 \tag{147}
\end{equation*}
\]
and as this is a quadratic in \(u\), the quadrics have two plane sections common. The function \(f\) is of the type II. The case of coincidence of the points \(c, d\) has occurred in Art. 31, one of the conics breaking up (type \({I I_{2} \text { ). }}_{\text {. }}\)

If \(t_{3}=t_{1}\), while \(c\) is not situated on \(a b\), the quadrics have two coincident plane sections, or ring-contact. The type of the function is \(\mathrm{JII}_{1}\).
If \(t_{3}=t_{4}\), but \(c\) not coincident with \(d\), the function is of the class IV., and the quadrics intersect in common points on the line \(c, d\). Let \(a b\) meet the quadrics in \(a^{\prime}, b^{\prime}\) and \(c d\) in \(c^{\prime} d^{\prime}\), then it is very easy to see that \(a^{\prime}, c^{\prime}, b^{\prime}, d^{\prime}\) is a quadrilateral common to both surfaces.

When \(c\) coincides with a point \(a\) on the line, let \(a\) be the point for which (Art. 15)
\[
\begin{equation*}
\left(\mathrm{F}_{1}-t_{1} \mathrm{~F}_{2}\right) a=\mathrm{F}_{2} a \tag{148}
\end{equation*}
\]
then \(\mathrm{S} a \mathrm{~F}_{2} a=0\), and \(\mathrm{SbF}_{2} a=0\), and the line \(a b\) touches the tro quadrics at \(a\). The conics in the common plane sections touch (type \(\mathrm{II}_{3}\) ).

If, further, \(d\) coincides with the point \(a\) (type \(\left.I_{+}\right)\), the point \(\mathrm{F}_{2} a^{\prime}\) is derired by the operation of \(\mathrm{F}_{1}-t_{1} \mathrm{~F}_{2}\) from some other point \(a^{\prime \prime}\) (Art. 32), and therefore
\[
\begin{equation*}
\mathrm{S} a \mathrm{~F}_{2} a^{\prime}=0 ; \mathrm{Sb}_{2} \mathrm{~F}_{2} a^{\prime}=0 ; \text { and } \mathrm{S} a \mathrm{~F}_{1} a^{\prime}=0 ; \mathrm{Sb}_{1} a^{\prime}=0 \tag{149}
\end{equation*}
\]

Hence it appears that the line \(a^{\prime}+x b\) meets the two quadrics in the same two points, and the lines from \(a\) to these points are common generators. The intersection of the quadrics consists, therefore, of a pair of lines and a conic passing through their common point (type \(\mathrm{II}_{t}\) ).

Finally, it remains to notice the case of a plane locus of united points with the fourth point in the plane \(\left(\mathrm{II}_{2}\right)\). It may be proved that in this case the coincident plane sections consist of a pair of lines along which the quadrics touch.
35. Summing up, the intersection of two quadrics according to the types of the function \(\mathrm{F}_{2}^{-1} \mathrm{~F}_{1}\), is
\(I_{1}\), a twisted quartic with two apparent double points ;
\(I_{2}\), a twisted quartic with three apparent double points ;
\(I_{3}\), a twisted quartic with two apparent and one real double point;
\(I_{4}\), a right line and a cubic touching it ;
\(I_{5}\), a right line and a cubic;
\(\mathrm{II}_{1}\), two conics ;
\(\mathrm{II}_{2}\), a pair of lines and a conic ;
\(\mathrm{II}_{3}\), two conics in contact;
\(\mathrm{II}_{4}\), a pair of lines and a conic through their intersection ;
\(I I I_{1}\), the surfaces touch along a conic;
\(I I I_{2}\), the surfaces touch along two generators;
IV, the intersection is a quadrilateral.

\section*{SECTION V.}

\section*{The Square Root of a Linear Quaternion Function.}
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36. When the same effect is produced by the twice-repeated operation of one linear quaternion function and by the single operation of another, the former may be said to be a scquare root of the latter.

Tait first extracted the square root of a linear vector function, and pointed out the great utility of the conception. We now proceed to examine some of the properties of a square root of a quaternion function, and to illustrate their bearing on certain geometrical investigations.

The united points of a square root are also united points of the primitioe function. If
\[
\begin{equation*}
f^{\frac{1}{2}} a=t_{1}^{\frac{1}{2}} \alpha, \quad \text { then } f a=t_{1} \alpha \tag{150}
\end{equation*}
\]

The converse does not hold, for it may happen that loci of united points exist for the primitive and not for the square root. For example, if
\[
\begin{equation*}
f^{\frac{1}{2}} a=b, \quad f^{\frac{1}{2}} b=t_{1} a ; \quad \text { then } \quad f a=t_{1} a, \quad f b=t_{1} b \tag{151}
\end{equation*}
\]
and though every point on the line \(a b\) is a united point for the primitive, this is not generally true for its square roots. (Compare Art. 13.)

When there is no locus of united points, the square roots have the same four united points as the primitive, and their latent roots are sets of the square roots
\[
\begin{equation*}
\pm t_{1}^{\frac{1}{2}}, \quad \pm t_{2}^{\frac{1}{2}}, \quad \pm t_{3}^{\frac{1}{2}}, \quad \pm t_{4}^{\frac{1}{2}} \tag{152}
\end{equation*}
\]
of the latent roots of the primitive. Thus in the general case a function has sixteen square roots.
37. When the primitive has a line locus of united points \((a, b)\), any two points on the line may be assumed as united points of the square root.

By the last article it may. be seen that the square root must have united points on the line. Assume these to be \(a+x b, a+y b\), then
\[
\begin{equation*}
f^{\frac{1}{2}}(a+x b)= \pm t_{1}^{\frac{1}{2}}(a+x b) ; \quad f^{\frac{1}{b}}(a+y b)= \pm t_{1^{\frac{1}{2}}}(a+y b) \tag{153}
\end{equation*}
\]
and the square root satisfies the condition that its twice repeated operation is equivalent to the operation of \(f\). If the signs are alike and \(x\) and \(y\) distinct, the square root has a locus of united points; otherwise it has not.

If a square root has coalesced points, so has the primitive.
If
\[
\begin{equation*}
f^{\frac{1}{2}} a^{\prime}=t^{2} a^{\prime}+a ; \quad f^{2} a^{\prime}=t^{\frac{2}{2}} a ; \quad \text { then } f a^{\prime}=t a^{\prime}+2 t^{\frac{t^{2}}{} a ;} \quad f a=t a . \tag{154}
\end{equation*}
\]
and therefore the repeated operation of \(f-t\) is required to destroy \(a\); and the primitive has a coalesced united point.

The square root of a function having a plane locus of united points possesses at least a line locus of united points.

The only escape is the assumption that the square root has a united point coalesced from three points, and this has just been shown to involve a coalesced point for the primitive, contrary to hypothesis.

When the primitive has coalesced points but no loci of united points, the number of square roots is limited.

This follows from (154).
38. Except in the case in which the primitive has loci of united points, the square roots are all commutative with one another and with the primitive, for they possess a common system of united points.*

Moreover, for a definite square root,
\[
\begin{equation*}
(f+x)^{\frac{1}{2}}(f+y)^{\frac{2}{2}}=((f+x)(f+y))^{\frac{1}{2}} \tag{1ธ5}
\end{equation*}
\]
with liberty to change the order of the factors. This follows most easily by operating on the united points.

In general also, for any two functions \(f_{1}\) and \(f_{2}\), and a definite square root,
because
\[
\begin{equation*}
f_{1}^{\frac{1}{2} f_{2} f_{1}^{-\frac{1}{2}}=\left(f_{1}^{\frac{1}{2} f_{2}^{2} f_{1}^{-b}}\right)^{\frac{1}{2}} . . . . .} \tag{156}
\end{equation*}
\]
\[
\begin{equation*}
\left(f_{1}^{\frac{1}{1}} f_{2} f_{1}^{-\frac{1}{2}}\right)^{2}=f_{1}^{\frac{1}{2}} f_{2} f_{1}^{-\frac{1}{2}} \cdot f_{1}^{\frac{1}{2}} f_{2} f_{1}^{-\frac{1}{2}}=f_{1}^{\frac{1}{2}} f_{2}^{Z} f_{1}^{-\frac{1}{2}} \tag{157}
\end{equation*}
\]
and in particular a relation which is occasionally useful is
\[
\begin{equation*}
\left(f_{1}^{-1} f_{2}+t\right)^{\frac{1}{2}}=f_{1}^{-\frac{1}{2}}\left(f_{1}^{-\frac{1}{2}} f_{2} f_{1}^{-\frac{1}{2}}+t\right)^{\frac{1}{2}} f_{1}^{\frac{1}{2}} \tag{158}
\end{equation*}
\]
39. It is evident from the foregoing that the square roots of a function and of its conjugate are conjugate when they have the same latent roots.

Thus we may write
\[
\begin{equation*}
\left(f^{\frac{1}{2}}\right)^{\prime}=f^{\prime \frac{1}{3}} \tag{159}
\end{equation*}
\]
to signify that the conjugate of a square root is the corresponding square root of the conjugate function.

In particular, taking the conjugate of (158),
\[
\begin{equation*}
\left(f_{2}^{\prime} f_{1}^{\prime-1}+t\right)^{\frac{1}{2}}=f_{1}^{\prime \prime}\left(f_{1}^{\prime-\frac{1}{\sqrt{2}}} f_{2}^{\prime} f_{1}^{\prime-\frac{1}{2}}+t\right)^{\frac{1}{2}} f_{1}^{\prime-\frac{1}{1}} \tag{160}
\end{equation*}
\]

\section*{SECTION VI.}

\section*{The Square Root of a Fuxction in relation to the Geometry of Quadrics.}
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40. The transformation
\[
\begin{equation*}
p=f^{\frac{1}{2} q} . \tag{161}
\end{equation*}
\]
converts the quadric \(\mathrm{S} q f_{q}=0\) into the unit sphere \(\mathrm{S} p^{2}=0, f\) being a self-conjugate function.

\footnotetext{
* Compare 'Elements of Quaternions,' New Ed., vol. ii., Appendix, p. 364.
}

This suggests a quaternion equation such as
\[
q=(f+x)^{\frac{1}{2}}(f+y)^{\frac{1}{2}}(f+z)^{\frac{1}{2}} e=\sqrt{ }\{(f+x)(f+y)(f+z)\} e
\]
where \(e\) is some constant quaternion, as equivalent to the equation of a system of generalized confocals
\[
\begin{equation*}
\mathrm{S} q(f+x)^{-1} q=0 \tag{163}
\end{equation*}
\]

On substitution in the scalar from the quaternion equation the result is
\[
\begin{equation*}
\operatorname{Se}(f+y)(f+z) e=0 \tag{164}
\end{equation*}
\]
and \(y\) and \(z\) disappear, provided \(e\) is chosen to be one of the eight points satisfying
\[
\begin{equation*}
\mathrm{S} e^{2}=\mathrm{S} e f e=\mathrm{S} e f^{2} e=0 \tag{165}
\end{equation*}
\]

Thus \(e\) is one of the intersections of three known quadrics.
It is not necessary to dwell on Hamilton's theory of the umbilicar generatrices, as the subject will be resumed in an extended form.* Accordingly it is sufficient to mark that the equation of such a generator is
\[
\begin{equation*}
q=(f+y)(f+x)^{\frac{1}{e}} e=(f+x)^{\frac{2}{2}} e+\frac{2}{3}(y-x) \frac{\mathrm{d}}{\mathrm{~d} x}(f+x)^{\frac{1}{2}} e \tag{166}
\end{equation*}
\]
where \(y\) is variable; and the form of this equation shows that when \(x\) varies the generator sweeps out the developable of which the cuspidal edge is the curve
\[
\begin{equation*}
q=(f+x)^{\frac{n}{2}} e \tag{167}
\end{equation*}
\]
41. More generally, starting from any two quadrics,
\[
\begin{equation*}
\mathrm{S} q f_{1} q=0, \quad \mathrm{~S} q f_{2} q=0 \tag{168}
\end{equation*}
\]
the equation of the system of quadrics inscribed to their common circumscribing developable (compare Art. 11) is
\[
\begin{equation*}
\mathrm{S} q\left(f_{1}^{-1}+x f_{2}^{-1}\right)^{-1} q=0 \tag{169}
\end{equation*}
\]

This by the principles of Art. 38 may be replaced by
\[
\begin{equation*}
\mathrm{S} q f_{2}^{\frac{1}{2}}\left(f_{2}^{\frac{1}{3}} f_{1}^{-1} f_{2}^{\frac{1}{2}}+x\right)^{-1} f_{2}^{\frac{1}{2}} q=0 \tag{170}
\end{equation*}
\]
and on comparison with (163) and (162) it is manifestly equivalent to the quaternion equation
\[
f_{2}^{\frac{1}{2}} q=\left(f_{2}^{\frac{1}{2}} f_{1}^{-1} f_{2}^{\frac{1}{2}}+x\right)^{\frac{1}{2}}\left(f_{2}^{\frac{1}{1}} f_{1}^{-1} f_{2}^{\frac{1}{4}}+y\right)^{\frac{1}{2}}\left(f_{2}^{\frac{1}{2}} f_{1}^{-1} f_{2}^{\frac{1}{2}}+z\right)^{\frac{1}{2}} e^{\prime} . . . \quad(171)
\]
or, by an application of (158), to
\[
\begin{gather*}
q=\left(f_{1}^{-1} f_{2}+x\right)^{\frac{1}{2}}\left(f_{1}^{-1} f_{2}+y\right)^{\frac{1}{3}}\left(f_{1}^{-1} f_{2}+z\right)^{\frac{3}{2}} e  \tag{172}\\
* \text { Compare Arts. } 41 \text { and } 71 .
\end{gather*}
\]
where \(e=f_{2}^{-8} e^{\prime}\). By (165) it is seen that the quaternion \(e\) of this formula satisfies the three equations
\[
\begin{equation*}
\text { Set } j_{2} e=0, \quad \text { Sef } f_{1}^{-1} \int_{2} e=0, \quad \text { Sef } f_{1}^{-1} f_{2} f_{1}^{-1} f_{2} e=0 \tag{173}
\end{equation*}
\]
and is therefore one of the intersections of three quadrics.
42. T11 particular the equation of the curve of intersection of the original quadrics (168) is
\[
\begin{equation*}
q=\left(f_{1}^{-1} f_{2}+x^{2}\right)^{\frac{1}{2}} a \text {, where } \mathrm{S} a f_{1} \alpha=\mathrm{S} u f_{\mathrm{c}} \alpha=\mathrm{S} a f_{1} f_{1}^{-1} f_{2}^{\prime} \Omega=0 . \tag{174}
\end{equation*}
\]
as may be proved by direct transformation from the general result (172), or perhaps more shortly by assuming the form \(q=(f+x)^{3} \alpha\) and determining \(f\), or by verification. remembering (158).

Hence the equation
\[
\begin{equation*}
\mathrm{S}_{c b}\left(f_{2}^{\prime} f_{1}^{-1}+x\right)^{\frac{1}{2}} f_{3}\left(f_{1}^{-1} f_{2}+x\right)^{\frac{1}{c}} a=0 \tag{175}
\end{equation*}
\]
determines the eight points of intersection of the three quadrics
\[
\mathrm{S} q f_{1} q=0, \quad \mathrm{~S} q f_{2} q=0, \quad \mathrm{~S} q f_{3} q=0
\]
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43. Instead of writing down and discussing the equations of the circumscribing developable and of its cuspidal edge of the quadrics (169), which ane in fact of the same form as (166) and (167), except that \(f=f_{1}^{-1} f_{2}^{\prime}\) is not self-conjugate, we shall derote a few remarks to the family of curves
\[
\begin{equation*}
q=(f+t)^{m} c t \tag{176}
\end{equation*}
\]
and their developables, \(m\) being a scalar, a a constant quaternion, \(t\) a scalar variable, and \(f\) an arbitrary linear quaternion function. This family includes the right line, the conic, the twisted cubic, the quartic intersection of two quadrics, the quartic which is not the intersection of two quadrics, and the cuspidal edge of the derelopable circumscribed to two quadrics; the corresponding values of \(m\) being; \(m=1,2,-1\) or 3,4 and \(\frac{3}{2}\).
44. The equation of a tangent to the curve (176) is
\[
\begin{equation*}
q=(f+s)(f+t)^{n-1} d . \tag{177}
\end{equation*}
\]
when the scalar parameter \(s\) alone varies. When \(s\) and \(t\) both vary the equation is that of the developable of the tangent lines.
If for suitable weights of the united points \(q_{1}, q_{2}, q_{3}, q_{4}\), we write
\[
\begin{equation*}
a=q_{1}+q_{2}+q_{3}+q_{1} \tag{178}
\end{equation*}
\]
the equation of the developable becomes
\[
\begin{equation*}
q=\sum_{I}^{4}\left(t_{1}+s\right)\left(t_{1}+t\right)^{m-1} q_{1} \tag{179}
\end{equation*}
\]

When \(m-1\) is positive, the result of putting \(t=-t_{1}\) is
\[
\begin{equation*}
q=\left(t_{2}+s\right)\left(t_{2}-t_{1}\right)^{m-1} q_{2}+\left(t_{3}+s\right)\left(t_{3}-t_{1}\right)^{m-1} q_{3}+\left(t_{4}+s\right)\left(t_{4}-t_{1}\right)^{n-1} q_{4} . \tag{180}
\end{equation*}
\]
and this represents a certain number of right lines in the united plane \(\left[q_{2}, q_{3}, q_{4}\right]\), the number being determined by the nature of \(m\), being as we know 4 when the developable is circumscribed to a pair of quadrics, or when \(m=\frac{3}{2}\).

The remaining part of the intersection in the united plone is obtained by putting \(s\) equal to \(-t_{1}\), and its equation is
\[
\begin{equation*}
q=\left(t_{2}-t_{1}\right)\left(t_{2}+t\right)^{m-1} q_{2}+\left(t_{3}-t_{1}\right)\left(t_{3}+t\right)^{m-1} q_{3}+\left(t_{4}-t_{1}\right)\left(t_{4}+t\right)^{m-1} q_{4} \tag{181}
\end{equation*}
\]
or more simply
\[
\begin{equation*}
q=(f+t)^{n-1} a_{1}, \quad \text { where } \quad a_{1}=\left(t_{2}-t_{1}\right) q_{2}+\left(t_{3}-t_{1}\right) \dot{q}_{3}+\left(t_{4}-t_{1}\right) q_{4} \tag{182}
\end{equation*}
\]

The plane curve is likewise included in the family (176), and for \(m=\frac{3}{2}\) it is a quartic (1.74), or rather a conic counted twice,
\[
\begin{equation*}
x_{2}^{2}{ }^{2} \frac{t_{3}-t_{4}}{\left(t_{2}-t_{1}\right)^{2}}+x_{3}^{2} \frac{t_{4}-t_{2}}{\left(t_{3}-t_{1}\right)^{2}}+x_{4}^{2} \frac{t_{2}-t_{3}}{\left(t_{4}-t_{1}\right)^{2}}=0 \tag{183}
\end{equation*}
\]
as we see from (181) on putting \(q=x_{2} q_{2}+x_{3} q_{3}+x_{4} q_{4}\).
In case \(m-1\) is negative it is necessary first to multiply (179) by the product \(\Pi\left(t_{1}+t\right)^{1-n}\) before putting - \(t\) equal to a latent root. Then, on making \(t=-t_{2}\), we find only the point \(q_{2}\), which shows there are no right lines in the plane \(\left[q_{2} q_{3} q_{4}\right]\), and which indicates multiplicity of the curve at the united points.
45. Just as the equation of the tangent line was obtained in the last article from that of the curve, the equation of the osculating plane may be written in the form
\[
\begin{equation*}
q=(f+u)(f+s)(f+t)^{m-2} a \tag{184}
\end{equation*}
\]
where \(t\) is supposed to remain constant, while \(s\) and \(u\) vary together. It is easy to verify that this plane contains two consecutive tangents to the curve.

The reciprocal of the plane is the point (compare Art. 5)
\[
\begin{equation*}
p=\left(f^{\prime}+t\right)^{n-m} a^{\prime}, \quad a^{\prime}=\left[a, f u, f^{2} a\right] \tag{185}
\end{equation*}
\]
and consequently the cuspidal edges of the reciprocals of curves of the family (176) belong to a similar family obtained by altering \(a\) into \(a^{\prime}\) and \(f\) into its conjugate. Also the sum of the exponents \(m\) for a curve and the cuspidal edge of its reciprocal is equal to 2 .

The developable formed by the tangents to the new cuspidal edge is
\[
\begin{equation*}
p=\left(f^{\prime}+s^{\prime}\right)\left(f^{\prime}+t\right)^{1-m} a^{\prime} \tag{186}
\end{equation*}
\]
and it may be worth while to verify directly that lines of this reciprocal derelopable are reciprocal to the corresponding lines of (179). Also lines in a united plane reciprocate into lines through a united point of the conjugate function; so that we can assert that the number of lines of the developable of a curve whose exponent is \(m\) which lie in a united plane is the number of lines of the developable of a curre whose exponent is \(2-m\) which pass through a united point.
46. The points \((\delta)\) in which an osculating plane (184) at ( \(t\) ) cuts the curve again are found by combining this equation with (176) and putting
\[
\begin{equation*}
\mathrm{S}_{y p}=0=\mathrm{S}(f+s)^{m} a\left(f^{\prime}+t\right)^{2-m} a^{\prime}=\mathrm{S} c^{\prime}(f+t)^{2-m}(f+s)^{m} c \tag{187}
\end{equation*}
\]

In this, when we use the expression (178) for \(a\) and when we observe (185) that
\[
\begin{equation*}
u^{\prime}=\left[u f a f^{2} a\right]=\Sigma\left[q_{2} q_{3} q_{4}\right]\left(t_{2}-t_{3}\right)\left(t_{3}-t_{4}\right)\left(t_{4}-t_{2}\right) . \tag{188}
\end{equation*}
\]
equation (187) becomes
\[
\begin{equation*}
\mathbf{\Sigma} \frac{\left(t_{1}+s\right)^{m}}{\left(t_{1}+t\right)^{m}}\left(t_{1}+t\right)^{2}\left(t_{2}-t_{3}\right)\left(t_{3}-t_{4}\right)\left(t_{4}-t_{2}\right)=0 \tag{189}
\end{equation*}
\]

The points at which the plane meets the curve four times are determined by
\[
\begin{equation*}
\Sigma(1)^{m}\left(t_{1}+t\right)^{2}\left(t_{2}-t_{3}\right)\left(t_{3}-t_{4}\right)\left(t_{4}-t_{2}\right)=0 \tag{190}
\end{equation*}
\]
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vector function into a function representing a pure strain following or followed by a rotation.

Multiply any function into its conjugate, and write
\[
\begin{equation*}
f f^{\prime}=\mathrm{F}^{2} \tag{191}
\end{equation*}
\]
where F is the self-conjugate function whose double operation is equivalent to the operation of the self-conjugate function \(f f^{\prime}\) (Art. 36).

Introducing a new linear function \(g\) and its conjugate \(g^{\prime}\) defined by the relations
\[
\begin{equation*}
f=\mathrm{F} g, \quad f^{\prime}=g^{\prime} \mathrm{F} \quad \text { or } \quad g=\mathrm{F}^{-1} f, g^{\prime}=f^{\prime} \mathrm{F}^{-1} \tag{192}
\end{equation*}
\]
it appears that this function is the inverse of its conjugate, for
\[
\begin{equation*}
g^{\prime} g=1=g g^{\prime} \tag{193}
\end{equation*}
\]
is a consequence of the equations of definition.
The geometrical property of this new function is, that points conjugate to the unit sphere remain conjugate after transformation.

For if
\[
\begin{equation*}
\mathrm{S} p q=0, \text { then } \mathrm{Sg} g q q=\mathrm{S} p g^{\prime} g q=0 \tag{194}
\end{equation*}
\]

In particular the unit sphere is converted into itself by the transformation.
This transformation is orthogonal, points and planes being transformed by the same function (Art. 4).
48. On counting the constants, it appears that an arbitrary function \(f\) cannot be reduced to the product of a self-conjugate function and a conical rotator
\[
\begin{equation*}
\mathrm{R}=r() r^{-1}, \quad \mathrm{R}^{\prime}=\mathrm{R}^{-1}=r^{-1}() r \tag{195}
\end{equation*}
\]
there being sixteen constants in \(f\), ten in F , and three in R .
In order to determine the conditions, observe that by the last article
\[
\begin{equation*}
\mathrm{F}^{2}=f f^{\prime} \quad \text { if } \quad f=\mathrm{FR}, \quad \text { and } \quad \mathrm{RR}^{\prime}=1 \tag{196}
\end{equation*}
\]

Now I say that if a scalar remains a sealar after the aperation of \(R\), the funetion is a conical rotator. For then
\[
\begin{equation*}
\operatorname{SR}^{\prime} \rho=\operatorname{S} \rho R(1)=0 \tag{197}
\end{equation*}
\]
and therefore \(R^{\prime} \rho\) or \(R \rho\) remains a vector whatever vector \(\rho\) may be; and, moreover, the angle between any two vectors is unaltered by the transformation.*

Thus the condition required is simply
\[
\begin{equation*}
f(1)=\mathrm{F}(1), \quad \text { where } \quad \mathrm{F}^{2}=f f^{\prime} \tag{198}
\end{equation*}
\]
and when the reduction is possible it is generally determinate.

\footnotetext{
* Compare the Appendix to the New Edition of Hamilton's 'Elements,' vol. ii., p. 366.
}
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49. A function which is the inverse of its comjugate is in general reducible in an infinite variety of ways to the product of a self-comjugate function and a rotator.

Because \(g g^{\prime}=1\) in the notation of Art. 47, the conditions (198) that \(g\) should be reducible are
for simplicity writing \(g(1)=G(1)\), where \(G^{2}=1, G=G^{\prime}\).
\[
\begin{equation*}
1+g(1)=a, \quad 1-g(1)=b \tag{199}
\end{equation*}
\]
it is evident from the last equation that
\[
\begin{equation*}
\mathrm{G} a=a, \quad \mathrm{G} b=-b, \quad \mathrm{~S} a b=0 \tag{201}
\end{equation*}
\]
so \(a\) and \(b\) are united points of \(G\), and conjugate with respect to the unit sphere.
Take any point \(c\) in the polar plane of \(b\), and any point \(d\) in the polar line of \(a c\); and assume
\[
\begin{equation*}
\mathrm{G} c=c, \quad \mathrm{G} d=-d \tag{202}
\end{equation*}
\]
then the function determined by the four relations (201) and (202) is self-conjugate, and its symbolic equation is \(\mathrm{G}^{2}-1=0\). By the construction it follows that
\[
\begin{equation*}
\mathrm{S} a b=\mathrm{S} b c=\mathrm{S} a d=\mathrm{S} c d=0 \tag{203}
\end{equation*}
\]
and the function is consequently self-conjugate.
We have now determined a self-conjugate function, one of an infinite number, which satisfies (199), and the proposition is proved.

The rotator corresponding to G is of course
\[
\begin{equation*}
\mathrm{R}=\mathrm{G}^{-1} g=\mathrm{G} g \tag{204}
\end{equation*}
\]
50. The results of recent articles establish the possibility of reducing an arbitrary function to the form
\[
\begin{equation*}
f=\mathrm{FGR} \tag{205}
\end{equation*}
\]
where \(F, G\), and \(R\) satisfy the equations
\[
\begin{equation*}
\mathrm{F}^{2}=f f^{\prime}, \quad \mathrm{F}^{-1} f(1)=\mathrm{G}(1), \quad \mathrm{G}^{2}=1, \quad \mathrm{R}=\mathrm{GF}^{-1} f \tag{206}
\end{equation*}
\]
and by analogous processes the function may also be reduced to other forms such as \(\mathrm{G}_{1} \mathrm{~F}_{1} \mathrm{R}_{1}\), but on these we need not delay.
51. An arbitrary function may be reduced to a quotient or product of two selfconjugate functions.

Assuming
\[
\begin{equation*}
f=\mathrm{F}_{2}^{-1} \mathrm{~F}_{1} \tag{207}
\end{equation*}
\]
it appears that the united points of \(f^{\circ}\) (compare Art. 30) satisfy the equations
\[
\begin{equation*}
\mathrm{F}_{1} a=t_{1} \mathrm{~F}_{2} a ; \quad \mathrm{F}_{1} b=t_{2} \mathrm{~F}_{2} b ; \quad \mathrm{F}_{1} c=t_{3} \mathrm{~F}_{2} c ; \quad \mathrm{F}_{1} d=t_{4} \mathrm{~F}_{2} d \tag{208}
\end{equation*}
\]
but on the supposition that \(F_{1}\) and \(F_{2}\) are self-conjugate, it follows (135) that these united points form a tetrahedron self-conjugate to the two quadrics \(\mathrm{S}_{q} \mathrm{~F}_{1} q=0\), \(\mathrm{S} q \mathrm{~F}_{2} q=0\). Take therefore any quadric to which this tetrahedron is self-conjugate ; \(\mathrm{F}_{1}\) is determined and \(\mathrm{F}_{2}\) follows from (207).

Otherwise the function
\[
\begin{equation*}
\mathrm{F}_{2}(q) \cdot(a b c d)=x \alpha^{\prime}(q b c d)+y b^{\prime}(a q c d)+z c^{\prime}(a b q d)+w d^{\prime}(a b c q) \tag{209}
\end{equation*}
\]
is self-conjugate (Art. 21) when ( \(\left.a^{\prime} b^{\prime} c^{\prime} d^{\prime}\right)\) is the tetrahedron reciprocal to ( \(a b c d\) ); and on comparison with (208) the function \(\mathrm{F}_{1}\) may be written down. The four scalars \(x, y, z, w\) are arbitrary, as might have been expected, since each self-conjugate function involves ten constants, while \(f\) involves sixteen.

If two functions can be simultaneously reduced to the forms
\[
\begin{equation*}
f_{\mathrm{l}}=\mathrm{F}^{-1} \mathrm{~F}_{1}, \quad f_{2}=\mathrm{F}^{-1} \mathrm{~F}_{2} \tag{210}
\end{equation*}
\]
the united points of \(f_{1}\) and \(f_{2}\) must form tetrahedra self-conjugate to a common quadric, or \({ }^{-}\)
\[
\begin{equation*}
\mathrm{F} a_{1}=x_{1}\left[b_{1} c_{1} d_{1}\right], \& c . \quad \mathrm{F} c_{2}=x_{2}\left[b_{2} c_{2} d_{2}\right], \& c \tag{211}
\end{equation*}
\]

In this case the eight united points are so related that any quadric
\[
\begin{equation*}
\mathrm{S}_{q} \mathrm{~F}_{s q}=0 \tag{212}
\end{equation*}
\]
which passes through seven, passes also through the eighth.
The condition that the point \(a_{1}\) should be on the quadric may be written (211)
\[
\begin{equation*}
\mathrm{S} a_{1} \mathrm{~F}_{3} \mathrm{~F}^{-1}\left[U_{1} c_{1} d_{1}\right]=0, \quad \text { or } \quad\left(\mathrm{F}^{-1} \mathrm{~F}_{3} a_{1}, b_{1}, c_{1}, d_{1}\right)=0 . \tag{213}
\end{equation*}
\]
and if \(b_{1}, c_{1}\), and \(d_{1}\) are likewise on the quadric, it follows (Art. 24) that the first invariant of the function \(\mathrm{F}^{-1} \mathrm{~F}_{3}\) vanishes. Hence if the points \(c_{2}, b_{2}, c_{2}\) are also on the quadric, the remaining point \(d_{2}\) must lie on the quadric too.* Thus one of the united points is fixed with respect to the others, and the functions \(f_{1}\) and \(f_{2}\) must satisfy three conditions, which reduce the number of their constants to 29 , and this is precisely the number involved in the two quotients \(\mathrm{F}^{-1} \mathrm{~F}_{1}, \mathrm{~F}^{-1} \mathrm{~F}_{2}\).

\footnotetext{
* Compare Appendix to the New Edition of the 'Elements of Quaternions,' vol. ii., p. 364.
}
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Symbolically this problem amounts to solving the equation
\[
\begin{equation*}
\mathrm{F}_{1}=f^{\prime} \mathrm{F}_{2} f . \tag{214}
\end{equation*}
\]
which comnects two known self-conjugate functions \(\mathrm{F}_{1}\) and \(\mathrm{F}_{2}\) with an unknown function \(f\) and its conjugate.

The first quadric is reduced to the unit sphere by the transformation
\[
\begin{equation*}
q_{1}=\mathrm{F}_{1}^{3} q, \text { so that } \mathrm{S} q \mathrm{~F}_{1} q=\mathrm{S} q_{1}{ }^{2} \tag{215}
\end{equation*}
\]

The unit sphere is converted into itself by the transformation (Art. 47)
\[
\begin{equation*}
q_{2}=g q_{1}, \quad \text { so that } \mathrm{S} q_{1}{ }^{2}=\mathrm{S}_{q_{2}}{ }^{2} \text { if } g g^{\prime}=1 \tag{216}
\end{equation*}
\]
and finally the sphere is converted into the second quadric by the transformation
\[
\begin{equation*}
q_{3}=\mathrm{F}_{2}^{-\frac{1}{2}} q_{2} \text {, so that } \mathrm{S} q_{2}{ }^{2}=\mathrm{S} q_{3} \mathrm{~F}_{2} q_{3} \text {. } \tag{217}
\end{equation*}
\]

Thus the transformation
\[
\begin{equation*}
f=\mathrm{F}_{2}{ }^{-\frac{1}{2}} g \mathrm{~F}_{1_{1}^{3}}^{n^{3}}, \quad g g^{\prime}=1 \tag{218}
\end{equation*}
\]
converts the first quadric into the second; and evidently this is the most general transformation fulfilling the conditions.
53. To convert an arlitrary function " \(f\) " into itself, observe that the transformation must belong to the group (compare (218)),
\[
\begin{equation*}
\mathrm{F}=f_{0}^{-\frac{1}{2}} g f_{0}^{\frac{1}{2}} ; \quad \text { where } f=f_{0}+f_{0}, g g^{\prime}=1 \tag{219}
\end{equation*}
\]
which converts the self-conjugate part \(f_{0}\) of the function into itself.
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The problem therefore reduces to the determination of \(g\) from the equation (compare (214))
\[
\begin{equation*}
f_{1}=f_{0}^{\frac{1}{2}} g^{\prime} f_{0}{ }^{-\frac{1}{3}} \cdot f_{1} \cdot f_{0}{ }^{-\frac{1}{2}} g f_{0}{ }^{\frac{2}{x}} \tag{220}
\end{equation*}
\]

The form of this equation suggests the new function
\[
\begin{equation*}
f_{u}=f_{0}{ }^{-\frac{1}{2}} f_{l} f_{0}^{\frac{3}{3}}, \quad f_{u}+f^{\prime}{ }_{\|}=0 . \tag{221}
\end{equation*}
\]
and the equation (220) reduces to
\[
\begin{equation*}
f_{u}=g^{\prime} f_{u}^{\prime} g \text { or } g f_{"}=f_{u} g \tag{222}
\end{equation*}
\]
and the problem reduces to the determination of a function \(g\) commutative with the known function \(f_{1 /}\)

The function \(g\) must possess the same* united points as \(f_{1 /}\); or \(g\) must be of the form (compare (221))
\[
\begin{equation*}
g=x+y f_{u}+z f_{"}{ }^{2}+u f_{"}^{3} ; g^{\prime}=x-y f_{"}+z f_{\|}^{2}-u f_{\|}^{3} \tag{223}
\end{equation*}
\]

Actually multiplying these expressions we find (219)
\[
\begin{equation*}
g g^{\prime}=1=\left(x+z f_{1}^{2}\right)^{2}-\left(y f_{\|}+w f_{u}{ }^{3}\right)^{2} \tag{224}
\end{equation*}
\]
and as this equation must be equivalent to the latent quartic of the function \(f_{\|}\), it must vanish when for \(f_{/ /}\)are substituted its latent roots. Now (Art. 23) the latent roots of \(f_{11}\) are identical with those of \(f_{1}\), and the latent ronts of the latter function (Art. 12) are of the form \(\pm \sqrt{s}\), \(\pm \sqrt{-s^{\prime}}\). Substituting and reducing, we find in terms of the two invariants \(n_{l}\) " and \(n_{1}\) of \(f_{0}\), two equations
\[
\begin{align*}
& 1=x^{2}+n_{1}\left(2 y w-z^{2}-n_{i}^{\prime \prime} w^{2}\right) \\
& 0=2 x z-y^{2}+n_{1}^{\prime \prime}\left(2 y w-z^{2}-n_{1}^{\prime \prime} w^{2}\right)+n_{i} w^{2} \tag{225}
\end{align*}
\]
comecting the four scalars \(x, y, z\) and \(w\). Hence, reverting to the original functions, the transformation
\[
\begin{equation*}
\mathrm{F}=x+y f_{0}^{-1} f_{1} f_{0}+z f_{0}^{-1} f_{i} f_{0}+w f_{0}^{-1} f_{i}^{3} f_{0} . \tag{226}
\end{equation*}
\]
converts the function \(f\) into itself; in other words, it converts the quadric and the linear complex
\[
\begin{equation*}
\mathrm{S}_{1} f_{0} \downarrow=0, \quad \mathrm{~S}^{\prime} p f q=0 \tag{227}
\end{equation*}
\]
into themselves.
54. Passing on to the general case, let us consider the relations which must be satisfied when one function \(f\) can be converted into another F ; or the conditions that a quadric and a complex can be simultaneously converted into another given quadric and another given complex.

\footnotetext{
* Compare Art. 38, and the Appendix to Hamliton's 'Elements,' vol. ii., p. 364.
}

The first quadric is converted into the second by the transformation (218) \(\mathrm{F}_{0}{ }^{-\frac{1}{2}} g f_{0}^{\frac{1}{2}}\), and this converts the first complex into
\[
\begin{equation*}
\mathrm{S} p \cdot \mathrm{~F}_{0}^{\frac{1}{2}} g f_{0}^{-\frac{1}{2}} \cdot f_{1} \cdot f_{0}^{-\frac{1}{2}} g^{\prime} \mathrm{F}_{0}^{\frac{1}{2}} q \tag{228}
\end{equation*}
\]
and, on comparison with the second complex, it appear that we must have
\[
\begin{equation*}
\mathrm{F}_{0}^{-\frac{3}{2}} \mathrm{~F}_{1} \mathrm{~F}_{0}^{-\frac{1}{2}}=g f_{0}^{-\frac{1}{2}} f_{1} f_{0}^{-\frac{1}{2}} g^{\prime} \text {, or } \mathrm{F}_{1 \prime}=g f_{11} g^{-1} \tag{229}
\end{equation*}
\]
where we have introduced two new symbols for greater convenience.
Equation (229) requires the functions \(\mathrm{F}_{/ \prime}\) and \(f_{\text {/ }}\) to have the same latent roots (Act. 23) ; or again, \(\mathrm{F}_{0}^{-1} \mathrm{~F}\), and \(f_{0}^{-1} f\), must have the same latent roots, and this is the sufficient condition, for it appears, on substituting a united point of \(\mathrm{F}_{\text {" }}\) in (229), that the function \(g^{\prime}\) must convert the united points of \(\mathrm{F}_{/ \prime}\) into those of \(f_{\| \prime}\); and it is always possible to find a function \(g^{\prime}\) capable of doing this, because (Art. 12) the united points of the two functions are quadrilaterals upon the unit sphere, and a function \(g^{\prime}\) always converts this sphere into itself.

Thus, given two quadrics and two linear complexes, it is possible to transform simultaneously one quadric into the other and one complex into the other whenever the latent roots of the functions \(f_{0}-f_{1}\) and \(\mathrm{F}_{0}{ }^{-1} \mathrm{~F}\), are proportional.
55. To find a transformation which shall convert one conic into another.

The essentials of the problem are contained in the equation
\[
\begin{equation*}
f\left(a t^{2}+2 b t+c\right)=w\left(a^{\prime} s^{2}+2 b^{\prime} s+c^{\prime}\right) \tag{230}
\end{equation*}
\]

In order that the right-hand number may be a quadratic function of \(t\), it is necessary to have
\[
\begin{equation*}
w=\left(v t+v^{\prime}\right)^{2}, \quad s=\frac{u t+u^{\prime}}{v t+v^{\prime}} \tag{231}
\end{equation*}
\]
so that on equating powers of \(t\) we obtain, in the usual notation for binary quantics,
\[
\begin{equation*}
f a=\left(a^{\prime} b^{\prime} c^{\prime} \gamma u v\right)^{2} ; f b=\left(a^{\prime} b^{\prime} c^{\prime}\right\rangle\left(u v \gamma u^{\prime} v^{\prime}\right) ; f c=\left(a^{\prime} b^{\prime} c^{\prime} \gamma u^{\prime} v^{\prime}\right)^{2} \tag{232}
\end{equation*}
\]

These relations are not sufficient to determine the function ; we may arbitrarily assume two quaternions \(d\) and \(d^{\prime}\) and write \(f d=d^{\prime}\) (Art. 3). The function thus determined involves eleven arbitrary constants, the four \(u, u^{\prime}, v, v^{\prime}\) which regulate the correspondence of point to point on the conics, and the seven (eight less one) involved in the two quaternions \(d\) and \(d^{\prime}\), for multiplying these by a common factor is without effect.
56. In order to transform simultaneously two given conics into two other conics, a single relation must exist connecting the conics.

Affixing numeral suffixes, 1,2 , to the various symbols in (232), we obtain the system of six equations which the function \(f\) must satisfy. Any six quaternions are connected by two relations, and the equations
\[
\begin{align*}
& \left(s_{1} x_{11}+s_{2} x_{12}\right) a_{1}+2\left(s_{1} y_{11}+s_{2} y_{12}\right) b_{1}+\left(s_{1} z_{11}+s_{2} z_{12}\right) c_{1} \\
& \quad+\left(s_{1} x_{21}+s_{2} x_{22}\right) a_{2}+2\left(s_{1} y_{21}+s_{2} y_{22}\right) b_{2}+\left(s_{1} z_{21}+s_{2} z_{22}\right) c_{2}=0 \quad,  \tag{233}\\
& \left(s_{1}^{\prime} x_{11}^{\prime}+s_{2}^{\prime} x_{12}^{\prime}\right) a_{1}^{\prime}+2\left(s_{1}^{\prime} y_{11}^{\prime}+s_{2}^{\prime} y_{12}^{\prime}\right) b_{1}^{\prime}+\left(s_{1}^{\prime} z_{11}^{\prime}+s_{22}^{\prime} z_{12}^{\prime}\right) c_{1}^{\prime} \\
& \quad+\left(s_{1}^{\prime} x_{21}^{\prime}+s_{2}^{\prime} x_{22}^{\prime}\right) a_{2}^{\prime}+2\left(s_{11}^{\prime} y_{21}^{\prime}+s_{2}^{\prime} y_{22}^{\prime}\right) b_{2}^{\prime}+\left(s_{1}^{\prime} z_{21}^{\prime}+s_{1}^{\prime} z_{22}^{\prime}\right) c_{2}^{\prime}=0 ;
\end{align*}
\]
in which \(s_{1}, s_{2}, s_{1}^{\prime}, s_{2}^{\prime}\) are arbitrary, but the other scalars given may be taken as determining the two pairs of relations connecting the two sets of six quaternions.

When the left-hand members of the equations analogous to (232) are multiplied by \(s_{1} x_{11}+s_{2} x_{12}\), \&c., and added, the sum is zero; and the sum of the right-hand members is (with an obvious abbreviation)
\[
\begin{array}{r}
\left.\left\{\left(s_{1} x_{11}+s_{2} x_{12}, s_{1} y_{11}+s_{2} y_{12}, s_{1} z_{11}+s_{2} z_{12}\right\rangle\left(u_{1} v_{1}\right)^{2} a^{\prime}+2 \gamma\left(u_{1} v_{1} \gamma u_{1}^{\prime} v_{1}^{\prime}\right) b_{1}^{\prime}+\gamma u_{1}^{\prime} v_{1}^{\prime}\right)^{2} c_{1}^{\prime}\right\} \\
+\left\{\left(s_{1} x_{21}+s_{22} x_{22}, s_{1} y_{21}+s_{2} y_{22}, s_{1} z_{21}+s_{2} z_{22} \chi u_{2} v_{2}\right)^{2} a_{2}^{\prime}+2 \chi\left(u_{2} v_{2} \gamma u_{2}^{\prime} v_{2}^{\prime}\right) b_{2}^{\prime}+\right. \\
\left.\left.\chi u_{2}^{\prime} v_{2}^{2}\right)^{2} c_{2}^{\prime}\right\}=0 . \tag{234}
\end{array}
\]
or, for simplicity,
\[
\begin{align*}
& \left(s_{1} \mathrm{X}_{11}+s_{2} \mathrm{X}_{12}\right) a_{1}^{\prime}+2\left(s_{1} \mathrm{Y}_{11}+s_{2} \mathrm{Y}_{12}\right) b_{1}^{\prime}+\left(s_{1} \mathrm{Z}_{11}+s_{2}^{\prime} \mathrm{Z}_{12}\right) c_{1}^{\prime} \\
& +\left(s_{1} \mathrm{X}_{21}+s_{2} \mathrm{X}_{22}\right) a_{2}^{\prime}+2\left(s_{1} \mathrm{Y}_{21}+s_{2} \mathrm{Y}_{22}\right) b_{2}^{\prime}+\left(s_{1} Z_{21}+s_{2} Z_{22}\right) c_{2}^{\prime}=0 \tag{235}
\end{align*}
\]
where \(\mathrm{X}_{11}\) is a quadratic in \(u_{1} v_{1}\), and \(\mathrm{Y}_{11} \mathrm{Z}_{11}\) its successive polars to \(u^{\prime} v^{\prime} v_{1}^{\prime}\). This relation connecting the six quaternions must be equivalent to the second equation (233), so we may equate corresponding coefficients of quaternions, when we shall obtain six equations linear in \(s_{1}, s_{2}, s_{1}^{\prime}, s_{2}^{\prime}\). Let \(s_{1}^{\prime}\) and \(s_{2}^{\prime}\) be eliminated from them. The result is the system of determinants
\[
\left.\| \begin{array}{cccccc}
\mathrm{X}_{11} s_{1}+\mathrm{X}_{12} s_{2} & \mathrm{Y}_{11} s_{1}+\mathrm{Y}_{12} y_{2} & \mathrm{Z}_{11} s_{1}+\mathrm{Z}_{12} s_{2} & \mathrm{X}_{21} s_{1}+\mathrm{X}_{22} s_{2} & \mathrm{Y}_{21} s_{1}+\mathrm{Y}_{22} s_{2} & Z_{21} s_{1}+\mathrm{Z}_{22} s_{2} \\
x_{11}^{\prime} & y_{11}^{\prime} & z_{11}^{\prime} & x_{21}^{\prime} & y_{21}^{\prime} & z_{21}^{\prime} \\
x_{12}^{\prime} & y_{12}^{\prime} & z_{12}^{\prime} & x_{22}^{\prime} & y_{22}^{\prime} & z_{22}^{\prime}
\end{array} \right\rvert\,=0 .(236),
\]
which is equivalent to four equations. But \(s_{1}\) and \(s_{2}\) are arbitrary; consequently this - system of determinants breaks up into two independent systems, equivalent to eight cquations among the eight scalars \(u, v\). The eight scalars enter homogeneously into the equations, and may be eliminated, leaving a single condition connecting the four conics, in order that it may be possible to find a transformation which shall convert two of them into the remaining two.
57. A twisted cubic may be transformed into another twisted cutic with aritrary correspondence of the points.

The equation of transformation of one arbitrary twisted cubic into another is (compare Art. 43)
\[
\begin{equation*}
f(a b c d)(t, 1)^{3}=\left(a^{\prime} b^{\prime} c^{\prime} d^{\prime} X u t+u^{\prime}, v t+v^{\prime}\right)^{3} \tag{237}
\end{equation*}
\]

Hence equating coefficients of \(t\), four equations are obtained which serve to deter-
mine \(f\) for arbitrary values of \(u, v, u u^{\prime}, v^{\prime}\) (Art. 3). These four scalars may be selected in any way we please.
58. A single condition connects two quartics of the second class* when it is possible to transform one into the other.

The equation of transformation is
\[
\begin{equation*}
f(a b c d c \gamma t, 1)^{t}=\left(a^{\prime} b^{\prime} c^{\prime} d^{\prime} e^{\prime}\right\rangle\left(u t+u^{\prime}, v^{t}+v^{\prime}\right)^{2} . \tag{238}
\end{equation*}
\]
and five equations of condition may be'written down analogous to (232).
Let the relations connecting the sets of five quaternions be
\[
\begin{equation*}
x_{0} a+4 x_{1} b+6 x_{2} c+4 x_{3} d+x_{4} e=0, y_{0} a^{\prime}+4 y_{1} u^{\prime}+6 y_{2} c^{\prime}+4 y_{3} b^{\prime}+y_{4} e^{\prime}=0 \tag{239}
\end{equation*}
\] then, as in Art. 56 (234), we obtain the equation
where
\[
\begin{equation*}
\mathrm{X}_{0} a^{\prime}+4 \mathrm{X}_{1} b^{\prime}+6 \mathrm{X}_{2} c^{\prime}+4 \mathrm{X}_{3} l^{\prime}+\mathrm{X}_{4} e^{\prime}=0 \tag{240}
\end{equation*}
\]
\[
\begin{equation*}
\mathrm{X}_{0}=\left(x_{0} x_{1} x_{2} x_{3} x_{4} \gamma(u r)^{1}\right. \tag{241}
\end{equation*}
\]
and where \(X_{1}, X_{2}, X_{3}\), and \(X_{4}\) are its successive polars to \(u^{\prime} v^{\prime}\).
On comparison of (240) and (239) the equality of ratios
\[
\begin{equation*}
\frac{X_{0}}{y_{0}}=\frac{X_{1}}{y_{1}}=\frac{X_{2}}{y_{2}}=\frac{X_{3}}{y_{3}}=\frac{X_{4}}{y_{4}} \tag{242}
\end{equation*}
\]
is seen to be necessary. This is equivalent to four quartic equations in the homogeneous variables \(u, u^{\prime}, u^{\prime}, v^{\prime}\), and the resultant of these four equations equated to zero is the single condition in question.

\section*{SECTION X.}

\section*{Covariance of Functions.}
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59. The subject of covariance naturally arises in connection with the various transformations lately considered, but as the principles laid down in the note on Invariants of Linear Vector Functions printed in the Appendix to the new edition of 'Hamilton's Elements' apply with but slight modification to the more general case of quaternion functions, it does not seem desirable to go into any great detail.

\footnotetext{
* A quartic of the second class is the partial intersection of a cubic and quadric surface, and only one quadric can be drawn through it.
}

We propose to obtain functions from given functions \(f_{1}, f_{2}, f_{3}\), \&c., which fall into certain classes connected by invariantal relations. We denote two arbitrary functions by the Roman capitals \(X, Y\), and we consider the transformations effected by multiplying a given function by X and into Y .

This transformation changes the series of functions
\[
\begin{equation*}
f_{1}, f_{2}, f_{3}, \ldots f_{1} f_{3}^{-1} f_{3}, \ldots f_{1} f_{2}^{-1} f_{3} f_{4}^{-1} f_{5} \ldots \tag{243}
\end{equation*}
\]
into the series
and we shall speak of this as the (XY) class.
The series
becomes
\[
\begin{equation*}
f_{1}^{-1}, f_{2}^{-1}, f_{3}^{-1}, \ldots f_{1}^{-1} f_{2} f_{3}^{-1}, \ldots f_{1}^{-1} f_{2} f_{3}^{-1} f_{4} f_{5}^{-1} \tag{245}
\end{equation*}
\]
\[
\begin{array}{r}
\mathrm{Y}^{-1} f_{1}^{-1} \mathrm{X}^{-1}, \mathrm{Y}^{-1} f_{2}^{-1} \mathrm{X}^{-1}, \mathrm{Y}^{-1} f_{3}^{-1} \mathrm{X}^{-1}, \ldots \mathrm{Y}^{-1} f_{1}^{-1} f_{2} f_{3}^{-1} \mathrm{X}^{-1}, \ldots \\
\mathrm{Y}^{-1} f_{1}^{-1} f_{2} f_{3}^{-1} f_{4} f_{5}^{-1} \mathrm{X}^{-1} \tag{246}
\end{array}
\]
and this is the \(\left(\mathrm{Y}^{-1}, \mathrm{X}^{-1}\right)\) class.
The sories
\[
\begin{equation*}
f_{1} f_{2}^{-1}, f_{2} f_{3}^{-1}, \ldots f_{1} f_{2}^{-1} f_{3} f_{4}^{-1} \tag{247}
\end{equation*}
\]
is the \(\left(\mathrm{XX}^{-1}\right)\) class, transforming into the series
\[
\begin{equation*}
\mathrm{X} f_{1} f_{2}^{-1} \mathrm{X}^{-1}, \mathrm{X} f_{2} f_{3}^{-1} \mathrm{X}^{-1}, \ldots \mathrm{X} f_{1} f_{2}^{-1} f_{3} f_{4}^{-1} \mathrm{X}^{-1} \tag{248}
\end{equation*}
\]
and finally the series
\[
\begin{equation*}
f_{1}^{-1} f_{2}, \quad f_{2}^{-1} f_{3}, \ldots \quad f_{1}^{-1} f_{2} f_{3}^{-1} f_{4} \tag{249}
\end{equation*}
\]
forms the \(\left(\mathrm{Y}^{-1} \mathrm{Y}\right)\) class, as it transforms into
\[
\begin{equation*}
\mathrm{Y}^{-1} f_{1}^{-1} f_{2} \mathrm{Y}, \quad \mathrm{Y}^{-1} f_{2}^{-1} f_{3} \mathrm{Y}, \ldots \mathrm{Y}^{-1} f_{1}^{-1} f_{2} f_{3}^{-1} f_{4} \mathrm{Y} \tag{250}
\end{equation*}
\]

Inverse functions of the (XY) class belong to the ( \(\mathrm{Y}^{-1} \mathrm{X}^{-1}\) ) class, and conversely ; inverse functions of the classes ( \(\mathrm{XX}^{-1}\) ) or \(\left(\mathrm{Y}^{-1} \mathrm{Y}\right)\) belong to their own class, and so also do products and quotients of functions of these classes. The product of an ( XY ) function into a \(\left(\mathrm{Y}^{-1} \mathrm{X}^{-1}\right)\) function is an \(\left(\mathrm{XX}^{-1}\right)\) function, and so on.

In like manner there are four classes for the conjugate functions, as appears on taking the conjugates of a typical function. The annexed scheme exhibits the eight classes, the conjugates being printed under their correspondents:-
\[
\begin{array}{llll}
(\mathrm{XY}), & \left(\mathrm{Y}^{-1} \mathrm{X}^{-1}\right) & \left(\mathrm{XX}^{-1}\right), & \left(\mathrm{Y}^{-1} \mathrm{Y}\right) \\
\left(\mathrm{Y}^{\prime} \mathrm{X}^{\prime}\right) & \left(\mathrm{X}^{\prime-1} \mathrm{Y}^{\prime-1}\right) & \left(\mathrm{X}^{\prime-1} \mathrm{X}^{\prime}\right) & \left(\mathrm{Y}^{\prime} \mathrm{Y}^{\prime-1}\right) \tag{251}
\end{array}
\]
60. When we deal with quadrics or complexes, or when the condition is imposed that self-conjugate functions remain self-conjugate, the classes of the conjugate type VOL. CCT.-A. conjugate of \(X\), and the scheme (251) becomes
\begin{tabular}{llll}
\(\left(\mathrm{XX}^{\prime}\right)\) & \(\left(\mathrm{X}^{\prime-1} \mathrm{X}^{-1}\right)\) & \(\left(\mathrm{XX}^{-1}\right)\) & \(\left(\mathrm{X}^{\prime-1} \mathrm{X}^{\prime}\right)\) \\
\(\left(\mathrm{XX}^{\prime}\right)\) & \(\left(\mathrm{X}^{\prime-1} \mathrm{X}^{-1}\right)\) & \(\left(\mathrm{X}^{\prime-1} \mathrm{X}^{\prime}\right)\) & \(\left(\mathrm{X} \mathrm{X}^{-1}\right)\).
\end{tabular}

In this case the conjugate of a transformed function is the transformed function of the conjugate.

Again, in the general case, when \(\mathrm{Y}=\mathrm{X}^{-1}\), the types of the upper row (251) merge in the single type ( \(X^{-1}\) ), and the conjugates in the type ( \(X^{\prime-1} X^{\prime}\) ).

Finally, all types unite in the single class ( \(\mathrm{XX}^{\prime}\) ) when X is the inverse of its conjugate (Art. 47).
61. Covariant functions may be derived by the following general process, as well as by multiplication and division. For arbitrary scalars, \(t_{1}, t_{2}, t_{3}\), \&c.,
\[
\begin{equation*}
n_{t}(\Sigma t f)^{-1}[a b c]=\left[\Sigma t f^{\prime} a, \Sigma t f^{\prime} b, \Sigma t f^{\prime} c\right]=\Sigma t_{1} t_{2} t_{3} F_{123}[a b c] . \tag{253}
\end{equation*}
\]
where \(n_{t}\) is the fourth invariant of \(\Sigma t f\), and where
\[
\begin{equation*}
F_{123}[a b c]=\Sigma\left[f^{\prime}{ }_{1} \alpha, f^{\prime}{ }_{2} b, f^{\prime}{ }_{3} c\right] . \tag{254}
\end{equation*}
\]
the summation in this last equation referring to permutation of the suffixes.
These functions belong to the ( \(\mathrm{Y}^{-1} \mathrm{X}^{-1}\) ) class, because
\[
\begin{equation*}
\Sigma\left[\mathrm{Y}^{\prime} f^{\prime}{ }_{1} \mathrm{X}^{\prime} a, \mathrm{Y}^{\prime} f_{2}^{\prime} \mathrm{X}^{\prime} b, \mathrm{Y}^{\prime} f^{\prime}{ }_{3} \mathrm{X}^{\prime} c\right]=n_{\mathrm{Y}} \mathrm{Y}^{-1} F_{123} n_{\mathrm{X}} \mathrm{X}^{-1}[a b c] . \tag{255}
\end{equation*}
\]
\(n_{\mathrm{X}}\) and \(n_{\mathrm{Y}}\) being the fourth invariants of X and Y .
In like manner functions of the (XY) class are obtainable in the form
\[
\begin{equation*}
f_{123}[a b c]=\Sigma\left[F_{1}^{\prime} a, F_{2}^{\prime} b, F_{3}^{\prime} c\right] ; F_{1}^{\prime}[a b c]=\left[f_{1} a, f_{1} b, f_{1} c\right] . \tag{256}
\end{equation*}
\]
62. Although rather foreign to the subject of this paper, it may be as well to indicate the nature of the Hamiltonian quaternion invariants of a system of functions. It was stated in a paper on Quaternion Arrays* that these invariants are included in the quotient
\[
\left\{\begin{array}{cccc}
f_{1} a & f_{1} b & f_{1} c & f_{1} d  \tag{257}\\
f_{2} a & f_{2} b & f_{2} c & f_{2} d \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
f_{n} c & f_{n} b & f_{n} c & f_{n} d \\
a & b & c & d
\end{array}\right\} \div(a b c d)
\]
formed by dividing a four-column array by ( \(a b c \neq\) ), each row of the array consisting of the results of operation by a single function on four arbitrary quaternions. Briefly,

\footnotetext{
* 'Trans. Roy. Irish Acad.,' vol. 32, p. 30.
}
a quaternion array may be defined as a function which vanishes if, and only if, the constituents of every row can be linearly connected by the same set of scalar multipliers. It is multiplied by a scalar if every constituent in a column is multiplied by that scalar ; and the sign of the array is changed if contiguous columns are transposed.

These laws are precisely the laws which govern the function (abcd), which is in fact a one-row array, so that if in (257) we replace any one of the four quaternions by any quaternion \(x a+y b+z c+w d\), the quotient remains unchanged. The quotient is therefore an invariant in the Hamiltonian sense ; it remains unchanged when the four quaternions \(a, b, c, d\) are operated on by the function Y.

If we regard the lowest row as consisting of the results of operating by the special linear function unity on \(a, b, c\) and \(d\), and if we replace \(f_{1}, f_{2} \ldots f_{n}\) by \(\mathrm{X} f_{1} \mathrm{Y}\), \(\mathrm{X} f_{2} \mathrm{Y}, \ldots \mathrm{X} f_{n} \mathrm{Y}\) and unity in the last row by XY ; to a factor, \(n_{\mathrm{r}} n_{\mathrm{x}}\), the quotient becomes the corresponding quotient for the system of functions
\[
\mathrm{X} f_{1} \mathrm{X}_{1}^{-1}, \mathrm{X} f_{2} \mathrm{X}_{2}^{-1}, \ldots \mathrm{X} f_{n}^{\prime} \mathrm{X}^{-1}
\]
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Using the symbol \(\mathrm{Q}_{n}\) to denote a homogeneous quaternion function of \(q\) of the order \(\mathrm{M}_{u}\), it appears from Salmon's chapter on the "Order of Restricted Systems of Equations" in his 'Modern Higher Algebra,' that
\[
\begin{equation*}
\left\{\mathrm{Q}_{1} \mathrm{Q}_{2}\right\}=0, \quad \text { or } \quad t_{1} \mathrm{Q}_{1}+t_{2} \mathrm{Q}_{2}=0 \tag{258}
\end{equation*}
\]
represents a system of points whose number is
\[
\begin{equation*}
\mathrm{M}_{1}{ }^{3}+\mathrm{M}_{1}{ }^{2} \mathrm{M}_{2}+\mathrm{M}_{1} \mathrm{M}_{2}{ }^{2}+\mathrm{M}_{2}{ }^{3} \tag{259}
\end{equation*}
\]
64. In like manner the chapter cited enables us to write down the order of the curve represented by
\[
\begin{gather*}
{\left[Q_{1} Q_{2} Q_{3}\right]=0, \quad \text { or } t_{1} Q_{1}+t_{2} Q_{2}+t_{3} Q_{3}=0}  \tag{260}\\
2 \mathrm{M} 2
\end{gather*}
\]
but as it is desirable to determine also its rank and the number of its apparent double points, we shall adopt a different method.

The quaternions \(a\) and \(b\) being arbitrary, the identity
\[
\begin{equation*}
Q_{1}\left(Q_{2} Q_{3} t b\right)+Q_{2}\left(Q_{3} a b Q_{1}\right)+Q_{3}\left(a b Q_{1} Q_{2}\right)+a\left(b Q_{1} Q_{2} Q_{3}\right)+b\left(Q_{1} Q_{2} Q_{3} a\right)=0 \tag{261}
\end{equation*}
\] shows that the two surfaces
\[
\begin{equation*}
\left(a Q_{1} Q_{2} Q_{3}\right)=0, \quad\left(b Q_{1} Q_{2} Q_{3}\right)=0 \tag{262}
\end{equation*}
\]
intersect in the curve (260), and also in a complementary curve common to the three surfaces
\[
\begin{equation*}
\left(a b \mathrm{Q}_{2} \mathrm{Q}_{3}\right)=0, \quad\left(a b \mathrm{Q}_{3} \mathrm{Q}_{1}\right)=0, \quad\left(a b \mathrm{Q}_{1} \mathrm{Q}_{2}\right)=0 \tag{263}
\end{equation*}
\]
for when (262) is satisfied, the identity shows that either (260) or (263) must be satisfied.

Let \(m\) denote the order of the curve (260); then the order of the complementary is
\[
\begin{equation*}
\left(M_{1}+M_{2}+M_{3}\right)^{2}-m=m^{\prime} \tag{264}
\end{equation*}
\]
the orders of the two surfaces (262) being \(\mathrm{M}_{1}+\mathrm{M}_{2}+\mathrm{M}_{3}\).
Again, considering the intersection of the second and third surfaces (263), it follors from the identity that they intersect in the complementary curve and in the new curve
\[
\begin{equation*}
\left[Q_{1}(a l]=0 .\right. \tag{265}
\end{equation*}
\]
and because the orders of the surfaces are \(\mathrm{M}_{1}+\mathrm{M}_{3}\) and \(\mathrm{M}_{1}+\mathrm{M}_{2}\), the order \(m\), of this new curve is comnected with \(m^{\prime}\) by the relation
\[
\begin{equation*}
\left(\mathrm{M}_{1}+\mathrm{M}_{2}\right)\left(\mathrm{M}_{1}+\mathrm{M}_{3}\right)-m^{\prime}=m_{1} \tag{266}
\end{equation*}
\]

Again, writing down the identity
\[
\begin{equation*}
a\left(b c q \mathrm{Q}_{1}\right)+b\left(c q \mathrm{Q}_{1}(u)+c\left(q \mathrm{Q}_{1} a b\right)+q\left(\mathrm{Q}_{1} a b c\right)+\mathrm{Q}_{1}(a b c q)=0\right. \tag{267}
\end{equation*}
\]
in which \(q\) is the variable quaternion, while \(a, b\) and \(c\) are constants, it appears exactly as before that the surfaces
\[
\begin{equation*}
\left(a b_{q} \mathrm{Q}_{1}\right)=0, \quad\left(a b c \mathrm{Q}_{1}\right)=0 \tag{268}
\end{equation*}
\]
of orders \(\mathrm{M}_{1}+1\) and \(\mathrm{M}_{1}\), intersect in the curve (265) and in a complementary curre which is obviously the complete intersection of the surfaces
\[
\begin{equation*}
(a b c q)=0, \quad\left(a b c Q_{1}\right)=0 \tag{269}
\end{equation*}
\]
that is, a plane and a surface of order \(\mathrm{M}_{1}\).
Now the relations*

\footnotetext{
* Salamex's 'Geometry of Three Dimensions,' Arts. 345, 346.
}
\[
\begin{equation*}
2\left(h-h^{\prime}\right)=\left(m-m^{\prime}\right)(\mu-1)(\nu-1), \quad r-r^{\prime}=\left(m-m^{\prime}\right)(\mu+\nu-2) \tag{270}
\end{equation*}
\]
connect the number of apparent double points ( \(l\) ) and the rank ( \(r\) ) of a curve with those of its complementary in the intersection of two surfaces of orders \(\mu\) and \(\nu\). But we know the characteristics of the plane curve (269) to be
\[
\begin{equation*}
m_{\prime}^{\prime}=\mathrm{M}_{1}, \quad r_{\prime}^{\prime}=\mathrm{M}_{1}\left(\mathrm{M}_{1}-1\right), \quad h_{\prime}^{\prime}=0 \tag{271}
\end{equation*}
\]
and hence we find the characteristics of its complementary ( 265 ),
\[
\begin{equation*}
m_{1}=\mathrm{M}_{1}^{2}, \quad r_{1}=2 \mathrm{M}_{1}^{2}\left(\mathrm{M}_{1}-1\right), \quad 2 h_{1}=\mathrm{M}_{1}^{2}\left(\mathrm{M}_{1}-1\right)^{2} \tag{2,2}
\end{equation*}
\]
and these in turn give the characteristics for the curve \(m^{\prime}\),
\[
\begin{equation*}
m^{\prime}=\Sigma_{2} ; \quad r^{\prime}=\Sigma_{2}\left(\Sigma_{1}-2\right)+\Sigma_{3} ; \quad 2 h^{\prime}=\Sigma_{2}\left(\Sigma_{2}-\Sigma_{1}+1\right)-\Sigma_{3} \tag{273}
\end{equation*}
\]
and, finally, for the original curve (260) we have
\[
\begin{align*}
& m=\Sigma_{1}^{2}-\Sigma_{2} ; \quad r=2 \Sigma_{1}^{3}-3 \Sigma_{1} \Sigma_{2}+\Sigma_{3}-2\left(\Sigma_{1}^{2}-\Sigma_{2}\right) ; \\
& \quad 2 h=\left(\Sigma_{1}^{2}-\Sigma_{2}\right)^{2}-\left(2 \Sigma_{1}^{3}-3 \Sigma_{1} \Sigma_{2}+\Sigma_{3}\right)+\left(\Sigma_{1}^{2}-\Sigma_{2}\right) . \tag{274}
\end{align*}
\]
where \(\Sigma_{1}, \Sigma_{2}\) and \(\Sigma_{3}\) are the sum, the sum of the products in pairs, and the product of the three quantities \(\mathrm{M}_{1}, \mathrm{M}_{2}\) and \(\mathrm{M}_{3}\).

As examples, for the twisted cubic
\[
\begin{equation*}
\left[f_{1} q f_{\geq} q a\right]=0 \tag{275}
\end{equation*}
\]
\(M_{1}=M_{2}=1, M_{3}=0\), and \(\Sigma_{1}=2, \Sigma_{2}=1, \Sigma_{3}=0\), so that \(m=3, r=4, h=1\). For the curve
\[
\begin{equation*}
\left[f_{1} q f_{2} q f_{3} q\right]=0 \tag{276}
\end{equation*}
\]
\(\Sigma_{1}=3, \Sigma_{2}=3, \Sigma_{3}=1\); and \(m=6, r=16, h=7\).
These numbers admit of course of simple verification."
65. In like manner proceeding one step further we calculate the characteristics of the curve common to the five surfaces obtained by equating to zero the coefficients in the identity
\[
\begin{aligned}
Q_{1}\left(Q_{2} Q_{3} Q_{4} Q\right)+Q_{2}\left(Q_{3} Q_{4} Q_{5} Q_{1}\right)+Q_{3}\left(Q_{4} Q_{5} Q_{1} Q_{2}\right)+Q_{4}\left(Q_{5} Q_{2} Q_{2} Q_{3}\right) & +Q_{5}\left(Q_{1} Q_{2} Q_{3} Q_{1}\right) \\
& =0 .(277)
\end{aligned}
\]
to be
\[
m=\Sigma \mathrm{M}_{1} \mathrm{M}_{2}, \quad r=\Sigma \mathrm{M}_{1} \Sigma \mathrm{M}_{1} \mathrm{M}_{2}+\Sigma \mathrm{M}_{1} \mathrm{M}_{2} \mathrm{M}_{3}-2 \Sigma \mathrm{M}_{1} \mathrm{M}_{2}
\]
this curve being the complementary of (260) for the fourth and fifth surfaces.
The curve common to the five surfaces may be conveniently designated by the equation in double brackets

\footnotetext{
* The expression for the rank of a curve, 'Modern Higher Algebra,' Art. 284, seems to require modification.
}
\[
\begin{equation*}
\left(\left(Q_{1} Q_{2} Q_{3} Q_{1} Q_{\mathbf{D}_{\mathrm{j}}}\right)\right)=0 \tag{279}
\end{equation*}
\]
which is intended to denote that every set of four of the included quaternions is linearly comnected.
66. For the number of points common to the surfaces whose equations are obtained by deleting two of the quaternions included in triple brackets
\[
\begin{equation*}
\left(\left(\left(Q_{1} Q_{2} Q_{3} Q_{4} Q_{5} Q_{6}\right)\right)\right)=0 \tag{280}
\end{equation*}
\]

Salmon's formula ('Modern Higher Algebra') gives
\[
\begin{equation*}
N=\Sigma M_{1} M_{2} M_{3} \tag{281}
\end{equation*}
\]
67. To complete the scheme, we may regard the equation
\[
\begin{equation*}
\left[\left[\mathrm{Q}_{1} \mathrm{Q}_{2} \mathrm{Q}_{3} \mathrm{Q}_{\mathrm{f}}\right]\right]=0 . \tag{282}
\end{equation*}
\]
as requiring the four quaternions \(Q_{1}, Q_{2}, Q_{3}, Q_{4}\) to be collinear; or the four curves (260), obtained by omitting one quaternion, to have common points. If these points exist they satisfy the equation (compare (279))
\[
\begin{equation*}
\left(\left(\alpha \mathrm{Q}_{1} \mathrm{Q}_{2} \mathrm{Q}_{3} \mathrm{Q}_{4}\right)\right)=0 \tag{283}
\end{equation*}
\]
or lie on the complementary common to the five surfaces.
A curve meets its complementary ('Geometry of Three Dimensions,' Art. 346) in
\[
\begin{equation*}
t=m(\mu+\nu-2)-r . \tag{284}
\end{equation*}
\]
points, and in particular for the curve \(\left[\mathrm{Q}_{1} \mathrm{Q}_{2} \mathrm{Q}_{3}\right]\) and the two surfaces \(\left(\alpha \mathrm{Q}_{1} \mathrm{Q}_{2} \mathrm{Q}_{3}\right)=0\), \(\left(\mathrm{Q}_{1} \mathrm{Q}_{2} \mathrm{Q}_{3} \mathrm{Q}_{\mathrm{t}}\right)=0\), we find the number to be (compare (274))
\[
\begin{equation*}
t_{4}=\Sigma_{1} \Sigma_{2}-\Sigma_{3}+M_{4}\left(\Sigma_{1}^{2}-\Sigma_{2}\right) \tag{285}
\end{equation*}
\]

These points are generally variable with the arbitrary quaternion a.
Again, the surface
\[
\begin{equation*}
\left(a \mathrm{Q}_{1} \mathrm{Q}_{2} \mathrm{Q}_{3}\right)\left(b \mathrm{Q}_{1} \mathrm{Q}_{2} \mathrm{Q}_{4}\right)+u\left(a \mathrm{Q}_{1} \mathrm{Q}_{2} \mathrm{Q}_{4}\right)\left(b \mathrm{Q}_{1} \mathrm{Q}_{2} \mathrm{Q}_{3}\right)=0 \tag{286}
\end{equation*}
\]
intersects \(\left(Q_{1} Q_{2} Q_{3} Q_{4}\right)=0\) in \(\left[Q_{1} Q_{2} Q_{3}\right]=0,\left[Q_{1} Q_{2} Q_{4}\right]=0\), and in the complementary corresponding to \(b\). When we seek the intersection of the curve \(\left[Q_{1} Q_{2} Q_{3}\right]=0\) with its complex complementary on this surface, the number of points is found to be \(2 t_{4}+\mathrm{M}_{1}{ }^{3}+\mathrm{M}_{1}{ }^{2} \mathrm{M}_{2}+\mathrm{M}_{1} \mathrm{M}_{2}{ }^{2}+\mathrm{M}_{2}{ }^{3}\), and these can all be accounted for by (285) and (259).

We can also in this manner determine the points common to the two complementaries (283) answering to \(a\) and \(b\) to be \(\Sigma \mathrm{M}_{1} \mathrm{M}_{2} \mathrm{M}_{3}\), employing the characteristics (278), and putting \(M_{5}=0\).
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68. We devote this section to the study of the geometrical relations connecting a function \(f\) with its conjugate \(f^{\prime}\), its self-conjugate part \(f_{0}\) and its non-conjugate part \(f_{1}\) (Art. 9), and to the relations connecting a pair of arbitrary functions \(f_{1}\) and \(f_{2}\).

The quadric
\[
\begin{equation*}
\mathrm{S} q f q=\mathrm{S} q f^{\prime} q=\mathrm{S} q f_{0} q \tag{287}
\end{equation*}
\]
is the locus of a point which is conjugate with respect to the unit sphere to its correspondent in each of the transformations due to \(f, f^{\prime}\) and \(f_{0}\).

The linear complex
\[
\begin{equation*}
\mathrm{S} p f q=0, \text { or } \mathrm{S} p f q=\mathrm{S} q f p, \text { or } \mathrm{S} p f^{\prime} q=\mathrm{S} q f^{\prime} p \tag{288}
\end{equation*}
\]
may be written in the form (compare p. 223).
\[
\begin{equation*}
\mathrm{SPQ}^{\prime} \mathrm{S} f_{\mathrm{Q}}=\mathrm{SQP}^{\prime} \mathrm{S} f_{\mathrm{P}}, \quad\left(\mathrm{PS} p=p, \mathrm{P}^{\prime} \mathrm{S} f_{\mathrm{P}}=f_{\mathrm{P}}\right) \tag{289}
\end{equation*}
\]
which expresses that the product of the perpendiculars from \(Q^{\prime}\), the derived of one point \(Q\), and from the centre of reciprocation on the polar plane of another point \(P\) with respect to the unit sphere, multiplied by the perpendicular ( \(\mathrm{S} f Q\) ) from \(Q\) on the plane which is projected to infinity by the transformation, is equal to the corresponding product of three perpendiculars found by interchanging \(P\) and \(Q\). This property is also true when \(f\) is replaced by its conjugate \(f^{\prime}\).

The equation of the complex may also be regarded as representing the assemblage of lines converted by \(f\), into conjugate lines with respect to the unit sphere.
69. In order to determine the four lines common to the quadric and the linear complex, observe that the point of contact \(\left(f_{0}^{-1} / t\right)\) of a plane \(\mathrm{S} / \mathrm{q} q=0\) with the quadric must also be the point of concourse ( \(\left.f_{1}^{-i} h\right)\) of the lines of the complex in that plane, in order that the plane may contain lines common to the two assemblages. Therefore the points \(c\) in which the pairs of common lines intersect satisfy the equations
\[
\begin{equation*}
e=f_{1}^{-1} h=u^{-1} f_{0}^{-1} h, \text { or } h=f_{i} c=u f_{0} e \tag{290}
\end{equation*}
\]

Thus four points \(e\) are determined, the united points of the function \(f_{0}^{-1} f_{1}\).
It appears, as in Art. 12, that the latent roots of this function are equal and opposite, and that the united points form a quadrilateral on the quadric.

Otherwise, the invariants of \(f_{0}^{-1} f_{1}\), and of \(f_{f} f_{0}^{-1}\) are identical (Art. 23), and these functions satisfy the same symbolic quartic ; and because their conjugates, \(-f_{1} f_{0}{ }^{-1}\) and \(-f_{0}^{-1} f^{\prime}\) likewise satisfy the same quartic, it must be of the form
\[
\begin{equation*}
\left(f_{0}^{-1} f_{1}\right)^{5}+\mathrm{N}^{\prime \prime}\left(f_{0}^{-1} f_{1}\right)^{2}+\mathrm{N}=0, \text { or }\left(\left(f_{0}^{-1} f_{1}\right)^{2}-u_{1}^{2}\right)\left(\left(f_{0}^{-1} f_{1}\right)^{2}-u_{2}^{2}\right)=0 \tag{291}
\end{equation*}
\]

Hence the lines in question are determined on solution of a quadratic equation.
When these four points \(e_{1}, e_{1}^{\prime}, e_{2}, e_{2}^{\prime}\) are taken as points of reference, \({ }^{*}\) so that
\[
\begin{equation*}
q=\frac{x e_{1}+\eta e_{1}^{\prime}}{\sqrt{ } \delta e_{1} f_{0}^{\prime} e_{1}^{\prime}}+\frac{z e_{2}+u e_{2}^{\prime}}{\sqrt{ } S e_{2} f_{0} e_{2}^{\prime}}, p=\frac{x_{2}^{\prime} e_{1}+y^{\prime} e^{\prime}}{\sqrt{S} e_{1} f_{0} e_{1}^{\prime}}+\frac{z_{1}^{\prime} e_{2}+w^{\prime} e_{2}^{\prime}}{\sqrt{ } \operatorname{Se} e_{2} f_{0}^{\prime e_{2}^{\prime}}} . \tag{292}
\end{equation*}
\]
the equations of the quadric and complex may by the aid of (290) (compare again Art. 12) be reduced to the forms
\[
\begin{equation*}
x y+z w=0 \quad u_{1}\left(x y^{\prime}-x^{\prime} y\right)+u_{2}\left(z w^{\prime}-z^{\prime} w\right)=0 . \tag{293}
\end{equation*}
\]
70. The locus of points whose correspondents are in perspective with a fixed point \(a\) is the twisted cubic
\[
\begin{equation*}
f_{q}+t_{q}=a \quad \text { or } \quad\left[f_{q}, q, a\right]=0 \tag{294}
\end{equation*}
\]
and the locus of lines which pass through a fixed point \(a\) and connect a point and its correspondent is the cone
\[
\begin{equation*}
f_{q}+t_{q}=x f a+y a \quad \text { or } \quad\left(f_{q q} f(a x)=0 .\right. \tag{295}
\end{equation*}
\]
* Observe that these four points \(c\) are the ouly points for which
\[
f_{q} \equiv f^{\prime} q \equiv f_{0 q} \equiv f_{q} q,
\]
the signs ミbeing used to denote equality when the quaternions are multiplied by a suitable factor. For vector functions only when \(\rho=\epsilon\), where \(\epsilon\) is the spin-vector.
\[
\phi_{\rho}=\phi^{\prime} \rho=\phi_{0} \rho
\]

The complex of lines connecting points and their correspondents has for its equation*
\[
\begin{equation*}
(f p p f q q)=0 \tag{296}
\end{equation*}
\]
and the locus of points whose connectors to correspondents intersect a fixed line \(a b\) is the quadric surface
\[
\begin{equation*}
(f q q u b)=0 \tag{297}
\end{equation*}
\]

The reciprocal of the complex (296) is the complex of the conjugate
\[
\begin{equation*}
\left(f^{\prime} p p f^{\prime} q q\right)=0 \tag{298}
\end{equation*}
\]
for the line \(p^{\prime} q^{\prime}\) is reciprocal to the line \(p, f p\) if \(\operatorname{Sp} p^{\prime}=\mathrm{S} p q^{\prime}=\mathrm{S} p f^{\prime} p^{\prime}=\mathrm{S}_{p} f^{\prime} q^{\prime}=0\), which requires \(p^{\prime}, q^{\prime}, f^{\prime} p^{\prime}, f^{\prime} q^{\prime}\) to be coplanar.

The formulæ of this article comprise many theorems with respect to the normals of confocal quadrics. It may also be observed that the complex (296) is unchanged when \(f\) is replaced by \((f+x)(f+y)^{-1}\).
71. An arbitrary quadric has cight generatois which connect a point and its correspondent in an arditrary transfomation. This is the extension of Hamitor's celebrated theory of the umbilical generators. (Compare Art. 40.)

The conditions that the line \(q=f a+s a\) should be a generator of the arbitrary quadric surface
\[
\begin{equation*}
\mathrm{S} q \mathrm{~F}_{q}=0 \tag{299}
\end{equation*}
\]
are
\[
\begin{equation*}
\mathrm{S} a \mathrm{~F} a=0, \quad \mathrm{~S} a\left(f^{\prime} \mathrm{F}+\mathrm{F} f^{\prime}\right) a=0, \quad \mathrm{~S} a f^{\prime} \mathrm{F} f a=0 \tag{300}
\end{equation*}
\]
so that we can determine eight points \(a\) as the intersections of three known quadrics, and the lines joining these points to their correspondents are the common generators of the complex and the quadric.

Four of these lines are generators of one system of the quadric and four of the other system.

Four of the lines must belong to one system of generators. Let thiese be determined by the points \(a_{1}, a_{2}, a_{3}, a_{4}\). The condition that the line \(p q\) should meet the line \(a_{1} f a_{1}\) is
\[
\begin{equation*}
\left(p q c_{1} f u_{1}\right)=0 \quad \text { or } \quad \mathrm{S}(p q)\left[a_{1} f a_{1}\right]+\mathrm{S}[p q]\left(a_{1} f a_{1}\right)=0 \tag{301}
\end{equation*}
\]
and because any line which meets three of these four lines likewise meets the fourth, we must have for proper selection of the weights
\(\left(a_{1} f u_{1}\right)+\left(a_{2} f u_{2}\right)+\left(a_{3} f a_{3}\right)+\left(a_{4} f u_{4}\right)=0,\left[a_{1} f u_{1}\right]+\left[a_{2} f u_{2}\right]+\left[a_{3} f u_{3}\right]+\left[a_{4} f u_{4}\right]=0 \quad\) (302).
* When we refer \(p\) and \(q\) to the united points of \(f\), the equation of this complex takes the forms
where
\[
\Sigma\left(t_{2} t_{3}+t_{1} t_{3}\right)\left(y z^{\prime}-y^{\prime} z\right)\left(x w^{\prime}-x^{\prime} w\right)=0, \Sigma\left(t_{2}-t_{3}\right)\left(t_{1}-t_{4}\right)\left(y z x^{\prime} w^{\prime}+y^{\prime} z z w w\right)=0,
\]
\[
p=x a+y b+z c+w d, q=x^{\prime} a+y^{\prime} b+z^{\prime} c+w^{\prime} d .
\]

A rector equation may also be employed, for if we put \(p=1+\alpha, q=p+\rho\), the cquation of the complex may be replaced by
\[
(f+t) \rho=u(f+s)(1+\alpha), \quad \text { or } \quad \rho=v\left(\mathrm{~V}(f+t)^{-1}(1+\alpha)-\alpha \mathrm{S}(f+t)^{-1}(1+\alpha)\right),
\]
when we eliminate \(s\) by separating the scalar and vector parts after inversion of \(f+t\).

Hence the eight points common to three of the quadrics
\[
\begin{equation*}
\left(q f q a_{n} f\left(a_{n}\right)=0 \quad(n=1,2,3, \text { or } 4)\right. \tag{303}
\end{equation*}
\]
are likewise common to the fourth. But four of these points are the united points of the function \(f\), while the remaining four determine (297) four lines of the complex (296) which meet the four generators. These four lines are common to the quadric and the complex, and make up with the other four the complete system of eight lines.

In accordance with (302) we may write for the two sets of four lines*
\[
\begin{align*}
& \left\{a_{1} f a_{1}\right\}+\left\{a_{2} f a_{2}\right\}+\left\{a_{3} f a_{3}\right\}+\left\{a_{4} f a_{4}\right\}=0, \\
& \left\{a_{1}^{\prime} f a_{1}^{\prime}\right\}+\left\{a_{2}^{\prime} f a_{2}^{\prime}\right\}+\left\{a_{3}^{\prime} f a_{3}^{\prime}\right\}+\left\{a_{4}^{\prime} f u_{4}^{\prime}\right\}=0 \tag{304}
\end{align*}
\]
and it may be remarked that a direct interpretation of (302) is that four equilibrating forces can be placed along the lines of either set, for the first equation (302) expressed that the resultant of four forces vanishes, and the second requires their moment with respect to the centre of reciprocation to be zero \(\dagger\) (see (33), p. 230).
72. The locus of the united points of all functions of the system
is the curve.
\[
\begin{equation*}
\left(x^{\prime} f+y^{\prime} f^{\prime}+z^{\prime}\right)^{-1}\left(x f+y f^{\prime}+z\right) \tag{305}
\end{equation*}
\]
\[
\begin{equation*}
\left[f q f^{\prime} q q\right]=0 . \tag{306}
\end{equation*}
\]
and this curve (276) is a sextic whose rank is 16 , and the number of whose apparent double points is 7 .

If \(q\) is a united point of a function (305) and \(t\) the corresponding latent root, we obviously have
\[
\begin{equation*}
\left(x-t x^{\prime}\right) f q+\left(y-t y y^{\prime}\right) f^{\prime} q+\left(z-t z^{\prime}\right) q=0 \tag{307}
\end{equation*}
\]
whence (306) follows immediately.
The sextic curve is evidently the locus of united points of the conjugates \(\left(x f^{\prime}+y f^{\prime}+z\right)\) of functions \(x f+? f^{\prime}+z\), but it is not the locus of united points of conjugates of functions of the general type (305).

In the following articles we shall consider some part of the theory of two arbitrary functions \(f_{1}\) and \(f_{2}\), as it is partially applicable to the subject under discussion.
73. The loci of the united points of all functions of the tro systems
\[
\left(x^{\prime} f_{1}+y^{\prime} f_{2}+z^{\prime}\right)^{-1}\left(x f_{1}+y f_{2}+z\right) \text { and }\left(x^{\prime} f_{1}^{\prime}+y^{\prime} f_{2}^{\prime}+z^{\prime}\right)^{-1}\left(x f_{1}^{\prime}+y f_{2}^{\prime}+z\right)(308)
\]
are respectively the sextic curves
\[
\begin{equation*}
\left[f_{1} q f_{2} q q\right]=0, \quad\left[f_{1}^{\prime} q f_{2}^{\prime} q q\right]=0 \tag{309}
\end{equation*}
\]

These two curves unite in the special case of \(f_{2}=f_{1}^{\prime}\). The first is the locus of the united points of the system \(x f_{1}+y f_{2}+z\), and the second is the corresponding locus for the conjugate system.

> * In the notation of arrays \(\Sigma\left\{p p_{n} q_{n}\right\}=0\) implies \(\Sigma\left(p_{n} q_{n}\right)=\Sigma\left[p_{n} q_{n}\right]=0\). \(\dagger\) If \(\mu_{n}=A_{n} S a_{n n} f a_{n}=B_{n} S\left(u_{n}, A_{n}=1+\alpha_{n}, B_{n}=1+\beta_{n}\right.\), the equations (30:2) become \[ \left(\beta_{n}-\alpha_{n}\right) S a_{n} S f a_{n}=0 ; \Sigma \alpha_{n} \beta \beta_{n} S a_{n} S f a_{n}=0 . \]

The locus of the united planes of the system \(x f_{1}+y f_{2}+z\) is the reciprocal of the conjugate sextic.

By the conjugate sextic we mean the second curve (309), and the proposition is obvious when we reflect that a united plane of a function is the reciprocal of the corresponding united point of its conjugate (Art. 8).

The united plane of a function of the system \(x f_{1}+y f_{2}+z\) cuts the sextic in three united points and in three other collinear points.

The equation of a united plane of the function \(x f_{1}+y f_{2}+z\) is \(S u^{\prime} y=0\), where \(a^{\prime}\) is a united point of the conjugate. Writing the equation of the sextic in the form
\[
\begin{equation*}
x^{\prime} f_{1} q+y^{\prime} f_{2} q+z^{\prime} q=0 \tag{310}
\end{equation*}
\]
and expressing that \(q\) lies in the plane, the result is
\[
\begin{equation*}
\mathrm{S} q\left(x^{\prime} f_{1}^{\prime} a^{\prime}+y^{\prime} f_{2}^{\prime} a^{\prime}\right)=0, \text { or } \mathrm{S} q\left(\left(x^{\prime}-s x\right) f_{1}^{\prime} \alpha_{1}^{\prime}+\left(y^{\prime}-s y\right) f_{2}^{\prime} a^{\prime}\right)=0 \tag{311}
\end{equation*}
\]
where \(s\) is arbitrary, because \(x f_{1}^{\prime} a^{\prime}+y f_{2}^{\prime} a^{\prime}+z a^{\prime}=t a^{\prime}\).
Hence either \(x^{\prime}=x, y^{\prime}=y\), and \(q\) is a united point of the function, or else
\[
\begin{equation*}
\mathrm{S} q c^{\prime}=\mathrm{S} q f_{1}^{\prime} a^{\prime}=\mathrm{S} q f_{2}^{\prime} a^{\prime}=0 \tag{312}
\end{equation*}
\]
and the three remaining points are collinear.
In particular for the functions \(f_{0}, f^{\prime \prime}, f_{0}, f_{1}\), the polar plane with respect to the quadric and the plane of rays of the complex, corresponding to the reciprocal of a united plane of the function \(f\), intersect in that united plane; and their common line is a three-point chord of the sextic (306).
74. Knowing the rank and number of apparent double points of the sextic, its characteristics are
\[
\begin{equation*}
r=16, m=6, n=30, \alpha=48, \beta=0, x=96, y=72, g=355, h=7 \tag{313}
\end{equation*}
\]
as may be verified by the formulæ printed in Arts. 326-7 of SALMon's 'Geometry of Three Dimensions.' Also the deficiency of the curve is \(\mathrm{D}=3\).

These numbers apply reciprocally to the developable of the last article generated by the united planes. Thus the order of its cuspidal curve is 30 , and six united planes pass through an arbitrary point, while sixteen pass through a line.

Through a united point the six united planes consist of the three planes which are united planes of the function possessing the united point, and three other planes intersecting in a common line (compare (312)) which is the reciprocal of a three-point chord of the second sextic.
75. The triple chords of the sextic generate a surface of the eighth order.

The three-point chords of a curve generate a surface of order' ('Three Dimensions,' Art. 471)
\[
\begin{equation*}
\frac{1}{6}(m-2)\left(6 h+m-m^{2}\right) \tag{314}
\end{equation*}
\]
and this reduces to 8 in the present case.
The characteristics of the cone, whose vertex is a point on the sextic and which contains the sextic, are deducible from the data of Art. 330 of the 'Geometry of Three

Dimensions.' The cone has \(h-m+2\) double edges, and consequently three triple chords pass through an arbitrary point on the sextic. The sextic is thus a triple curve on the regulus of triple chords, and the surface has no other multiple line.
76. There is yet another quadratic complex of importance in the study of a pair of functions. A point \(a\) is transformed into \(x f_{1} a+y f_{2} a\) by the operation of \(x f_{1}+y f_{2}\), and as \(x\) and \(y\) vary, the locus of the transformed point is a line which we shall call the satellite of \(a\).

The satellites generate the complex
\[
\begin{equation*}
\left(f_{1}^{-1} p f_{2}^{-1} p f_{1}^{-1} q f_{2}^{-1} q\right)=0 \tag{315}
\end{equation*}
\]
and the form of this equation should be compared with (296) and (298). There is also the complex of conjugate satellites obtained by replacing \(f_{1}\) and \(f_{2}\) by their conjugates, but when the functions are self-conjugate, or when one is the conjugate of the other, the two complexes combine into one. For the functions \(f\) and \(f^{\prime}\) this is
\[
\begin{equation*}
\left(f^{-1} p f^{\prime-1} p f^{-1} q f^{\prime-1} q\right)=0 \tag{316}
\end{equation*}
\]

The four points \(f a, f^{\prime} a, f_{0} a, f a\) form a harmonic range on the satellite of the point \(a\). There are also harmonic properties connecting pencils of planes \(\mathrm{S} q f a=0, \mathrm{~S} q f^{\prime} a=0\), \(\mathrm{S} q f_{0} a=0, \mathrm{~S} q f_{i} a=0\); and it may be verified that these four planes intersect in a satellite for the inverse functions. This we shall prove for the general case.

The reciprocal of the complex of satellites is the complex of the conjugate satellites for the inverse functions.

If \(p\) and \(q\) are any two points on the reciprocal of the satellite of \(a\),
\[
\begin{equation*}
\mathrm{S}_{p} f_{1} a=\mathrm{S} p f_{2} a=0, \quad \mathrm{~S} q f_{1} a=\mathrm{S} q f_{2} a=0 . \tag{317}
\end{equation*}
\]
and on taking conjugates we see that the four points \(f_{1}^{\prime} p, f_{2}^{\prime} p, f_{1}^{\prime} q, f_{2}^{\prime} q\) are co-planar, so that
\[
\begin{equation*}
\left(f_{1}^{\prime} p f_{2}^{\prime} p f_{1}^{\prime} q f_{2}^{\prime} q\right)=0 \tag{318}
\end{equation*}
\]

The locus of points whose satellites meet the line \(a b\) is the quadric surface (compare (297))
\[
\begin{equation*}
\left(f_{1} q f_{2} q_{a} b\right)=0 \tag{319}
\end{equation*}
\]
77. The satellite of a point which describes a line \(q=a+t b\) constructs one system of generators of the quadric
\[
\begin{equation*}
q=\left(f_{1}+s f_{2}\right)(a+t b) \tag{320}
\end{equation*}
\]
but the regulus degrades into a system of lines enveloping a conic whenever
\[
\begin{equation*}
\left(f_{1} a f_{2} a f_{1} b f_{2} b\right)=0 . \tag{321}
\end{equation*}
\]
that is, whenever the line belongs to the reciprocal of the complex of conjugate satellites (318).

The conic is co-planar with the line when the further conditions
\[
\begin{equation*}
\left(a b f_{1} a f_{1} b\right)=0, \quad\left(a b f_{2} a f_{2} b\right)=0 . \tag{322}
\end{equation*}
\]
are satisfied (compare (296), (298)).

But when we are given, as here, a series of tangents to a conic homographic with a series of points on a line in its plane, in three cases a tangent passes through its corresponding point; and evidently when a point lies on its satellite, it also lies on the sextic \(\left[f_{1} q f_{2} q q\right]=0\); so the line under discussion is a triple chord of the sextic.

It seems worth while noticing (compare Art. 66) the remarkable equation
\[
\begin{equation*}
\left(\left(\left(a, b, f_{1} a, f_{1} b, f_{2} a, f_{2} b\right)\right)\right)=0 \tag{323}
\end{equation*}
\]
of the assembluge of triple chords of the sextic, for this equation is equivalent to (321) and (322).
78. Again, in an arbitrary plane \(S l q=0\), it is generally possible to find one point \(p\) whose satellite lies in the plane. The conditions are
\[
\begin{equation*}
\mathrm{S} l p=0, \quad \mathrm{~S} l f_{1} p=0, \quad \mathrm{~S} l f_{2} p=0, \quad \text { so } \quad p=\left[l, f_{1}^{\prime} l, \quad f_{2}^{\prime} l\right] \tag{324}
\end{equation*}
\]
and the point is determinate unless the reciprocal of the plane lies on the conjugate sextic (Art. 73), or, in other words, unless the plane is a united plane for some function of the system. In this case (compare (312)) there exists a line locus for points \(p\) whose satellites lie in the plane.

This is precisely the case of the last article, so when the envelope of satellites is a conic co-planar with the line, the plane is a united plane.
79. For an arbitrary plane, the lozus of points whose deriveds by \(f_{1}+x f_{2}\) remain in the plane is the line of intersection of \(\mathrm{S} l\left(f_{1}+x f_{2}\right) q=0\) or \(\mathrm{S} q\left(f_{1}^{\prime}+x f_{2}^{\prime}\right) l=0\) with the given plane \(S l_{q}=0\). All these lines pass through the point \(p\), which may be called the focus of the plane.

Assuming an arbitrary point \(p\) to be a focus, the plane of which it is the focus is (compare (324)) the reciprocal of the point
\[
\begin{equation*}
l=\left[p f_{1} p f_{2} p\right] \tag{325}
\end{equation*}
\]

The relation between a focus and the reciprocal of the plane is of the same nature as the correspondence discussed in Section XIX. (compare (526) with (324)).

The points whose satellites pass through a given point \(a\) lie on a twisted cubic
\[
\left[a f_{1} q f_{2 q} q\right]=0
\]
and the locus of points whose satellites lie in a plane is a right line. The satellite of a point \(q\) and the plane \(S l_{q}=0\) pierces the plane in the point
\[
\begin{equation*}
q_{1}=f_{1} q S l f_{2} q-f_{2} q S l f_{1} q \tag{326}
\end{equation*}
\]
and from this quadratic transformation connecting the points \(q\) and \(q_{p}\), it follows that \(q(\) or \(q\), ) describes a conic when \(q\), (or \(q\) ) describes a right line. In the former case the conics pass through the focus of the plane. Thus again an arbitrary line \(q q^{\prime}\) meets the satellites of two points on the line (compare (320)).

It would take too long to explain the various geometrical relations in the plane
\(\mathrm{S} l q=0\), but subjects such as that just mentioned may be readily investigated by writing
\[
q=x a+y b+z c, \quad q^{\prime}=x^{\prime} a+y^{\prime} b+z^{\prime} c,
\]
where \(a, b\) and \(c\) are any three points in the plane. Then the array
\[
\left\{q q^{\prime}\right\}=\lambda\{b c\}+\mu\{c a\}+\nu\{a b\} \text { if } \lambda=y z^{\prime}-y^{\prime} z, \mu=z x^{\prime}-z^{\prime} x, \nu=x y^{\prime}-x^{\prime} y
\]
and
\[
\begin{equation*}
\left\{f_{t}\left(q, f_{t} q^{\prime}\right\}=\lambda\left\{f_{t} b, f_{t c}\right\}\right\}+\mu\left\{f_{t} c, f_{t} a\right\}+\nu\left\{f_{t} a, f_{t} b\right\} . \tag{328}
\end{equation*}
\]
if
\[
f_{t}=f_{1}+t f_{2}
\]

Hence (compare (301) and (296)) the line \(q q^{\prime}\) joins a point to its correspondent in the transformation produced by \(f_{t}\) if
\[
\begin{equation*}
\Sigma \lambda^{2}\left(b c f_{t} b f_{t} c\right)+\Sigma \mu \nu\left\{\left(c a f_{t} a f_{t} b\right)+\left(a h f_{t} c f_{t} a\right)\right\}=0 . \tag{329}
\end{equation*}
\]

This equation may be regarded as the tangential equation of a conic involving a parameter \(t\) quadratically. For six values of \(t\) the equation represents a pair of points-one point of each pair being one of the six points in which the plane meets the critical sextic, and the second point being the intersection of the plane with the line into which the plane is transformed by the function \(\left(f_{t}-s\right)\) which destroys the aforesaid point (compare A.rt. 14, I).

In a united plane, the theory is simpler. Let \(a, b, c\) be the united points in the plane, united points of \(f_{1}\). Then (327) and (328) become
\[
\begin{aligned}
& \left\{q q^{\prime}\right\}=\lambda\{b c\}+\mu \cdot\{c a\}+\nu\{a b\}, \\
& \left\{\left(f_{1}+t f_{2}\right) q,\left(f_{1}+t f_{2}\right) q^{\prime}\right\}=\lambda\left\{t_{2} b+t f_{2} b, t_{3} c+t f_{2} c\right\}+\mu\left\{t_{3} c+t f_{2} c, t_{1} a+t f_{2} a\right\} \\
& +\nu\left\{t_{1} a+t f_{2} a, t_{2} b+t f_{2} b\right\} \text {. (330); } \\
& \text { and we get the conics }
\end{aligned}
\]
\[
\begin{equation*}
t^{2}\left\{\Sigma \lambda^{2}\left(b c f_{2} b f_{2} c\right)+\Sigma \mu \nu\left[\left(c a f_{2} a f_{2} b\right)+\left(a b f_{2} c f_{2} a\right)\right]\right\}-t \Sigma\left(t_{2}-t_{3}\right) \mu \nu\left(a b c f_{2}(c)=0\right. \tag{3:31}
\end{equation*}
\]

In this case the system of conics is inscribed to a common quadrilateral.
The conic enveloped by the satellites is
or
\[
\begin{align*}
& \Sigma \lambda^{2} t_{1}\left(b c f_{2}^{-1} b f_{2}^{-1} c\right)+\Sigma \mu \nu\left[t_{2}\left(c a f_{2}^{-1}\left(c f_{2}^{-1} b\right)+t_{3}\left(a b f_{2}^{-1} c f_{2}^{-1} a\right)\right]=0,\right. \\
& \Sigma \lambda^{2} t_{1}\left(b c f_{2}^{2} b f_{2} c\right)+\Sigma \mu \nu\left[t_{2}\left(a b f_{2} c f_{2} \mu\right)+t_{3}\left(c a f_{2} a f_{2} b\right)\right]=0 . \tag{332}
\end{align*}
\]
80. More particularly for the functions \(f f^{\prime} f_{0} f_{0}\), in a united plane of \(f\), the united points \(a, b, c\) form a triangle (I) in perspective with the triangle (II) of the traces of the united planes of the conjugate ; for these planes are
\[
\begin{equation*}
\mathrm{S} q a=0, \quad \mathrm{~S} q b=0, \quad \mathrm{~S} q c=0 \tag{333}
\end{equation*}
\]
and the centre of perspective is given by
\[
\begin{equation*}
\mathrm{S}_{q} a \mathrm{~S} b c=\mathrm{S} q b \mathrm{~S} c a=\mathrm{S} q c \mathrm{~S} a b . \tag{334}
\end{equation*}
\]
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while corresponding sides intersect in the points
\[
\begin{equation*}
b \mathrm{~S} c a-c \mathrm{~S} a b, \quad c \mathrm{~S} a b-a \mathrm{~S} b c, \quad a \mathrm{~S} b c-b \mathrm{~S} c a \tag{335}
\end{equation*}
\]

The point of concourse of lines of the linear complex in the plane is \(f_{1}^{-1}[a b c]\), or,
\[
\begin{equation*}
\left(t_{2}-t_{3}\right) a \mathrm{~S} b c+\left(t_{3}-t_{1}\right) b \mathrm{~S} c a+\left(t_{1}-t_{2}\right) c \mathrm{~S} a b \tag{336}
\end{equation*}
\]
since this point is the intersection of the planes
\[
\begin{equation*}
\mathrm{S} q f_{i} a=0, \quad \mathrm{~S} q f_{i} b=0, \quad \mathrm{~S} q f_{i} c=0 \tag{337}
\end{equation*}
\]
for which the united points are points of concourse. This point lies on the axis of perspective (335), and the equation of that axis may be written in the form
\[
\begin{equation*}
q=(f-t) f_{1}^{-1}[a b c] . \tag{338}
\end{equation*}
\]

The three lines of the complex which pass through the united points intersect the sides of the triangle (I) in a triangle (III) in perspective with (I), and through the vertices of this third triangle pass the polars of the united points with respect to the quadric \(\mathrm{S} q f_{0} q=0\), and the traces of these planes form a triangle (IV) likewise in perspective with (I).
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81. In this section we shall notice some properties of the system of quadrics
\[
\begin{equation*}
\mathrm{S} q \frac{f+s}{f+\frac{s}{t}} q=0 \tag{339}
\end{equation*}
\]

The self-conjugate function \(f\) in this homographic system may be supposed reduced to the type noticed in Art. 28, for by a linear transformation the symbolic quartic may be reduced in three ways to the form
\[
\begin{equation*}
f^{4}+N^{\prime \prime} f^{2}+N=0 \tag{340}
\end{equation*}
\]

The system (339) is its own reciprocal, and it includes confocal and concyclic
systems. If \(a\) is the pole of the plane \(S b q=0\) with respect to one of the quadrics, \(a\) and \(b\) are connected by the equation
\[
\begin{equation*}
b=\frac{f+s}{f+t} a, \text { ar }(f+t) b=(f+s) a \text {, or } a=\frac{f+t}{f+s} b \tag{341}
\end{equation*}
\]

Given \(b\), the locus of \(a\) is a trwisted cubic if \(s\) alone varies, a right line if \(s\) is constant, and a quadric
\[
\begin{equation*}
(a f a b, b b)=0 \tag{342}
\end{equation*}
\]
when \(s\) and \(t\) are both variable. (Compare Art. 70.)
The points of contact of the plane with quadrics of the system are found by adding the condition \(S a b=0\), when we find three points, one point or a conic locus.

A generalized normal joins a point to the reciprocal of its tangent plane, thus for \(u\) variable,
\[
\begin{equation*}
q=\frac{f+u}{f+t} a, \quad \text { when } \quad \mathrm{S} a \frac{f+s}{f+t} a=0 \tag{343}
\end{equation*}
\]
is the generalized normal at the point \(a\); or deleting the condition and allowing \(t\) and \(u\) to vary, we have the equation of the assemblage of normals through the point \(a\), and when " itself varies, we see that (342) represents the complex of normals to the system.
82. In general, two quadrics \(s_{1} t_{1}\) and \(s_{2} t_{2}\) intersect in a curve through which no third quadric of the system can pass, but when \(t_{1}=t_{2}\), an infinite number of the quadrics intersect in the curve. This follows from the consideration that
\[
\begin{equation*}
\mathrm{S} q \cdot \frac{x\left(f+s_{1}\right)\left(f+t_{2}\right)+y\left(f+s_{2}\right)\left(f+t_{1}\right)}{\left(f+t_{1}\right)\left(f+t_{2}\right)} q=0 \tag{344}
\end{equation*}
\]
is the general equation of a quadric through the curve ; and a factor will not cancel unless \(t_{1}=t_{s}\).

If \(q\) is any point on the curve of intersection, the poles of the tangent planes at that point with respect to some third quadric of the system will be conjugate to that quadric if
\[
\begin{equation*}
\mathrm{S}_{q} \frac{\left(f+s_{1}\right)\left(f+s_{2}\right)\left(f+t_{3}\right)}{\left(f+t_{1}\right)\left(f+t_{2}\right)\left(f+s_{3}\right)} q=0 . \tag{345}
\end{equation*}
\]

In order that this may be the case for every point on the curve, the factor \(f+\varepsilon_{3}\) must cancel. Thus we must have \(s_{3}\) equal \(s_{1}, s_{2}\) or \(t_{3}\). But further, on comparison with (344), it appears that the third quadric must coincide with one of the others, or else that \(t_{3}=s_{3}\) and \(s_{1}=s_{2}\).

This theory embraces the laws of confocals, their orthogonal section, and the property that the pole of the tangent plane to one, at a point of intersection with a second, taken with respect to the second, lies in its tangent plane at the point.
83. More generally, given any three quadrics
\[
\begin{equation*}
\mathrm{S} q f_{1} q=0, \mathrm{~S} q f_{2} q=0, \mathrm{~S} q f_{3} q=0 \tag{346}
\end{equation*}
\]
take the polar planes of a point \(q\) with respect to the first and second, and the poles of these planes with respect to the reciprocal of the third; these poles are conjugate to that reciprocal provided the point lies upon the quadric
\[
\begin{equation*}
\mathrm{S}_{q} f_{\mathrm{z}} f_{3} f_{1 q}=0 \tag{347}
\end{equation*}
\]

If the quadrics have a common self-conjugate tetrahedron with the quadric of reciprocation, the three functions have the same united points, and are consequently commutative; and the three surfaces (347) obtainable for different selections of the quadrics (346) are identical.
84. Before leaving this subject, it may be of interest to show how the invariant condition that three quadrics should be polar quadrics of a cubic presents itself.

We have, if the quadrics are polars of the cubic \(\mathrm{F}(q q q)=0\),
\[
\begin{equation*}
\mathrm{S} q f_{1} q=\mathrm{F}(a q q), \mathrm{S} q f_{2} q=\mathrm{F}(b q q), \mathrm{S} q f_{3} q=\mathrm{F}(c q q) \tag{3+8}
\end{equation*}
\]
if \(a, b, c\) are the poles. Hence
\[
\begin{equation*}
\mathrm{S} q f_{1} b=\mathrm{S} q f_{2} c ; \mathrm{S} q f_{2} c=\mathrm{S} q f_{3} b ; \mathrm{S} q f_{3} a=\mathrm{S} q f_{1} c \tag{349}
\end{equation*}
\]
and on identifying the planes
so that
\[
\begin{equation*}
f_{1} b=f_{2} a ; f_{2} c=f_{3} b ; f_{3} a=f_{1} c \tag{350}
\end{equation*}
\]
\[
\begin{equation*}
a=f_{2}^{-1} f_{1} f_{3}^{-1} f_{2} f_{1}^{-1} f_{3} a \tag{351}
\end{equation*}
\]
and the function \(f_{2}^{-1} f_{1} f_{3}^{-1} f_{2} f_{1}^{-1} f_{3}\) must have one latent root equal to unity.
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\section*{Properties of the General Surface.}
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85. If Q is a homogeneous and scalar function of a variable quaternion \(q\) of order \(m\), the equation
\[
\begin{gather*}
\mathrm{Q}=0  \tag{352}\\
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\end{gather*}
\]
represents a surface. We shall write generally for any differential
\[
\begin{equation*}
\mathrm{dQ}=m \mathrm{~S} p \mathrm{~d} q . \tag{353}
\end{equation*}
\]
where \(p\) is a homogeneous quaternion function of \(q\) and of the order \(m-1\). Since \(p\) is a determinate function of \(q, q\) may be regarded as a function of \(p\); and using Euler's theorem for homogeneous functions we have
\[
\begin{equation*}
\mathrm{Q}=\mathrm{S} p q=\mathrm{P} \tag{354}
\end{equation*}
\]
where \(P\) is the function of \(p\) into which \(Q\) transforms.
86. Again, we shall write generally for the differential of the quaternion \(p\) regarded as a function of \(q\),
\[
\begin{equation*}
\mathrm{d} p=(m-1) f \mathrm{~d} q \tag{355}
\end{equation*}
\]
where \(f \mathrm{~d} q\) is a linear function of \(\mathrm{d} q\), involving \(q\) homogeneously in the order \(m-2\).
This function is self-conjugate, for taking two successive and independent differentials of Q,
\[
\begin{align*}
& \mathrm{d}^{\prime} \mathrm{d} \mathrm{Q}=m \mathrm{~S} p \mathrm{~d}^{\prime} \mathrm{d} q+m(m-1) \mathrm{S} \cdot f \mathrm{~d}^{\prime} q \cdot \mathrm{~d} q \\
= & \mathrm{d}^{\prime} \mathrm{Q}=m \mathrm{~S} p \mathrm{dd}^{\prime} q+m(m-1) \mathrm{S} \cdot f \mathrm{~d} q \cdot \mathrm{~d}^{\prime} q . \tag{356}
\end{align*}
\]
and because the differentials are independent,
\[
\begin{equation*}
\mathrm{d}^{\prime} \mathrm{d} q=\mathrm{dd}^{\prime} q, \text { and therefore } \mathrm{Sd} q f^{\prime} \mathrm{d}^{\prime} q=\mathrm{Sd}^{\prime} q f \mathrm{~d} q \tag{357}
\end{equation*}
\]
consequently the function \(f\) is self-conjugate, for \(\mathrm{d} q\) and d' \(q\) are quite arbitrary.
87. Differentiating (354) we find on comparison with (353)
\[
\begin{equation*}
d P=n \mathrm{~S} q \mathrm{~d} p, \quad \text { where }(n-1)(m-1)=1 \tag{358}
\end{equation*}
\]
and it is easy to verify that \(n\) is the order in which \(p\) is involved in P. Also introducing a new linear function \(g\), we write
\[
\begin{equation*}
\mathrm{d} q=(n-1) g \mathrm{~d} p \tag{35̃9}
\end{equation*}
\]
and, as in the last article, \(q\) is self-conjugate and involves \(p\) in the order \(n-2\) in its constitution.

Thus for any differential by (355) and (359)
\[
\begin{equation*}
\mathrm{d} p=(m-1) f \mathrm{~d} q=(m-1)(n-1) f g \mathrm{~d} p=f \dot{g} \mathrm{~d} p \tag{360}
\end{equation*}
\]
or symbolically
\[
\begin{equation*}
1=f g=g f \tag{361}
\end{equation*}
\]
and one function produces on an arbitrary quaternion the same effect as the inverse of the other. In particular, employing Euler's theorem in (355) and (359) we hare
\[
\begin{equation*}
p=f q=q^{-1} q ; \quad q=g p=f^{-1} p . \tag{362}
\end{equation*}
\]
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88. When \(\mathrm{d} q\), instead of being perfectly arbitrary, satisfies
\[
\begin{equation*}
\mathrm{dQ}=0 \quad \text { or } \quad \mathrm{S} p \mathrm{~d} q=0, \quad \text { where } \quad \mathrm{Q}=0 \tag{363}
\end{equation*}
\]
\(\mathrm{d} q\) represents some point in the tangent plane at \(q\) to the surface \(\mathrm{Q}=0\). The point \(p\) is the reciprocal of the tangent plane with respect to the unit sphere \(S q^{2}=0\); and the surface \(\mathrm{P}=0\) is the reciprocal of the given surface. The relations of reciprocity are clearly exhibited by the equations (compare (354))
\[
\begin{align*}
& \mathrm{S} p \mathrm{~d} q=0, \quad \mathrm{~S} q \mathrm{~d} p=0, \quad \mathrm{dP}=0 \text { if } \mathrm{Q}=0, \quad \mathrm{~d} \mathrm{Q}=0  \tag{364}\\
& -\mathrm{S} \mathrm{~d} p \mathrm{~d} q=\mathrm{S} p \mathrm{~d}^{2} q=\mathrm{S} q \mathrm{~d}^{2} p, \quad \mathrm{~d}^{2} \mathrm{P}=0 \text { if also } \mathrm{d}^{2} \mathrm{Q}=0 \tag{365}
\end{align*}
\]
89. For the asymptotic lines, in addition to (364) and (365), the new relation
\[
\begin{equation*}
0=\mathrm{S} \mathrm{~d} p \mathrm{~d} q=\mathrm{S} p \mathrm{~d}^{2} q=\mathrm{S} q \mathrm{~d}^{2} p \tag{366}
\end{equation*}
\]
and thus for arbitrary scalars \(x\) and \(y\)
\[
\begin{equation*}
\mathrm{S}(p+x \mathrm{~d} p)(q+y \mathrm{~d} q)=0 \tag{367}
\end{equation*}
\]
or the reciprocal of an asymptotic tangent is the asymptotic tangent to the reciprocal surface at the corresponding point. Hence also, if corresponding tangents are reciprocal they touch asymptotic lines.

The tangents to the asymptotic lines of the original surface are also represented by the equations
\[
\begin{equation*}
\operatorname{Srfr}=0, \quad \operatorname{Spr}=0 \tag{368}
\end{equation*}
\]
and those of the reciprocal surface by
\[
\begin{equation*}
\operatorname{Srgr}=0, \quad \operatorname{Sq} r=0 \tag{369}
\end{equation*}
\]
\(r\) being allowed to vary arbitrarily, but \(p\) and \(q\) being kept constant. These lines are, in fact, the generators of the reciprocal quadrics
\[
\mathrm{S} r f r=0 \quad \text { or } \quad \mathrm{Srg}^{-1} r=0, \quad \text { and } \quad \mathrm{S} r g r^{\prime}=0 \quad \text { or } \quad \mathrm{S} r f^{-1} r=0
\]
(compare (362)) which lie in the corresponding tangent planes.
90. The generalized normal to a surface at any point is the line joining that point to the pole of the tangent plane with respect to the quadric of reciprocation. But as there is practically no additional labour involved in the following discussion when the auxiliary quadric is arbitrarily selected, we assume it to be
\[
\begin{equation*}
S q h q=0 \tag{371}
\end{equation*}
\]
and then the equation of the normal at \(q\) to the surface \(Q=0\) is.
\[
\begin{align*}
r= & q+t h^{-1} p .  \tag{372}\\
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\]

If \(c\) is a centre of generalized curvature, or a point at which consecutive normals intersect, we have for intersecting normals
\[
\begin{equation*}
c=q+t h^{-1} p, \quad \mathrm{~d} c=\mathrm{d} q+t t^{-1} \mathrm{~d} p+h^{-1} p \mathrm{~d} t=c \mathrm{~d} u \tag{373}
\end{equation*}
\]
where \(\mathrm{d} u\) is some small scalar, and \(\mathrm{d} c=c \mathrm{~d} u\), because on the hypothesis that consecutive normals intersect in \(c, c\) and dc represent the same point and differ only in weight. On elimination of \(c,(373)\) becomes
\[
\begin{equation*}
\mathrm{d} q+t u^{-1} \mathrm{~d} p+v\left(q+t u^{-1} p\right)+w q=0, \quad(t v=\mathrm{d} t-t \mathrm{~d} u, v+w=-\mathrm{d} u) \tag{374}
\end{equation*}
\]
and as this may be written
\[
\begin{equation*}
\left(1+t k^{-1} f\right)(\mathrm{d} q+v q)+w q=0, \quad \text { or } \quad \mathrm{d} q+r q+w\left(1+t h^{-1} f\right)^{-1} q=0 \tag{375}
\end{equation*}
\]
we find, on operating by \(S p\) or \(S f_{y}\), the equation
\[
\begin{equation*}
\mathrm{S}_{q} f\left(1+t l^{-1} f\right)^{-1} q=0 . \tag{376}
\end{equation*}
\]

On inversion of the function this becomes a quadratic in \(t\) whose roots determine the two centres of curvature.
91. This equation may be thrown into the more suggestive form*
\[
\begin{equation*}
\mathrm{S}_{q}\left(f^{-1}+t h^{-1}\right)^{-1} q=0 \tag{377}
\end{equation*}
\]
which shows that the roots \(t\) are the parameters of two of the quadrics of the singly infinite system \(\mathrm{S} r\left(f^{-1}+t t^{-1}\right)^{-1} r=0\), which pass through the point \(q\). The third quadric of the system through that point is of course \(\mathrm{S} \cdot \mathrm{ffr}_{\mathrm{r}}=0\), which corresponds to \(t=0\). The quadric \(t=\infty\) is the auxiliary (371).

The two centres of curvature (373) are ( \(t_{1}\) and \(t_{2}\) being the roots of (377))
\[
\begin{equation*}
c_{1}=\left(f^{-1}+t_{1} l_{4}^{-1}\right) p, \quad c_{2}=\left(f^{-1}+t_{2} l^{-1}\right) p \tag{378}
\end{equation*}
\]
and the form of these equations shows that the points are the poles of the tangent plane Sip \(=0\) with respect to the two quadrics \(t_{1}\) and \(t_{2}\).

The equation of the tangent to a line of curvature, \(r=q+x \mathrm{~d} q\) may by (375) be thrown into the form
\[
\begin{equation*}
r=q+y f^{-1}\left(f^{-1}+t h^{-1}\right)^{-1} q=q(1+y)-y t h^{-1}\left(f^{-1}+t h^{-1}\right)^{-1} q \tag{379}
\end{equation*}
\]
where \(t=t_{1}\) or \(t_{2}\), and the form of this equation shows that the tangents are the generalized normals to the quadrics \(t_{1}\) and \(t_{i 2}\).

The first form of (379) shows that the tangent \(t_{1}\) touches the quadric \(t_{2}\), for
\[
\begin{equation*}
\mathrm{S} q\left(f^{-1}+t_{2} l_{1}^{-1}\right)^{-1} f^{-1}\left(f^{-1}+t_{1} h^{-1}\right)^{-1} q=0 \tag{350}
\end{equation*}
\]
as appears on replacing the middle function by
\[
\text { * Becausc }\left(1+t h^{-1} f\right)^{-1}=\left(\left(f^{-1}+t h^{-1}\right) f\right)^{-1}=f^{-1}\left(f^{-1}+t h^{-1}\right)^{-1} .
\]
\[
\begin{equation*}
\left(t_{2}-t_{1}\right) f^{-1}=t_{2}\left(f^{-1}+t_{1} l^{-1}\right)-t_{1}\left(f^{-1}+t_{2} l^{-1}\right) . \tag{381}
\end{equation*}
\]
and, moreover, the lines of curvature form a conjugate résecon on the sufface, for (380) gives
\[
\mathrm{S} r_{1} f r_{2}=0 \text { if } r_{1}=f^{-1}\left(f^{-1}+t_{1} h^{-1}\right)^{-1} q, r_{2}=f^{-1}\left(f^{-1}+t_{2} l_{1}^{-1}\right)^{-1} q . \quad(\$ 82),
\]
(compare (379)).
The other usual properties analogous to those for confocals may be easily obtained, but it must suffice to state that the centres of curvature for the quadric \(t_{1}\) are
\[
\begin{equation*}
c^{\prime}=f^{-1}\left(f^{-1}+t_{1} h^{-1}\right)^{-1} q, \quad c_{2}^{\prime}=\left(f^{-1}+t_{2} h h^{-1}\right)\left(f^{-1}+t_{1} h^{-1}\right)^{-1} q . \tag{383}
\end{equation*}
\]
92. To reduce the equation (3Ti) to a quadratic, let the symbolic quartic of \(h^{-1} f\) be
\[
\begin{equation*}
\left(h^{-1} f\right)^{4}-\mathrm{N}^{\prime \prime \prime}\left(h^{-1} f\right)^{3}+\mathrm{N}^{\prime \prime}\left(h^{-1} f\right)^{2}-\mathrm{N}^{\prime}\left(h^{-1} f\right)+\mathrm{N}=0 \tag{384}
\end{equation*}
\]
then on multiplying by \(t^{+}\)and dividing by \(1+t h^{-1} f\), the result is
\[
\begin{align*}
t^{3}\left\{\left(h^{-1} f\right)^{3}-\right. & \left.\mathrm{N}^{\prime \prime \prime}\left(h^{-1} f\right)^{2}+\mathrm{N}^{\prime \prime}\left(h^{-1} f\right)-\mathrm{N}^{\prime}\right\}-t^{0}\left\{\left(h^{-1} f\right)^{2}-\mathrm{N}^{\prime \prime \prime}\left(h^{-1} f\right)+\mathrm{N}^{\prime \prime}\right\} \\
& +t\left\{\left(h^{-1} f\right)-\mathrm{N}^{\prime \prime \prime \prime}\right\}-1=-\mathrm{N}_{l}\left(1+t h^{-1} f\right)^{-1} . \tag{j}
\end{align*}
\]

Observing that the coefficient of \(t^{3}\) on the left is \(-\mathrm{N}\left(h^{-1} f\right)^{-1}\) or \(-\mathrm{N} f^{-1} h\), the equation (376) becomes
\[
\begin{align*}
t^{3} \mathrm{NS} \mathrm{~S}^{\prime} q & +t^{2} \mathrm{~S} q f\left\{\left(h^{-1} f\right)^{2}-\mathrm{N}^{\prime \prime \prime}\left(h^{-1} f^{\prime}\right)+\mathrm{N}^{\prime \prime \prime} ; q\right. \\
& -t \mathrm{~S} f q\left\{h^{-1} f-\mathrm{N}^{\prime \prime \prime}\right\} q+\mathrm{S} q f_{q}=0 \tag{386}
\end{align*}
\]
and this immediately reduces to
\[
\begin{equation*}
t^{2} \mathrm{NS} q h q+t \mathrm{~S} p\left(h^{-1} f h^{-1}-\mathrm{N}^{\prime \prime \prime} l^{-1}\right) p+\mathrm{S} p l^{-1} p=0 \tag{387}
\end{equation*}
\]
when we replace \(f_{q}\) by \(p\), and discard the extraneous factor \(t\).
If \(n\) and \(n_{1}\) are the fourth invariants of \(f\) and \(h, \mathrm{~N}=n n_{1}^{-1}\); and it is easy to see that \(n\) is the result of substituting \(q\) in the equation of the Hessian of the surface if \(Q\) is an integral as well as a homogeneous function of \(q\). Thus one root is infinite in either of two cases, if the point is on the Hessian, and if it is on the auxiliary quadric ; in either case the centre of curvature is the pole of the tangent plane with respect to the auxiliary. A root is zero if \(S_{p h}{ }^{-1} p=0\), and in this case the tangent plane touches the auxiliary, and a centre of curvature is the point \(q\) itself. These special cases depend on two distinct conditions, the relation of the auxiliary quadric to the surface, and the relation of the Hessian to the surface.
93. A curve is a generalized geodesic when consecutive tangents are coplanar with the pole of the tangent plane with respect to the auxiliary quadric; or, symbolically,
\[
\begin{equation*}
\left(q, \mathrm{~d} g, \mathrm{~d}^{2} q, h^{-1} p\right)=0, \quad \text { or } \quad x q+y \mathrm{~d} q+z \mathrm{~d}^{2} q+w h^{-1} p=0 \tag{388}
\end{equation*}
\]
is the equation of a geodesic.
Operate with Sp, Sdp, Shq, Shd \(q\) and by (364), (365),
\[
\begin{align*}
& z \mathrm{~S}_{\mathrm{d}} \mathrm{~d}^{2} q+w \mathrm{~S} p h^{-1} p=0 ; \quad y \mathrm{~S} d p \mathrm{~d} q+z \operatorname{Sd} p \mathrm{~d}^{2} q+w \mathrm{Sd} p h h^{-1} p=0 \\
& \quad x \mathrm{~S} q h q+y \mathrm{~S} q h \mathrm{~d} q+z \mathrm{~S} q h \mathrm{~d}^{2} q=0 ; \quad x \mathrm{~S} q h \mathrm{~d} q+y \mathrm{Sd} q h \mathrm{~d} q+z \mathrm{~S} q h \mathrm{~d}^{2} q=0 \tag{389}
\end{align*}
\]

Introducing the function \(f\) and eliminating the scalars \(x y z w\), we find
\[
\begin{align*}
\frac{\mathrm{Sd} p h^{-1} p}{\mathrm{~S} p h^{-1} p} & =-\frac{y \mathrm{Sd} q f \frac{\mathrm{~d} q+z \mathrm{Sd} q f \mathrm{~d}^{2} q}{2 \mathrm{~S} d q \mathrm{~d} q}}{}=-\frac{\mathrm{S} d q f \mathrm{~d}^{2} q}{\mathrm{~S} d q f \mathrm{~d} q}+\frac{\mathrm{S} q h q \mathrm{~S} d q \mathrm{~d}^{2} q-\mathrm{S} q h \mathrm{~d} q \mathrm{~S} q h \mathrm{~d}^{2} q}{\mathrm{~S} q h q \mathrm{~S} q h \mathrm{~d} q-(\mathrm{S} q h \mathrm{~d} q)^{2}}
\end{align*}
\]
and this, when the surface is a quadric so that \(f\) is constant, immediately integrates, and gives
\[
\begin{equation*}
\mathrm{S} p h^{-1} p \mathrm{~S} \mathrm{~d} q f \mathrm{~d} q=u\left(\mathrm{~S} q h q \mathrm{~S} q h \overline{\mathrm{~d}} q-(\mathrm{S} q h \mathrm{~d} q)^{2}\right) \tag{391}
\end{equation*}
\]
where \(u\) is the constant of integration.

\section*{SECTION XV.}

\section*{The Analogue of Hamilton's Operator \(\nabla\).}
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94. In applications of quaternions to projective geometry an operator analogous to Hamilton's \(\nabla\) is occasionally useful. I'define it by the equation (compare Art. 85)
\[
\begin{equation*}
\mathrm{DQ}=p \quad \text { when } \quad \mathrm{d} Q=\mathrm{S} p \mathrm{~d} q \tag{392}
\end{equation*}
\]

To render this operator available for use, take any four independent differentials of \(q\) and write down the identity
\[
\begin{align*}
p\left(\mathrm{~d} q \mathrm{~d}^{\prime} q \mathrm{~d}^{\prime \prime} q \mathrm{~d}^{\prime \prime \prime} q\right)= & {\left[\mathrm{d}^{\prime} q \mathrm{~d}^{\prime \prime} q \mathrm{~d}^{\prime \prime \prime} q\right] \mathrm{S} p \mathrm{~d} q-\left[\mathrm{d} q \mathrm{~d}^{\prime \prime} q \mathrm{~d}^{\prime \prime \prime} q\right] \mathrm{S} p \mathrm{~d}^{\prime} q } \\
& +\left[\mathrm{d}_{q} \mathrm{~d}^{\prime} q \mathrm{~d}^{\prime \prime \prime} q\right] \mathrm{S} p \mathrm{~d}^{\prime \prime} q-\left[\mathrm{d} q \mathrm{~d}^{\prime} q \mathrm{~d}^{\prime \prime} q\right] \mathrm{S} p \mathrm{~d}^{\prime \prime \prime} q \tag{393}
\end{align*}
\]
which suggests the symbolical equation
\[
\begin{equation*}
\mathrm{D}=\Sigma \frac{ \pm\left[\mathrm{d}^{\prime} q \mathrm{~d}^{\prime \prime} q \mathrm{~d}^{\prime \prime \prime} q\right] \mathrm{d}}{\left(\mathrm{~d} q \mathrm{~d}^{\prime} q \mathrm{~d}^{\prime \prime} q \mathrm{~d}^{\prime \prime \prime} q\right)} \tag{394}
\end{equation*}
\]
where the summation refers to the four symbols \(d\).
95. Otherwise, if the quaternion variable \(q\) is a function of four parameters, \(x, y\), \(z, w\), we may replace the arbitrary differentials in terms of the deriveds of \(q\) with respect to these parameters, and then (394) becomes
\[
\begin{equation*}
\mathrm{D}=\Sigma \frac{ \pm\left[q_{y} q_{v} q_{v]}\right]}{\left(q_{x} q_{y} q_{v} q_{v}\right)} \frac{\partial}{\partial x} \tag{395}
\end{equation*}
\]
where
\[
\begin{equation*}
q_{x}=\frac{\partial q}{\partial x}, \quad q_{y}=\frac{\partial q}{\partial y}, \quad q_{z}=\frac{\partial q}{\partial z}, \quad q_{w}=\frac{\partial q}{\partial w} \tag{396}
\end{equation*}
\]

In particular, if these four deriveds satisfy the six equations
\[
\begin{equation*}
\mathrm{S} q_{x} q_{y}=\mathrm{S} q_{y} q_{z}=\mathrm{S} q_{z} q_{x}=\mathrm{S} q_{v} q_{v i}=\mathrm{S} q_{y} q_{v y}=\mathrm{S} q_{t} q_{q_{v}}=0 \tag{397}
\end{equation*}
\]
it easily appears that the symbolic equation (395) reduces to
\[
\begin{equation*}
\mathrm{D}=\frac{q_{x}}{\mathrm{~S} q_{x}{ }^{2} \partial x}+\frac{\partial}{\mathrm{S}_{y_{y}}{ }^{2} \partial y}+\frac{\partial}{q_{y}}+\frac{q_{z}}{\mathrm{~S}_{y_{z}}{ }^{2}} \frac{\partial}{\partial z}+\frac{\eta_{w}}{\mathrm{~S} q_{q^{2}}{ }^{2}} \frac{\partial}{\partial w} \tag{398}
\end{equation*}
\]

More particularly if \(q\) is referred to the vertices of a tetrahedron self-conjugate to the unit sphere, so that
\[
\begin{equation*}
q=a x+b y+c z+d w, \quad \text { and if } \quad \mathrm{S} a^{2}=\mathrm{S} b^{2}=\mathrm{S} c^{2}=\mathrm{S} d^{2}=1 \tag{399}
\end{equation*}
\]
for suitable selection of the weights of these four points, the operator takes its simplest form
\[
\begin{equation*}
\mathrm{V}=a \frac{\partial}{\partial x}+b \frac{\partial}{\partial y}+c \frac{\partial}{\partial z}+d \frac{\partial}{\partial w} \tag{400}
\end{equation*}
\]
while
\[
\begin{equation*}
\mathrm{SD}^{2}=\binom{\partial}{\partial x}^{2}+\left(\frac{\partial}{\partial y}\right)^{2}+\left(\frac{\partial}{\partial z}\right)^{2}+\binom{\partial}{\partial w}^{2} \tag{401}
\end{equation*}
\]

If, on the other hand,
\[
\begin{gather*}
q=t+i x+j y+k z  \tag{402}\\
\mathrm{D}=\frac{\partial}{\partial t}-\nabla . \tag{403}
\end{gather*}
\]
the operator reduces to
96. It may be useful to collect a few formule which may serve as examples of the application of the operator. We therefore give the following :
\[
\begin{gathered}
\mathrm{D} q=4 ; \mathrm{DK}_{q}=-2=\mathrm{KD}_{q} ; \mathrm{DS}_{q}=1=\mathrm{SD}_{q} ; \mathrm{DV}_{q}=3=\mathrm{VD}_{q} ; \\
\mathrm{DS} a q=a ; \mathrm{DS}_{q} q^{2}=2 q ; \mathrm{DT}_{q}=2 \mathrm{~K}_{q} ; \mathrm{D}_{q}=4\left(q+\mathrm{S}_{q}\right) ; \mathrm{D}\left(\mathrm{~V}_{q}\right)^{2}=2 \mathrm{~V}_{q}
\end{gathered}
\]
\[
\operatorname{DT}(q+a)=\operatorname{KU}(q+a) ; \operatorname{DS} q f q=\left(f+f^{\prime}\right) q
\]

To these we may add
\[
\mathrm{D}^{2} \mathrm{~T}(q+a)^{2}=-4=\mathrm{TD}^{2} \mathrm{~S}(q+a)^{2} ; \mathrm{TD}^{2} \mathrm{~T}(q+a)^{2}=8=\mathrm{D}^{2} \mathrm{~S}(q+a)^{2}
\]
\[
\mathrm{TD}^{2} \cdot \mathrm{~T} q^{n}=n \mathrm{KI} \cdot \mathrm{~K} q \mathrm{~T}_{q^{n-2}}=n\left(4 \mathrm{~T} q^{n-2}+(n-2) q \mathrm{~K} q \mathrm{~T} q^{n-4}\right)=n(n+2) \mathrm{T} q^{n-2}
\]

And again
\[
\mathrm{D}^{2}\left(\mathrm{~S} \cdot q^{2}\right)^{n}=2 n \mathrm{D} \cdot q\left(\mathrm{~S} \cdot q^{2}\right)^{n-1}=8 n\left(\mathrm{~S} \cdot q^{2}\right)^{n-1}+4 n(n-1) q^{2}\left(\mathrm{~S} \cdot q^{2}\right)^{n-2}
\]
and on taking the scalar of both sides
\[
\mathrm{S} \cdot \mathrm{D}^{2} \cdot\left(\mathrm{~S} \cdot q^{2}\right)^{n}=4 n(n+1)\left(\mathrm{S} \cdot q^{2}\right)^{n-1}
\]

From these results follow certain analogues of Laplace's equation
\[
\begin{equation*}
\mathrm{TD}^{2} \mathrm{~T}_{\left(q^{-2}\right.}=0, \quad \mathrm{TD}^{2} \cdot f(\mathrm{D}) \cdot \mathrm{T}(q+a)^{-2}=0 \tag{404}
\end{equation*}
\]
and
\[
\begin{equation*}
\mathrm{S} \cdot \mathrm{D}^{2}\left(\mathrm{~S} \cdot q^{2}\right)^{-1}=0, \quad \mathrm{~S} \cdot \mathrm{D}^{2} \cdot f(\mathrm{D}) \cdot\left(\mathrm{S} \cdot(q+a)^{2}\right)^{-1}=0 \tag{405}
\end{equation*}
\]

Moreover, the general expression for the operator in terms of arbitrary differentials \(a, b, c, d\) of \(q\) enables us to write down a number of invariants and identities. For instance, operating on \(f q\), we find
\[
\begin{equation*}
\text { D. } f_{q} \cdot(a b c d)=[b c d] f a-[a c d] f b+[a b d] f c-[a b c] f c d \tag{406}
\end{equation*}
\]

Other examples relating to integration will be found in a paper in 'Proc. Roy. Irish Acad.,' vel. 24, Sect. A, pp. 6-20.
97. So far as projective geometry is concerned, the use we make of the operator D is to form successive polars of a point with respect to a surface and to show that it leads directly to Aronhold's notation.

The \(r^{\text {th }}\) polar of a point \(r\) with respect to a surface \(Q=0\) of order \(m\) is
\[
\begin{equation*}
(\mathrm{S} \cdot \mathrm{D})^{n} \cdot \mathrm{Q}=0 \tag{407}
\end{equation*}
\]

If \(n=m\), the operator simply multiplies \(Q\) by a numerical factor and changes the quaternion involved from \(q\) to \(r\). Thus we may write the equation of the surface in the form
\[
\begin{equation*}
(\mathrm{S} \cdot \mathrm{D})^{m} \mathrm{Q}=0, \quad \text { or } \quad\left(\operatorname{Sir}(\mathrm{Q})^{m}=0\right. \tag{408}
\end{equation*}
\]
where \(a\) is a symbolic quaternion devoid of meaning unless it enters into a term homogeneous in a to the order \(m\). This is equivalent to Aronhold's method.
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98. We shall now explain a method which promises to be of considerable value in the application of quaternions to projective geometry.

A bi-linear quaternion function \(f(p q)\) is a function of two quaternions ( \(p\) and \(q\) ) linear and distributive with respect to both. It may be reduced to the form
\[
\begin{equation*}
f\left(p^{\prime} q\right)=a_{1} S_{p} f_{1 q}+a_{2} S_{p} f_{2 q}+a_{3} S_{1} f_{s^{\prime} I}+a_{4} S_{p} f_{4 l} . \tag{409}
\end{equation*}
\]
where \(a_{1}, a_{2}, a_{3}, a_{1}\) are any four quaternions and where \(f_{1}, f_{2}, f_{3}\), and \(f_{4}\) are four linear quaternion finctions. The bilinear function involves sixty-four constants, sixteen for each of the four functions.
99. Writing generally for all quaternions \(p\) and \(I\)
\[
f(p q)=f_{1}(q p)
\]
we may call the new bilinear function \(f\), the permulate of the function \(f\). When a function is maltered by tramsposition of the quaternions, it may be called a permulable function. Thus
\[
\begin{equation*}
\mathrm{P}(p q)=\frac{1}{2} f^{\prime}(p q)+\frac{1}{2} f(p q) \tag{411}
\end{equation*}
\]
is a permutable function, the permutable part of \(f^{\prime}\) or \(f_{i}\). A permutable finuction involves forty constants, the functions \(f_{1}, f_{2}, f_{3}, f_{4}\) of (t09) being then selfconjugate.
100. When a bilinear function changes sign with transposition of its quaternions, it may be called a combinatorial function. Thus
\[
\begin{equation*}
C(p q)=\frac{1}{2} f(p q)-\frac{1}{2} f(p q) \tag{412}
\end{equation*}
\]
is combinatorial. It ranishes for \(\rho=q\), and, regarded geometrically, it relates not to a pair of points, but to the line joining the points.

A bilinear function is thus reducible to the form
and is uniquely resoluble into its permutable and combinatorial parts.
101. Writing generally for any three quaternions, 1 , 4 , and \(r\),
\[
\begin{equation*}
\mathrm{S}_{\mathrm{f} f}\left(p_{q}\right)=\mathrm{S}_{p f} f^{\prime}\left(r_{q}\right)=\mathrm{S}_{q} f^{\prime \prime}\left(p p^{\prime}\right) \tag{414}
\end{equation*}
\]

Tre shall call the new functions \(f^{\prime \prime}\left(p^{\prime} q\right), f^{\prime \prime}\left(p^{\prime} q\right)\) the first and second conjugates of \(f(p q)\). In fact \(f^{\prime \prime}(p q)\) is the conjugate when the first quaternion \(p\) alone varies, and \(f^{\prime \prime}(p q)\) is the conjugate when the second varies.
102. As the accents employed to denote the permutate and the first and second conjugates are not commatative in order of application, it is safer to use brackets in the rare cases in which double accents are necessary. Thus
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\[
\begin{gather*}
f(p q)=\left(f^{\prime \prime}\right)^{\prime}(p q)=\left(f^{\prime \prime \prime}\right)^{\prime \prime}(p q)=(f)^{\prime}\left(p^{\prime}\right)  \tag{415}\\
\sim \mathrm{F})
\end{gather*}
\]
because the first conjugate of the first conjugate of \(f(p q)\) is simply the function \(f(p q)\) itself.

When the successive accents are different, the laws connecting the various functions are deducible from the relations (compare (414))
\[
\begin{align*}
& \operatorname{Sif}\left(p^{\prime} q\right)=\operatorname{Sop}_{p} f^{\prime}\left(r_{q}\right)=\operatorname{Sq}\left(f^{\prime \prime}\right)^{\prime \prime}\left(r^{\prime} p\right)=S_{p}\left(f^{\prime}\right),\left(q^{\prime}\right) \\
& =\mathrm{S} q f^{\prime \prime \prime}\left(p^{\prime \prime}\right)=\mathrm{S} q\left(f^{\prime \prime \prime}\right),\left(r_{p}\right)=\mathrm{S}_{p^{\prime}}\left(f^{\prime \prime \prime}\right)^{\prime}\left(q q^{\prime}\right) \\
& =\mathrm{Srf}_{1}(q p)=\mathrm{S}_{q}\left(f_{1}\right)^{\prime}\left(p^{\prime}\right)=\mathrm{S}_{p}\left(f_{1}\right)^{\prime \prime}\left(q^{\prime}\right) \tag{416}
\end{align*}
\]
in which \(p, q\) and \(r\) are perfectly arbitrary.
These relations show that
\[
\begin{align*}
& \left(f^{\prime}\right)^{\prime \prime}\left(p^{\prime} q\right)=\left(f^{\prime \prime}\right)_{i}\left(p^{\prime q}\right)=(f)^{\prime}\left(p^{\prime}\right)=f^{\prime \prime}(q p) \\
& \left(f^{\prime}\right)_{1}\left(p^{\prime \prime}\right)=\left(f^{\prime \prime}\right)^{\prime}\left(p^{\prime} q\right)=(f)^{\prime \prime}\left(p^{\prime \prime}\right)=f^{\prime}\left(q p^{\prime}\right) \tag{417}
\end{align*}
\]
and thus any multiply accented function may be reduced to one or other of six fundamental functions, the function and its two conjugates and the permutates of these three functions.
103. Exactly as in Arts. 5 and 6, the equations
\[
\begin{align*}
& \left(f\left(a_{q}\right)-t a ; f\left(b_{q}\right)-t b ; f(c q)-t c ; f(d q)-t d\right) \\
& \quad=\left(f^{\prime}\left(a_{q}\right)-t a ; f^{\prime}\left(b_{q}\right)-t b ; f^{\prime}\left(c_{q}\right)-t c ; f^{\prime}\left(d_{q}\right)-t d\right)  \tag{418}\\
& \begin{array}{r}
(f(p a)-t a ; f(p)-t b ; f(p c)-t c ; f(p d)-t d) \\
\quad=\left(f^{\prime \prime}(p a)-t a ; f^{\prime \prime}(p b)-t b ; f^{\prime \prime \prime}\left(p^{\prime}\right)-t c ; f^{\prime \prime}\left(p^{\prime} d\right)-t d\right)
\end{array}
\end{align*}
\]
are identities for all quaternions \(p, q, a, b, c\) and \(d\), and for every value of the scalar \(t\). The first is obtained on the supposition that \(f(p q)\) is a function of \(p\), and the second on the supposition that it is a function of \(q\). Dividing each member of the identities by (abcd), we obtain the biquadratics
\[
\begin{align*}
& J(q)-t J^{\prime}(q)+t^{2} J^{\prime \prime}(q)-t \cdot J^{\prime \prime \prime}(q)+t^{1} \\
& I\left(p^{\prime}\right)-t I^{\prime}(p)+t^{2} I^{\prime \prime}\left(p^{\prime}\right)-t I^{\prime \prime \prime}\left(p^{\prime}\right)+t^{4} \tag{420}
\end{align*}
\]
and \(J(q), J^{\prime}(q), J^{\prime \prime}(q), J^{\prime \prime \prime}(q)\), of the fourth, third, second and first order respectively in \(q\), are the invariants of \(f^{\prime}\left(l^{\prime \prime}\right)\) considered as a function of \(p\). Equating these biquadratics to zero, we obtain the equations whose roots are the latent roots of \(f(p q)\) as a function of \(p\) and as a function of \(q\).

It is evident from (418) and (419) that these relations are equivalent when the function is permutable, and then \(I(q)=J(q)\), \&c.
104. The quartic surfaces
\[
\begin{equation*}
I\left(p^{\prime}\right)=0, \quad J(q)=0 \tag{421}
\end{equation*}
\]
we shall call respectively the first and second Jacobians. Whenever a pair of quaternions satisfies the equation
\[
\begin{equation*}
f(p q)=0 \tag{422}
\end{equation*}
\]
the point \(p\) must lie on the surface \(I(p)=0\) and \(q\) must lie on \(J(q)=0\); for \(f(p r)\), a linear function of \(r\), has then one zero latent root, and \(f(r q)\) has also a zero latent root.

On reference to (409), it appears that (422) is equivalent to
\[
\begin{equation*}
\mathrm{s}_{p} f_{1} q=\mathrm{s} p f_{2} q=\mathrm{S}_{p} f_{3} q=\mathrm{s}_{p} f_{4} q=0 \tag{423}
\end{equation*}
\]
and in the particular case when the function is permutable, the four linear functions are self-conjugate, and the equations assert that the polar planes of one point ( \(p\) ) intersect in the other \((q)\). In this case the surfaces (421) coincide with one another and with the Jacobian of the four quadrics; and although it does not appear that in general the surfaces are the Jacobians of four quadrics, we have retained the name as being convenient and suggestive.

Two points related as in (422) will be called Jacobian comespondents, or more particularly IJ Jacobian correspondents.
105. When a function has a zero latent root, so has its conjugate. Consequently, whenever \(p\) and \(q\) are Jacobian correspondents, or whenever (422) is satisfied, it must, be possible to find two other points \(r^{\prime}\) and \(r^{\prime \prime}\), so that
\[
\begin{equation*}
f^{\prime}\left(r^{\prime} q\right)=0, \quad f^{\prime \prime}\left(p r^{\prime \prime}\right)=0 \tag{424}
\end{equation*}
\]

There are thus two new types of Jacobian correspondence; and the argument of Art. 102 shows that there can be no more, for the conditions (422) and (424) may be re-written in the form
\[
\begin{equation*}
f_{\prime}\left(q p^{\prime}\right)=0, \quad\left(f^{\prime}\right),\left(q r^{\prime}\right)=0, \quad\left(f^{\prime \prime}\right)\left(r^{\prime \prime} p^{\prime}\right)=0 \tag{425}
\end{equation*}
\]
without altering the signification of the equations, and we have now exhausted the six fundamental functions of the article cited.
106. The points " \(r\) " and " \(r\) "" of the second and third JacoJian correspondences lie upon the third Jacobian \(K(r)\).

A latent root of \(f^{\prime}\left(r^{\prime} q\right)\) considered as a function of \(q(424)\) is zero, and therefore \(r^{\prime}\) satisfies the equation
\(\left(f^{\prime}\left(r^{\prime} a\right), f^{\prime}\left(r^{\prime} b\right), f^{\prime}\left(r^{\prime} c\right), f^{\prime}\left(r^{\prime} d\right)\right)=\left(\left(f^{\prime}\right)^{\prime \prime}\left(r^{\prime} a\right),\left(f^{\prime}\right)^{\prime \prime}\left(r^{\prime} b\right),\left(f^{\prime}\right)^{\prime \prime}\left(r^{\prime} c\right),\left(f^{\prime}\right)^{\prime \prime}\left(r^{\prime} d\right)\right)=0 \cdot(426)\),
in the second number of which the function of \(q\) has been replaced by its conjugate. But (417) the second number is equivalent to
\[
\begin{equation*}
\left(f^{\prime \prime}(u r), f^{\prime \prime}\left(b r^{\prime}\right), f^{\prime \prime \prime}(c r), f^{\prime \prime}(d r)\right)=0 \tag{427}
\end{equation*}
\]
and consequently \(r^{\prime \prime}\), which satisfies (427), satisfies also (426), or \(r^{\prime}\) and \(r^{\prime \prime}\) lie upon the same quartic surface.

As in Art. 103. we deduce the identity
\[
\begin{align*}
\left(f^{\prime \prime}(r a)\right. & \left.-t c ; f^{\prime \prime}(r)-t b ; f^{\prime \prime}(r c)-t c ; f^{\prime \prime}(r d)-t d\right) \\
& =\left(f^{\prime \prime \prime}(a r)-t a ; f^{\prime \prime}(b r)-t b ; f^{\prime \prime}(c r)-t c ; f^{\prime \prime}(d r)-t d\right)=0 \tag{428}
\end{align*}
\]
and the result of dividing by (abcd) may be written in the form
\[
\begin{equation*}
K(r)-t K^{\prime}(r)+t^{2} K^{\prime \prime}(r)-t^{3} K^{\prime \prime \prime}(r)+t^{4} . \tag{+29}
\end{equation*}
\]
and the latent quartic of \(f^{\prime}(\sim q) \operatorname{rr}^{\prime} f^{\prime \prime}\left(q p^{\prime}\right)\) (functions of \(\left.q\right)\) is obtained by equating this to zero.

The scheme of the Jacobians is now complete the six fundamental functions of Att. 102 having been employed.

The points \(r y\) of (424) may be said to he . TK Jacol,ian correspondents, and \(p\) and \(\gamma^{\prime \prime}\) are \(I K\) correspondents.

When \(f^{\prime}(p q)\) is permutative, the \(I K\) and \(I K\) types unite and \(I\) concides with \(I\); When \(f^{\prime}\left(L^{\prime \prime}\right)\) is self-conjugate with respect to \(\mu^{\prime}, K^{\prime}\) coincides with \(I\), and the \(J K\) and I.I correspondences conlesce.

It readily appears from (416) that when the function is doubly self-conjugate it is also permutable, and when it is permutable and self-conjugate to one element it is likewise self-conjugate to the other. In this case the three Jacobians coincide with the Hessian of the cubic surface
\[
\begin{equation*}
\mathrm{S}_{q} f(q q)=0 . \tag{430}
\end{equation*}
\]
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Thus
\[
\begin{align*}
& f(p q)=x_{1} f\left(p_{1} q\right)+x_{2} f\left(p_{2} q\right)+x_{3} f\left(p_{3} q\right)+x_{14} f\left(p_{4} q\right) \\
& \text { where } \quad p=x_{1} p_{1}+x_{2} p_{2}+x_{3} p_{3}+x_{1} p_{4} \tag{431}
\end{align*}
\]
is a linear combination of four given linear functions \(f(p, q)\), the quaternions \(p\) ", being supposed given while the scalars \(x_{n}\) are variable.

It is frequently of adrantage to use the notation
\[
\begin{equation*}
f^{\prime}(p q)=f_{p}^{\prime}(q)=f_{q}^{\prime}(p) \tag{4.32}
\end{equation*}
\]
when the bilinear function is regarded as a function of \(\eta\) or as a function of \(p\).
108. An aphitrary point is a united point of a definite function of the four-system, prorided it does not lie on a critical curve of the tenth order.

If \(q\) is assumed to be a united point of a function determinerd by \(p\),
\[
\begin{equation*}
\{f(p q), q\}=0, \quad \text { or } \quad f(p q)=t q, \quad \text { or } \quad f_{q}(p)=t / \tag{4:3}
\end{equation*}
\]
and the solution of the equation in its third form is
\[
\begin{equation*}
p^{\cdot} J(q)=t F_{q}(q), \quad \text { or } \quad p=F_{q}(q), \quad t=J(q) \tag{+3;4}
\end{equation*}
\]
where \(F_{q}\) is Hambtox's auxiliary function corresponding to \(f_{q}\) and where \(J(y)\) is the fourth invariant of \(f_{q}\) (Art. (103)).

This solution is definite (Art. 15), provided \(q\) does not lie upon the critical curve
\[
\begin{equation*}
F_{q}(q)=0 \tag{435}
\end{equation*}
\]

To exhibit the nature of this curve, observe that
\[
\begin{equation*}
0=\mathrm{S} \cdot F_{q}(q)\left[p_{1} p_{2} p_{3}\right]=\mathrm{S}_{q} F_{q}^{\prime}\left[p_{1} p_{2} p_{3}\right]=\left[q, f_{q} p_{1}, f_{q} p_{2}, f_{q} p_{3}\right] \tag{436}
\end{equation*}
\]
for all quaternions [ \(\left.p_{2} p_{2} p_{3}\right],\left[p_{1} p_{2} p_{4}\right], \& c . ;\) or, in the notation of Art. 65.
\[
\begin{equation*}
\left(\left(q, f\left(p_{1} q\right), f\left(p_{2} q\right), f\left(p_{3} q\right), f\left(p_{ \pm} q\right)\right)\right)=0 \tag{4.37}
\end{equation*}
\]
whenever (435) is satisfied. But we have seen that (437) represents a curve of order \(m=10\) and rank \(r=40(278)\), which is common to all the quartic surfaces obtained by deleting one quaternion within the double brackets (436).

The solution may be expressed in a more explicit form by means of the identity
\[
\begin{equation*}
q\left(f\left(p_{1} q\right), f\left(p_{2} q\right), f\left(p_{3} q\right), f\left(p_{+} q\right)\right)= \pm \pm f\left(p_{1} q\right)\left(q, f\left(p_{2} q\right), f\left(p_{3} q\right), f\left(p_{+} q\right)\right) \tag{438}
\end{equation*}
\]
so that we may write (434) in the form
\[
\begin{equation*}
p\left(p_{1} p_{z} p_{3} p_{4}\right)=\Sigma \pm p_{1}\left(q, f\left(p_{2} q\right), f\left(p_{3} q\right), f\left(p_{4} q\right)\right) ; \quad t=J(q) \tag{439}
\end{equation*}
\]
109. When the point lies on the critical curve it is generally a united point of every function of a determinate two-system.

In this case the solution of (433) is (Art. 15)
or
\[
\begin{array}{r}
p \cdot J^{\prime}(q)=t G_{q}(q)+F_{q}(p) \\
p=G_{q}(q)+x p_{0}, \quad f\left(p_{0} q\right)=0, \quad t=J^{\prime}(q)
\end{array}
\]

Thus \(p\) may be any point on the line joining the point \(G_{q}(q)\) to \(p_{0}\) - the Jacobian correspondent of \(q\); and consequently a determinate two-system exists, every function of which has \(q\) for a united point (compare Art. 123).
110. Similarly for the conjugate four-system \(f^{\prime \prime}\left(f^{\prime \prime}\right)\), a point \(r\) is a united point of a definite function, unless it happens to lie upon the conjugate critical curve
\[
\begin{equation*}
F_{r}^{\prime}(r)=0 . \tag{4+2}
\end{equation*}
\]
where \(F_{r}^{\prime}\) is the auxiliary function of \(f_{i}^{\prime}(p)=f^{\prime \prime}(p r)\), but we must observe that \(f_{y}^{\prime}\) is not the conjugate of \(f_{q}\).

Now the reciprocal of a united point of \(f^{\prime \prime}(p r)\) (the conjugate to \(r\) of \(\left.f(p r)\right)\) is a united plane of the original four-system. And thus an arbitrary plane is the united plane of some definite function, but if the plane belongs to the developable surface \((442)\) it is a common united plane of a definite two-system of functions determined by
\[
\begin{equation*}
p=G_{r}^{\prime}(\prime)+x p_{0}^{\prime}, \quad f^{\prime \prime}\left(p_{0}^{\prime} \cdot\right)=0 \tag{443}
\end{equation*}
\]

Ten of these singular planes pass through an arbitrary point; the order of the developable surface is \(r=40\); and the order of the cuspidal curve* is \(n=3(r-m)+\beta=90\).

\footnotetext{
* 'Three Dimensions,' Art. 327.
}
111. It is obvious from this theory that the united points of functions of this system compose definite tetrads, so that one point of a tetrad being given the remaining three are generally determinate.

In fact (434) is a quartic transformation comnecting united points \(q\) with the auxiliary points \(p\), so that one point \(p\) corresponds to one point \(q\), while four points \(q\) correspond to one point \(p\). For a given point \(p\), these four points are by (434) the intersections of the quartic surfaces, for arbitrary quaternions \(l\),
\[
\begin{equation*}
\frac{\mathrm{S} l_{1} F_{q}(q)}{\mathrm{S} l_{1} p}=\frac{\mathrm{S} l_{2} F_{q}(q)}{\mathrm{S} l_{2} p}=\frac{\mathrm{S} l_{2} F_{q}(q)}{\mathrm{S} l_{3} p}=\frac{\mathrm{S} l_{+} F_{q}(q)}{\mathrm{S} l_{4} p} \tag{444}
\end{equation*}
\]

But these surfaces have a common curve (435); and three surfaces having a common curve intersect in
\[
\begin{equation*}
\mu \nu \rho-m(\mu+\nu+\rho-2)+r \tag{445}
\end{equation*}
\]
points not on the common curve, and this number is 4 when \(\mu=\nu=\rho=4\), \(m=10, r=40\), as in the present case.
112. The locus of points " \(p\) " determining functions, each of which has a united point on a given line, is a unicursal twisted quartic.

When we replace \(q\) by \(q+x q^{\prime}\) in the second form of (434), we may write
\[
\begin{equation*}
p=\left(p_{0} p_{1} p_{2} p_{3} p_{4} 久 x, 1\right)^{*}=p_{x} \tag{446}
\end{equation*}
\]
and the form of the equation establishes the proposition.
In like manner we have
\[
\begin{equation*}
t=\left(t_{0} t_{1} t_{2} t_{3} t_{4} \gamma(x, 1)^{ \pm}=t_{x} .\right. \tag{447}
\end{equation*}
\]
113. For every intersection of the line with the critical curve, the quartio breaks up. If \(x^{\prime}\) is the value of the scalar \(x\) for a point on the critical curve, \(p_{x^{\prime}}\) and \(t_{x^{\prime}}\) both vanish, or
\[
\begin{equation*}
0=\left(p_{0} p_{1} p_{2} l^{\prime} 3 l^{\prime} l^{\prime} \gamma x^{\prime}, 1\right)^{ \pm}, \quad 0=\left(t_{0} t_{1} t_{2} t_{3} t_{4}\right\rangle\left(x^{\prime}, 1\right)^{1} \tag{448}
\end{equation*}
\]

We may employ these equations to eliminate \(\rho_{t}\) and \(\iota_{t}\) from (446) and (447) ; and discarding the factor \(x-x^{\prime}\), we find
\[
\begin{equation*}
\left.p=\left(p_{0}^{\prime} p_{1}^{\prime} 1 p^{\prime} 2 p_{3}^{\prime} \gamma(x)\right)^{3}, \quad t=\left(t_{0}^{\prime} t_{1}^{\prime} t_{2}^{\prime} t_{2}^{\prime}{ }_{3}\right\rangle x 1\right)^{3} . \tag{449}
\end{equation*}
\]

The locus of \(p\) is now a twisted cubic, and the discarded factor corresponds to a line of the nature of those of Art. 109.

When the line \(1 q^{\prime}\) meets the critical curve twice, the locus is a conic and a pair of lines. If the line is a triple chord, the lucus is one line of a new type and three lines of the type already mentioned. Finally, for a quadruple chord, the quartic reduces to a point and four lines, as we shall see immediately.

But first we notice that the arguments of Art. 110 apply, so that we may write down the equation of the quartic curve whose points determine functions, each of
which has a united plane through a given line. If the line lies in one or more of the planes of the developable (442), the quartic degrades in the manner explained.
11.4. Otherwise we may say that (446) and (447) determine a system of functions \(f\left(p_{x} q\right)-t_{x} q\) which destroys the line \(q+x q^{\prime}\) point by point. Or counting unity as one function, it may be said that a five-system is required to destroy a line point by point. However, when the line intersects the critical curve once, twice, or thrice, it can be destroyed seriatim by a four-, three-, or two-system of functions. For example, in the case of triple intersection we may write
\(\mu_{x}=\mu_{0} x+p_{1}, t_{x}=t_{0} x+t_{1} ; f^{\prime}\left(p_{0} x+p_{1}, q^{\prime} x+q\right)-\left(t_{0} x+t_{1}\right)\left(q^{\prime} x+q\right)=0(t 50) ;\) and, going one step further, in the case of a yuadruple chord
\[
\begin{equation*}
f\left(p_{0}, q^{\prime} x+q\right)=t_{0}\left(q^{\prime} x+q\right) \tag{451}
\end{equation*}
\]

Thus a quadruple chord of the critical curve is a line locus of united points of a determinate function. And because the number of yuadruple chords of a curve is ('Three Dimensions,' Ar't. 274)
\[
\begin{equation*}
\frac{1}{24}\left(-m^{4}+18 m^{3}-71 m^{2}+78 m-48 m h+132 h+12 h^{2}\right) \tag{452}
\end{equation*}
\]
or 20 for \(m=10, h=25\), we learn that twenty functions of the four-system have line loci of united points-quadruple chords of the critical curve.

The formula (314) gives 80 as the order of the surface of triple chords.
115. The locus of a point which determines a function haring a united point in a given plane is a sextic surface.

The functions \(H_{p}, G_{p}\) and \(F_{p}\) being Hanilton's auxiliary functions for \(f_{p}(q)=f^{\prime}(p q)\), the relations
\[
\begin{equation*}
H_{p}(q)=t^{\prime} q ; \quad G_{p}(q)=t^{\prime \prime} q ; \quad F_{p}(q)=t^{\prime \prime \prime} q . \tag{453}
\end{equation*}
\]
are satisfied, provided \(q\) is a united point of \(f^{\prime}(p q), t^{\prime}, t^{\prime \prime}\) and \(t^{\prime \prime \prime}\) being suitable scalars.
If \(q\) lies in a given plane, these equations, with that of the given plane, afford the relations
\[
\begin{equation*}
\mathrm{S}_{q} l=0, \quad \mathrm{~S}_{q} H_{p^{\prime}}^{\prime}(l)=0, \quad \mathrm{~S}_{q} G_{p}^{\prime}(l)=0, \quad \mathrm{~S}_{q} F_{p}^{\prime}(l)=0 \tag{5}
\end{equation*}
\]
linear in \(q\) and of mders \(0,1,2\) and 3 in \(f\). Expressing that \(q\) is a common point, we have the equation of the sextic surface
\[
\begin{equation*}
\left(l, \quad H_{p^{\prime}}^{\prime}(l), \quad C_{p}^{\prime}(l), \quad F_{p^{\prime}}^{\prime}(l)\right)=0 \tag{455}
\end{equation*}
\]
116. The sextic surface has a double curve of the semeth order anstcering to peirs of united points in the plane.

If the tirst, second and third of equations ( 154 ) regarded as planes in 17 intersect in a common line, the fourth plane will also pass through that line. The condition for a common line is
\[
\begin{equation*}
u l+c H_{p}^{\prime}(l)+w C_{p}^{\prime}(l)=0 \tag{456}
\end{equation*}
\]
where \(u, v\) and \(w\) are certain scalars. Operating on this by \(f_{p}{ }_{p}\), we have by Art. 6
\[
\begin{equation*}
u\left(I^{\prime \prime \prime}\left(l^{\prime}\right)-I_{p^{\prime}}^{\prime}\right) l+v\left(I^{\prime \prime}\left(l^{\prime}\right)-\left(G_{p^{\prime}}^{\prime}\right) l+w\left(I^{\prime}\left(l^{\prime}\right)-F_{\mu^{\prime}}^{\prime}\right) l=0\right. \tag{+57}
\end{equation*}
\]
remembering (Art. 103) that \(I^{\prime \prime \prime}\left(p^{\prime}\right), I^{\prime \prime}(p), I^{\prime}\left(p^{\prime}\right)\) and \(I(p)\) are the invariants of \(f_{p^{\prime}}^{\prime}\). But this relation gives \(F_{p}^{\prime}{ }^{\prime}(l)\) linearly in terms of \(l, H_{p}{ }^{\prime}(l), G_{p}{ }^{\prime}(l)\), and therefore, as asserted, the fourth plane will also pass through the common line.

Hence it appears that (456), or its equivalent
\[
\begin{equation*}
\left[l, I_{p}^{\prime}(l), G_{p}^{\prime}(i)\right]=0 \tag{458}
\end{equation*}
\]
represents a double curve on the sextic (455) ; for if \(p\) is any point on this curve, not only will (455) be satisfied, but the equation of the tangent plane at that point will also vanish, since every set of three quaternions included in the brackets of \((455)\) is then linearly connected. The order of this curve is 7 , by Art. 64.

Moreover, (456) expresses that a united line of the function \(f_{p}^{\prime}\) passes through the point \(l\), or, reciprocally, that a united line of the function \(f_{p}\) lies in the plane \(S l l_{q}=0\).
117. The point determining the function for which the plane is a mited plane is a triple point on the sextic.

If \(p_{0}\) is this point, and if \(t_{1}, t_{2}, t_{3}\) are the roots of the function \(f\left(p_{0} q\right)\) answering to the united points in the plane, it follows from the fundamental properties of the auxiliary functions that
\[
\begin{equation*}
\Pi_{p^{\prime} 0}(l)=\Sigma t_{1} \cdot l, \quad G_{p_{0}^{\prime}}(l)=\Sigma t_{2} t_{3} \cdot l, \quad F_{p^{\prime} 0}(l)=t_{1} t_{2} t_{3} \cdot l \tag{459}
\end{equation*}
\]
and consequently the tangent plane and the polar quadric of the point \(p_{0}\) to the surface (455) vanish identically. The point is therefore a triple point.
118. It may be noticed that in terms of \(a, b, c\), any three points in the plane, the triple point is
\[
P_{0}=\left[\begin{array}{lll}
f^{\prime \prime}(l a), & f^{\prime \prime}(l b), & f^{\prime}(l c) \tag{460}
\end{array}\right]
\]
also in terms of these three points, if \(l=[a b, c]\),
\[
\begin{gather*}
H_{p^{\prime}}^{\prime}(l)=\Sigma\left[f(p a), b, c_{0}\right], \quad G_{p^{\prime}}^{\prime}(l)=\Sigma\left[a, f^{\prime}\left(\rho^{\prime}\right), f^{\prime}(p \cdot)\right] . \\
H_{p}^{\prime}(l)=\left[f(p a), f\left(p^{\prime}\right), f(p c)\right] . \tag{46i}
\end{gather*}
\]

Consequently if \(q=x a+y b+\hat{c}\), we may replace the system of equations (454) by
\[
x X+y Y+z Z=0, \quad x X_{2}+y Y_{2}+z Z_{2}=0, \quad x X_{3}+y Y_{3}+z Z_{3}=0
\]
where
\[
\begin{align*}
& X=\operatorname{Sa} H_{p}^{\prime}(l)=(a, f(p a), b, c) \\
& X_{2}=\mathrm{S}_{\mathrm{p}}\left(G_{p}^{\prime}(l)=\left(a, f(p a), f^{\prime}(p b), c\right)+(a, f(p a), b, f(p c))\right. \\
& X_{3}=\mathrm{S}_{\mathrm{p}} F_{p}^{\prime \prime}(l)=(a, f(p a), f(p b), f(p c)) \tag{463}
\end{align*}
\]
and \(Y, Y_{2}, Y_{3}\) and \(Z, Z_{2}, Z_{3}\) may be written down from symmetry.
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Moreover, when we specially select the points \(a, b, c\) as the united points of the function \(f\left(p_{0} \nmid\right)\), and when we form successive polars of \(p_{0}\) with respect to \(X, X_{2}\) and \(X_{3}\), we find (Art. 97) in terms of the latent roots \(t_{1}, t_{2}, t_{3}\) corresponding to \(a, b\) and \(c\),
\[
\begin{equation*}
\mathrm{S} p_{0} \mathrm{D} . \quad \mathrm{I}=0, \quad \mathrm{~S} p_{0} \mathrm{D} . X_{2}=\left(t_{2}+t_{3}\right) X . \quad\left(\mathrm{S} p_{0} \mathrm{D}\right)^{2} X_{3}=2 t_{2} t X_{3} \tag{464}
\end{equation*}
\]
because
\[
\begin{align*}
\mathrm{S}_{p_{0}} \mathrm{D} \cdot Y_{3} & =\left(a, f\left(p_{0} a\right), f^{\prime}(p b), f(p c)\right)+\left(a, f(p a), f\left(p_{0} b\right), f(p c)\right)+\left(a, f(p u), f(p l), f^{\prime}\left(p_{0} c\right)\right) \\
& =t_{2}(a, f(p a), b, f(p c))+t_{3}(a, f(p a), f(p b), c) \ldots \tag{465}
\end{align*}
\]
and similarly in the other cases.
Thus the equation of the sextic may be written in the form
\[
\begin{array}{lll}
X & Y & Z \\
X_{2} & Y_{2} & Z_{2}  \tag{466}\\
X_{3} & Y_{3} & Z_{3}
\end{array}=0 .
\]
and the third polar of the point \(p_{0}\) is
\[
\begin{equation*}
\left(t_{2}-t_{3}\right)\left(t_{3}-t_{1}\right)^{-}\left(t_{1}-t_{2}\right) X Y Z=0 \tag{467}
\end{equation*}
\]

Thus the tangent cone at the triple point breaks up into three planes.
In the same notation the double curve is represented by
\[
\left.\begin{array}{lll}
X & Y & Z  \tag{468}\\
X_{2} & Y_{2} & Z_{z}
\end{array} \right\rvert\,=0
\]
and forming the polars, the point \(p_{0}\) is seen to be triple and
\[
\begin{array}{ccc}
X & Y & Z  \tag{469}\\
\left(t_{2}+t_{3}\right) X, & \left(t_{3}+t_{1}\right) Y, & \left(t_{1}+t_{2}\right) Z
\end{array}=0
\]
represents the system of tangents at the triple points-the lines of intersection of the planes \(X, Y\) and \(Z\).

We may add that the equation of the cone, vertex \(p_{0}\), standing on the curve is
\[
\begin{equation*}
\left(t_{2}-t_{3}\right) X Y Z_{2}+\left(t_{3}-t_{1}\right) X Y Z_{2}+\left(t_{1}-t_{2}\right) X Y Z_{2}=0 \tag{470}
\end{equation*}
\]
119. This surface resembles a Sterner's quartic in many particulars, but it is a degraded case of the general surface
\[
\begin{equation*}
p=(x y z)^{4} . \tag{471}
\end{equation*}
\]
where \((x y z)^{4}\) is the general quaternion function of three homogeneous scalar parameters \(x, y, z\). The general surface is of the 16 th order. The Steiner quartic may be written \(p=(x y z)^{2}\), a general quaternion quadratic function of \(x, y, z\) Surfaces of this type arise from the general transformation
\[
\begin{equation*}
l^{\prime}=f^{\prime}(q, q, \ldots q) . \tag{42}
\end{equation*}
\]
of the 2 th order, being the transformations of planes.

The twisted quartics of Art. 112 correspond to the conics on the Sterner quartic. The sextic surface contains ten lines corresponding to the ten points in which the plane intersects the critical curve of the tenth order, for to every point on that curve corresponds a two-system of functions or a line in the space p (Art. 109). Again, the sextic contains an infinite number of twisted cubics corresponding to the lines in the plane which pass through one of these ten points (Art. 113) ; and it likewise contains 45 conics answering to the connectors of these points. More generally (Art. 113) a conic through five of these points transforms into a twisted cubic, and similarly for other cases.
120. When we express that the twisted cubic (449) is plane, the condition
\[
\begin{equation*}
\left(p_{0}^{\prime}, p_{1}^{\prime}, p_{2}^{\prime}, p_{3}^{\prime}\right)=0 \tag{473}
\end{equation*}
\]
is of the tenth order in ' \(q\) ' and of the sixth in \(q\), which latter point we may suppose to be ou the critical curve. This condition will then represent a cone of the tenth order of the lines through the point \(q\) which transform into plane curves in the \(p\) space. But this cone must consist in part of the cone of the ninth order containing the critical curve. The remaining part is a plane, and every line in this plane through \(q\) transforms into a plane cubic.

In particular, an arbitrary plane cuts the critical curve in ten points and intersects ten planes of the type just mentioned in lines which transform into plane cubics on the sextic surface. Here again is a point of similarity with the Steiner quartic, for the plane containing one of these cubics cuts the sextic again in another cubic.
121. Corresponding to a plane \(\left[p_{1} p_{2} p_{3}\right]\) in the \(p\) space there is a Jacobian quartic
\[
\begin{equation*}
\left(q, f\left(p_{1} q\right), \quad f\left(p_{2} q\right), \quad f\left(p_{3} q\right)\right)=0 \tag{474}
\end{equation*}
\]
in the \(y\) space, the locus of united points of functions of the three-system determined by points in the plane. All these quartics intersect in the critical curve (437).
In like manner to a line in the \(p\) space corresponds the twisted sextic curve
\[
\begin{equation*}
\left[q, f\left(p_{1} q\right), \quad f\left(p_{2} q\right)\right]=0 \tag{475}
\end{equation*}
\]
the locus of united points of a two-system.
The locus of Jacobian correspondents of points in the plane is the sextic curve
\[
\begin{equation*}
\left[f\left(p_{1} q\right), \quad f\left(p_{2} q\right), \quad f^{\prime}\left(p_{3} q\right)\right]=0 \tag{476}
\end{equation*}
\]

Now any one of these sextics is the residual of the critical curve in the intersection of a pair of Jacobian quartics, and a curve meets its residual in \(t\) points, where
\[
\begin{equation*}
r+t=m(\mu+\nu-2) . \tag{477}
\end{equation*}
\]

In particular for \(r=40, m=10, \mu=\nu=4\), we have \(t=20\); and so there are
twenty intersections, but I propose to show that these in reality correspond to ten contacts.

Take, for example, the curve ( 476 ), and let \(\eta_{1}\) be a point of intersection and take \(\mu\) to be the Jacobian correspondent of \(q\), so that \(f^{\prime}\left(p_{1}, q_{1}\right)=0\). Then the tangent to the curve at \(q_{1}\) is
\[
\begin{equation*}
\left[f^{\prime}\left(\mu_{1} q_{1}\right), \quad f\left(p_{:} q_{1}\right), \quad f^{\prime}\left(\rho^{\prime} q_{1}\right)\right]=0 \tag{4:8}
\end{equation*}
\]

But this tangent lies in the tangent planes at the same point to the system of quartics \(\left(f\left(p_{1} q\right), f\left(p_{z} q\right), f\left(p_{3} q\right), f\left(p_{+} q\right)+u q\right)=0\), where \(u\) is arbitrary, and as these quartics contain the critical curve, the sextics touch this curve where they meet it.
122. Hence, the locus of the Jacolian correspondents of points on the critical curre is a curve of the tenth degrec; for in the plane \(\left[p_{1} p_{2} \mu_{3}\right]\) there are ten points which are Jacobian correspondents of points on the critical curve.

The Jacobian quartic of the plane \(\left[p_{1} p_{2} p_{3}\right]\) contains ten lines.
The tangent plane to the Jacobian quartic at a point on the critical curve, corresponding to one of the ten points just mentioned, intersects the plane of Art. 120 in a line which transforms into a plane cubic on the sextic surface into which the tangent plane to the quartic transforms. But the quartic transforms into a tangent plane to this sextic, and therefore contains the cubic, consequently the quartic contains the line.
123. We shall now consider the orders of the surfaces and curves into which given surfaces and curves are transformed by the relation connecting \(p\) and \(q(434)\).

With an arbitrary surface \(Q=0\) in the \(q\) space is associated a complementary \(Q^{\prime}=0\), so that the points of the two surfaces compose tetrads of united points of functions of the four-system. These two surfaces, of orders \(m\) and \(m^{\prime}\) respectively, transform into a common surface of order \(n\).

An arbitrary line in the \(p\) space cuts the surface \((n)\) in \(n\) points, and to these correspond \(4 n\) points in the \(q\) space situated on a sextic curve ( 475 ). This curve cuts the surface \(Q\) in \(6 m\) points, and these are generally united points of \(6 m\) distinct finctions, because the surface Q is arbitrary. Hence \(n=6 \mathrm{~m}\).

Again, the sextic cuts the surface \(Q^{\prime}\) in \(6 n^{\prime}\) points, but these fall into triads of mited points complementary to the 6 m points. Hence \(n=\frac{1}{3} 6 \mathrm{~m}^{\prime}\); and we have the complete formula
\[
\begin{equation*}
n=6 m=2 m^{\prime} \tag{479}
\end{equation*}
\]

More generally, if the surface Q is wholly composed of sets of \(\nu\) united points,
\[
\begin{equation*}
n=\frac{6 m}{\nu}=\frac{6 m^{\prime}}{4-\nu} \tag{480}
\end{equation*}
\]

There is a case of exception for a Jacobian quartic \(\left(q, f\left(p_{1} q\right), f\left(p_{2} q\right), f\left(p_{3} q\right)\right)=0\) which transforms into a plane and not a surface of the sixth degree as (480) would sive for \(L=m=4\). But here the sextic curve cuts the quartic in \(\pm\) points and
touches it in 10 points on the critical curve (Art. 121), and the four points correspond to the intersection of the line with the plane in the \(p\) space, while to the ten points correspond lines of the type mentioned in Art. 109. We learn, therefore, that an arbitrary right line in the \(p\) space intersects ten of these lines, and that they compose a critical surface of the tenth order. This is otherwise justified from the considera. tion that an arbitrary quartic transformation converts a plane into a surface of the sixteenth order; and the fact that a plane transforms into a sextic shows that a critical surface of the tenth order has been discarded.

The equation of the complementary of the Jacobian \(J(q)=0\) will be found in Art. 127.
124. In like manner, taking an arbitrary curve in the \(q\) space of order \(M\), let its complementary be of order \(\mathrm{M}^{\prime}\), and let both transform into a curve of order N . The curve, being arbitrary, will not intersect the critical curve, and the 4 M points in which it cuts the quartic, transformed from an arbitrary plane in the \(p\) space, will correspond point for point to the N points in which the transformed curve cuts the plane. Thus \(\mathrm{N}=4 \mathrm{M}\).

Consider further the intersections of the curve and its complementary with an arbitrary surface \((m)\) and its complementary ( \(m^{\prime}\) ). The curve meets the complementary of the surface in \(\mathrm{M} m^{\prime}\) points, and the complementary of the curve meets the surface in M'm points. In general, each point of one set corresponds to one point of the other set, and the two sets compose pairs of united points. Thus \(\mathrm{Mm}^{\prime}=\mathrm{M}^{\prime} \mathrm{m}\), or \(\mathrm{M}^{\prime}=3 \mathrm{M}\) by (479) ; and accordingly we have the complete formula
\[
\begin{equation*}
\mathrm{N}=4 \mathrm{M}=\frac{4 \mathrm{M}^{\prime}}{3} \tag{481}
\end{equation*}
\]

The whole set of points of intersection of the curve and surface and their complementaries is arranged as follows:-The Mm points unite with 3 Mm of the \(\mathrm{M}^{\prime} \mathrm{m}^{\prime}\) points in Mm tetrads. The Mm' points and the \(\mathrm{M}^{\prime} m\) unite with \(2\left(\mathrm{M} m^{\prime}+\mathrm{M}^{\prime} m\right.\) ) of the \(M^{\prime} m^{\prime}\) points to form tetrads, and thus by (481) and \((479)\) all the \(M^{\prime} m^{\prime}\) points are exhausted; and there are but \(4 \mathrm{M} m\left(=\mathrm{M} m+\mathrm{M} m^{\prime}+\mathrm{M}^{\prime} m\right)\) tetrads. But the curve \((\mathrm{N})\) intersects the surface ( \(n\) ) in \(\mathrm{N} n=4 \mathrm{M} \times 6 \mathrm{~m}\) points, and consequently there remain over 20 Mm points, which are critical points on the transformed curve and surface. These points evidently must lie on the critical surface of Art. 123.

When a curve is wholly composed of pairs of united points, the order of the transformed curve is \(N=2 \mathrm{M}\), and from symmetry the order of the complementary is \(M^{\prime}=M\).

An arbitrary surface and its complementary do not intersect in a curve wholly composed of pairs of united points, though of course the curve of intersection will contain all the pairs of united points which lie on the surface. It does not seem to be easy to assign any general relation connecting the order of a curve of this nature with that of its transformed curve. Thus 7 is the order of the curve transformed from the cubic intersection of a plane with its complementary (Art. 116).
125. We may account for the curve of intersection of the pair of sextics derived from two arbitrary planes in the following manner.

Call the two planes P and \(\mathrm{P}^{\prime}\), and their complementary cubics C and \(\mathrm{C}^{\prime \prime}\). The complementary of the line \(\left(\mathrm{PP}^{\prime}\right)\) forms part of the intersection of the cubics C and \(\mathrm{C}^{\prime}\), and this curve is a cubic (481). There remains, therefore, a sextic as part of the intersection of C and \(\mathrm{C}^{\prime}\). The complementary of the cubic curve ( \(\mathrm{PC}^{\prime}\) ) is a curve of the ninth order, part being the cubic \(\left(\mathrm{P}^{\prime} \mathrm{C}\right)\), and the remaining part the residual sextic on C and \(\mathrm{C}^{\prime}\). This sextic is wholly composed of pairs of united points. The line and its complementary cubic transform into a common quartic. The cubic ( \(\mathrm{PC}^{\prime}\) ), the cubic ( \(\mathrm{P}^{\prime} \mathrm{C}^{\prime}\) ) and the residual sextic transform into a common curve of order \(3 \times 4=2 \times 6=12\) (compare the last article). Thus we can only account for a curve of order \(16(=4+12)\), and the sextics consequently intersect in a singular curve of order 20.
126. The complex of lines joining pairs of united points is of the fourth order.

If \(a\) and \(b\) are any two points on a line joining united points,
\[
\begin{equation*}
f^{\prime}(\rho, a)=x\left(b+y b, \quad f^{\prime}(\rho, b)=: a+u^{b} b\right. \tag{48:2}
\end{equation*}
\]
where \(p\) determines the function. The theory of quaternion arrays allows us to write the condition that these two equations should be simultaneously satisfied in the form*
\[
\left\{\begin{array}{lllllll}
f\left(e_{1} a\right) & f\left(e_{2} a\right) & f\left(e_{3}(a)\right. & f\left(e_{4}(t)\right. & a & b & 0  \tag{483}\\
0 \\
f\left(e_{1} b\right) & f\left(e_{2} b\right) & f\left(e_{3} b\right) & f\left(e_{4} b\right) & 0 & 0 & a
\end{array}\right]=0 .
\]
where \(e_{1}, e_{2}, e_{3}, e_{4}\) are arbitrary quaternions; and by the rules of expansion of arrays, this equation is equivalent to
\[
\begin{equation*}
\Sigma \pm\left(f\left(e_{1} a\right), f\left(e_{2} a\right), a, b\right) \quad\left(f\left(e_{3} b\right), f\left(e_{4} b\right), a, b\right)=0 \tag{484}
\end{equation*}
\]
where the signs follow the rules of determinants. As this is of the fourth order in \(c\) and \(b\), and also combinatorial with respect to both, it represents a complex of the fourth order.
127. By (433) and (434) we hare
\[
\begin{equation*}
f^{\prime}(p q)=q J(q), \quad p=F_{q}(q) \tag{485}
\end{equation*}
\]
and throughout this article we shall suppose \(p\) expressed as a quartic function of \(q\).
One root of the latent quartic of \(f(p q)\) is thus equal to \(J(q)\), so that when we substitute in the equation of that quartic (Ar't. 103 (420)), we have identically
\[
\begin{equation*}
J(q)^{\ddagger}-J(q)^{3} I^{\prime \prime \prime}(p)+. J(q)^{2} \cdot I^{\prime \prime}(p)-. J(q) I^{\prime}(p)+I(p)=0 \tag{486}
\end{equation*}
\]

\footnotetext{
* The equations of the rarious assemblages of chords of Art. 113 may also be discussed by the aid of arrays.
}
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The direct interpretation of this identity is that the transformation converts the Jacobian \(I(p)=0\) into two surfaces, one being the Jacobian \(J(q)=0\) and the other the surface of the twelfth order
\[
\begin{equation*}
J(q)^{3}-J(q)^{2} I^{\prime \prime \prime}(p)+J(q) I^{\prime \prime}(p)-I^{\prime}(p)=0 \tag{487}
\end{equation*}
\]

This surface is the locus of three of the united points of functions which have a zero latent root, the fourth united point lying on the Jacobian \(J(q)=0\).

The critical curve is triple upon this surface, and the surface meets the Jacobian again in a residual curve of the eighteenth order, which is the locus of mited points. corresponding to a double zero root.
128. Making the substitution \(s=t-J(q)\) in the latent quartic of the function \(f(p, q)\) the equation reduces to
\[
\begin{align*}
s^{4}+s^{3}(4 \cdot J(q) & \left.-I^{\prime \prime \prime}(p)\right)+s^{2}\left(6 \cdot J(q)^{2}-3 I^{\prime \prime \prime}(p) \cdot J(q)+I^{\prime \prime}(p)\right) \\
& +s\left(4 \cdot J(q)^{3}-3 I^{\prime \prime \prime}(p) \cdot J(q)^{2}+2 I^{\prime \prime}(p) \cdot J(q)-I^{\prime}(p)\right)=0 \tag{488}
\end{align*}
\]

A second root of the original quartic is equal to.\(J(q)\) if
\[
\begin{equation*}
4 \cdot J(q)^{3}-3 I^{\prime \prime \prime}(p) \cdot J(q)^{2}+2 I^{\prime \prime}(p) \cdot J(q)-I^{\prime}(p)=0 \tag{489}
\end{equation*}
\]
and this is the locus of united points which correspond to double latent roots. This surface is of the twelfth order, the critical curve is a triple curve upon it, and it meets the Jacobian in the same curves as (487).

The locus of united points corresponding to triple latent roots is the curve of intersection of this surface with the surface of the eighth order
\[
\begin{equation*}
6 \cdot J(q)^{2}-3 I^{\prime \prime \prime}(p) \cdot J(q)+I^{\prime \prime}(p)=0 \tag{490}
\end{equation*}
\]

But the critical curve is double on this surface, and accordingly it counts six times in the intersection, so that the locus of triple united points is a curve of order \(36(=8 \times 12-6 \times 10)\).
129. Further, quadruple united points are the points common to the surfaces (489), (490), and
\[
\begin{equation*}
4 . T(q)-I^{\prime \prime \prime}(p)=0 \tag{491}
\end{equation*}
\]
which do not lie upon the common critical curve.
In order to calculate the number of these quadruple points it is necessary to find the number of points common to the critical curve and the curve locus of triple points. Now \(24(=4 \times 3 \times 2)\) functions have triple zero roots, this being the number of points common to the surfaces \(I(p)=0, I^{\prime}(p)=0, l^{\prime \prime}(p)=0\) in the \(p^{\prime}\) space; and the curve locus of triple points being of the \(36^{\text {th }}\) order meets \(J(q)=0\) in 144 points. Subtracting 24, there remain 120 points on the critical curve.

The triple curve therefore intersects (491) in 24 quadruple united points, and in

120 points on the critical curve; and thus tuenty-forn functions of the system lare four equal latent roots and four coalesced united points.
130. Again, suppose that two roots of (488) are zero and that the remaining two. are equal. In this case
\[
\begin{equation*}
8 \mathrm{~J}(q)^{2}-4 \mathrm{~J}(q) \mathrm{I}^{\prime \prime \prime}\left(\rho^{\prime}\right)+4 \mathrm{l}^{\prime \prime}\left(\rho^{\prime}\right)-\mathrm{I}^{\prime \prime \prime}(p)^{3}=0 \tag{492}
\end{equation*}
\]
and this equation, combined with (489), gives a curve locus of order \(36(=8 \times 12\) \(-2 \times 3 \times 10\) ), which is the locus of united points of functions whose roots are equal. in pairs.

We have now outlined the general theory of the four-system, but in a later section some supplementary remarks will be made on this subject.
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131. The general quatratic transformation in space is represented by the equation
\[
\begin{equation*}
p=f(q q) \tag{493}
\end{equation*}
\]
in which it is obviously permissible to regard the bilinear function as permutable, or the four linear functions (409) as self-conjugate. The transformation involves 40 constants.

To a plane in the \(p\) space corresponds a quadric, or
\[
\begin{equation*}
\mathrm{S} l_{p}=0, \quad \mathrm{~S} l f(q q)=0 \tag{494}
\end{equation*}
\]
transform one into the other ; and thus to one point \(p\) correspond eight points \(q\) the intersections of three quadrics-and to one point \(q\) corresponds in general one point \(p\).

We use the word octad to denote the group of eight points corresponding to \(p\).
132. The right line \(q=a+t b\) transforms into the conic
\[
\begin{equation*}
p=f(a c t)+2 t f(a b)+t^{2} f(b b) \tag{495}
\end{equation*}
\]
and \(f(a a)\) and \(f(b b)\) are two points on the conic, while \(f(a b)\) is the pole of their chord.

The condition for the collinearity of these threa points is
\[
\begin{equation*}
[f(a a), \quad f(a b), \quad f(b b)]=0 \tag{496}
\end{equation*}
\]
and this equation may be replaced by
\[
\begin{equation*}
f(a a)+(x+y) f(a b)+x y f(b b)=0, \quad \text { or } \quad f(a+x b, a+y b)=0 \tag{497}
\end{equation*}
\]
and this expresses that the original line joins Jacobian correspondents. Thus lines joining Jacobian correspondents transform into lines.

In this case (Art. 104) of the permutable function, if
\[
\begin{equation*}
f\left(r^{\prime}\right)=0=f\left(r^{\prime} r\right) \tag{498}
\end{equation*}
\]
the points \(r\) and \(r^{\prime}\) are conjugate to every quadric of the system (494).
We may replace (498) by
\[
\begin{equation*}
f\left(r \pm t r^{\prime}, r \pm t r^{\prime}\right)=f(r)+t^{2} f\left(r^{\prime} r^{\prime}\right) \tag{499}
\end{equation*}
\]
or points harmonically conjugate to a pair of Jacobian correspondents transfurm into a single point.

Thus we may speak of the rays of the assemblage of lines represented by (496) as connectors, (1) of a pair of Jacobian correspondents, (2) of a pair of points of an octad, (3) of an infinite number of pairs of points of octads.

It is evident that when two points of an octad coincide, they unite on the Jacobian; and that every point on the Jacobian is the union of a pair of points of an octad.
133. The Jacolican correspondents transform into limiting points, sepctrating the points derived from real from those Ierived from inaginary points.

The points on the transformed connector
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\[
\begin{equation*}
p=f(w)+s f\left(r^{\prime} r^{\prime}\right) \tag{500}
\end{equation*}
\]
are transformed from the points \(1 \pm \sqrt{s} r^{\prime}\); these latter are real if \(s\) is positive; otherwise they are imaginary.

To discriminate between the outer and the inner region on the line (500), observe that the vectors from the centre of reciprocation to the limiting points are
\[
\begin{equation*}
\rho=\frac{\mathrm{Vf}(r)}{\mathrm{S} f(r)}, \quad \rho^{\prime}=\frac{\mathrm{Vf}\left(r^{\prime} r^{\prime}\right)}{\mathrm{S} f\left(r^{\prime} r^{\prime}\right)} \tag{501}
\end{equation*}
\]
and that the vector to the point \(p\) is
\[
\begin{equation*}
\mathrm{OP}=\frac{\mathrm{V} f(r r)+s \mathrm{~V} f\left(r^{\prime} r^{\prime}\right)}{\mathrm{S} f\left(r r^{\prime}\right)+s \mathrm{~S} f\left(r^{\prime} r^{\prime}\right)}=\frac{\rho \mathrm{S} f(r r)+s \rho^{\prime} \mathrm{S} f\left(r^{\prime} r^{\prime}\right)}{\mathrm{S} f(r r)+s \mathrm{~S} f\left(r^{\prime} r^{\prime}\right)} . \tag{502}
\end{equation*}
\]

The point p lies on the inner region if \(\mathrm{S} f(r)\) and \(s \mathrm{~S} f\left(r^{\prime} r^{\prime}\right)\) are of like sign ; and the inner region corresponds to real points if the points \(r\) and \(r^{\prime}\) are either both inside or both outside the quadric
\[
\begin{equation*}
\mathrm{S} f(q q)=0 \tag{503}
\end{equation*}
\]

This quadric is the locus of points projected to infinity; it may of course be imaginary, so that \(\mathrm{S} f\left(r^{\prime}\right)\) and \(\mathrm{S} f^{\prime}\left(r^{\prime} r^{\prime}\right)\) are essentially one-signed if \(r\) and \(r^{\prime}\) are real. In this case the region is always inner. If the quadric is real, the points \(r\) and \(r^{\prime}\) (if real) cannot both lie inside, for they are conjugate to it. The nature of the intersection of a line with this quadric controls the nature of the conic into which it is transformed.
134. The locus of the Jacobian correspondents of points in a plane is a sextic curve, and for the permutable function this sextic cuts an arbitrary plane in points which correspond in pairs. There are therefore three connectors in a plane.

The vertices of the triangle of connectors belong to the same octad; for if \(y_{1}\) is one vertex and \(q_{2}\) and \(q_{3}\) the points, one on each of the connectors through \(q_{1}\), which (Art. 132) belong to the same octad as \(q_{1}\), then \(q_{2}\) and \(q_{3}\) belong to a common octad, and their line is a connector-the third connector in the plane.

We may suppose the weights of the points \(q_{1}, q_{2}\) and \(q_{3}\) chosen so that the Jacobian correspondents are
\[
\begin{equation*}
\varphi_{2} \pm \psi_{3}, \quad \psi_{3} \pm \psi_{1}, \quad \psi_{1} \pm \varphi_{2} \tag{j04}
\end{equation*}
\]
the vertices of the triangle being (Art. 132) harmonically conjugate to these points in pairs.
135. Let the eight quaternions which represent points of an octad hare their weights chosen so that*
\[
\begin{equation*}
p_{0}=f\left(q_{1} q_{1}\right)=f\left(q_{2} q_{2}\right)=\& \mathrm{c} .=f\left(q_{\mathrm{s}} q_{\mathrm{s}}\right) \tag{505}
\end{equation*}
\]

\footnotetext{
* It follows from Art. 132, that this convention is the same as that made at the end of the last article.
}
and let the twenty-eight points \(f\left(q_{1} q_{2}\right)\) be denoted by
\[
\begin{equation*}
p_{12}=f\left(q_{1} q_{2}\right), \& c . \quad p_{78}=f\left(q_{7} q_{8}\right) \tag{506}
\end{equation*}
\]

It may be remarked that these relations lead to
\[
\begin{equation*}
\pm 2 \sqrt{-1} p_{12}=f\left(q_{1} \pm \sqrt{-1} q_{2}, \quad q_{1} \pm \sqrt{-1} q_{2}\right) \tag{507}
\end{equation*}
\]
so that the points (506), although real, if the points of the octad are real, have been transformed from imaginary points, and consequently do not lie in the same region (Art. 133) as the point \(p_{0}\).

The Jacobian correspondents transform into \(p_{0} \pm p_{12}, \& \mathrm{c}\).
136. A plane transforms into a Sterner's quartic.

In the notation of the last article, the plane
\[
\begin{equation*}
q=t_{1} q_{1}+t_{2} q_{2}+t_{3} q_{3} \tag{508}
\end{equation*}
\]
transforms into the surface
\[
\begin{equation*}
p=p_{0}\left(t_{1}^{2}+t_{2}^{2}+t_{3}^{2}\right)+2 p_{23} t_{2} t_{3}+2 p_{31} t_{3} t_{1}+2 p_{12} t_{1} t_{2} \tag{509}
\end{equation*}
\]
and if we write the identity connecting the five quaternions in the form
\[
\begin{equation*}
p=p_{0} w+p_{23} x+p_{31} y+p_{12} z \tag{510}
\end{equation*}
\]
comparison with (509) gives
\[
\begin{equation*}
2 x y z w=y^{2} z^{2}+z^{2} x^{2}+x^{2} y^{2} \tag{511}
\end{equation*}
\]
on elimination of the parameters \(t\). This is the scalar equation of the surface (509), and the existence of the three intersecting double lines \((y, z ; z, x\); and \(x, y)\), which characterize a STEINER's quartic, is manifest.

Evidently the three connectors transform into the double lines; and the points \(p_{0} \pm p_{23}, p_{0} \pm p_{31}, p_{0} \pm p_{12}\) separate (Art. 133) the lines into regions intersected by a pair of real and a pair of imaginary sheets of the surface.*
137. The nature of the surface into which a plane transforms may be established from purely geometrical considerations. A tangent plane to the surface transforms back into a quadric touching the plane, that is, cutting it in a pair of lines. These lines transform back into conics in the tangent plane and on the surface. One point of intersection of these conics corresponds to the point of intersection of the lines. The other three points must result from the union of pairs of points of octads, and therefore the lines must cut the sides of the triangle in points harmonically conjugate to the Jacobian correspondents. The conics consequently intersect the lines into which the three connectors transform, and these three lines must be double. In terms

\footnotetext{
* It is easy to verify this by detormining the greatest and least value of \(t_{2} t_{3}\left(t_{2}{ }^{2}+t_{3}{ }^{2}\right)^{-1}\) for real values of \(t_{2}\) and \(t_{3}\). Compare (509).
}
of the parameters, the equations of a pair of lines transforming into conics in a common plane must be
\[
\begin{equation*}
u_{1} t_{1}+u_{2} t_{2}+u_{3} i_{3}=0, \quad \frac{t_{1}}{u_{1}}+\frac{t_{2}}{u_{2}}+\frac{t_{3}}{u_{3}}=0 \tag{512}
\end{equation*}
\]
this is a consequence of the harmonic section. Two lines thus related may be said to be conjugate, and there exist four self-conjngate lines
\[
\begin{equation*}
t_{1} \pm t_{2} \pm t_{3}=0 \tag{513}
\end{equation*}
\]
any one of which transforms into a conic having ring-contact with the quartic. The planes of these four conics transform back into cones, touching the plane along the self-conjugate lines. The self-conjugate lines join triads of non-corresponding Jacobian points, such as \(q_{1}+q_{2}, q_{2}+q_{3}, q_{3}-q_{1}\).

It is easy to see that the four conics are inscribed to the faces of a tetrahedron, and that each touches the other three. Consider, for example, the conics transformed from the sides of the triangle, \(q_{2}+q_{3}, q_{3}+q_{1}, q_{1}+q_{2}\). The equation of one comic is
\[
\begin{align*}
p=f\left(q_{2}+q_{3}\right. & \left.+t\left(q_{3}+q_{1}\right), q_{2}+q_{3}+t\left(q_{3}+q_{1}\right)\right) \\
& =2\left(p_{0}+p_{23}\right)+2 t\left(p_{0}+p_{23}+p_{31}+p_{12}\right)+2 t^{2}\left(p_{0}+p_{31}\right) \tag{514}
\end{align*}
\]
and this shows that the conic passes through a limiting point on each of two of the double lines; and as the pole of the chord is symmetrical with respect to the suffixes, it is likewise the pole of corresponding chords for the conics into which the other sides of the triangle transform.

It is not difficult to prove that every line in the plane through one of the six Jacobian points transforms into a conic having a fixed tangent. The tangent for the point \(q_{1}+q_{2}\) is
\[
\begin{equation*}
p=p_{0}+p_{12}+t\left(p_{23}+p_{31}\right) \tag{515}
\end{equation*}
\]
138. Let a connector meet the Jacobian in the points \(a, a^{\prime}, b\) and \(c, a\) and \(a^{\prime}\) being correspondents so that \(f^{\prime}\left(a \alpha^{\prime}\right)=0\); let \(b^{\prime}\) and \(c^{\prime}\) be the correspondents of \(b\) and \(c\); and consider the points of an octad in the plane [ \(\left.b^{\prime}+a^{\prime}{ }^{\prime}\right]\). The two connectors aca' and \(b b^{\prime}\) in this plane intersect in the point \(b\), and as \(b\) is its own harmonic conjugate with respect to \(b\) and \(b^{\prime}\), two sides of the triangle of Art. \(13 \pm\) unite in the line \(a a^{\prime}\). Let \(b\), be the harmonic conjugate of \(b\) with respect to \(a\) and \(a^{\prime}\), then \(b\), is a vertex of the infinitely slender triangle, the remaining two being the point \(l\) counted twice. (Compare Arts. 132 and 134.)

The point \(b_{d}\), being the intersection of the connector ata' with a consecutive connector, is a focal point on the ray cas of the congruency (496) ; and similarly \(c_{6}\), the harmonic conjugate of \(c\) to \(a\) and \(a^{\prime}\), is the second focal point; and by Hamilton's theory the ray touches the focal surface at these two points.**

\footnotetext{
* This theorem of the construction of the focal points is an extension of Mr. Russeli's theorem for the congruency of lines joining corrosponding points on the Hessian of a cubic surface. R. Russell, "Geometry of Surfaces derived from Culbics," 'Proc. Roy. Irish Acad.,' rol, 5, p. 464.
}

In this case the plane transforms into the surface
\[
\begin{align*}
& p=f\left(t_{1} b+t_{2} b_{1}+t_{3} b^{\prime}, t_{1} b+t_{2} b_{1}+t_{3} b^{\prime}\right) \\
&=t_{1}^{2} f(b b)+t_{2}^{2} f\left(b_{1} b_{1}\right)+t_{3}^{2} f\left(b^{\prime} b^{\prime}\right)+2 t_{2} t_{3} f\left(b, b^{\prime}\right)+2 t_{1} t_{2} f\left(b b_{6}\right) \tag{516}
\end{align*}
\]
and if we take (as we may) \(f(b b)=f\left(b, b_{1}\right)\), the scalar equation of the surface takes the form
\[
\begin{equation*}
4 x y^{2} w=4 x^{2} z^{2}+y^{1}, \text { where } w=t_{1}^{2}+t_{2}^{2}, x=t_{3}^{2}, y=2 t_{2} t_{3}, z=2 t_{1} t_{2} \tag{517}
\end{equation*}
\]

On comparison with (511) we see that tro of the lines of the Sterner's quartic have united ; for \(x=0\) we have the line \(x, y\) counted four times.
139. By a process similar to that of Arts. 123 and 124, but much simpler, we can determine the order ( \(m^{\prime}\) ) of the complementary of a surface of order \(m\), and the order \(\left(n^{\prime}\right)\) of the surface into which both transform. The formula is
\[
\begin{equation*}
\frac{4 m}{v}=\frac{4 m^{\prime}}{8-\nu}=n . \tag{518}
\end{equation*}
\]
where \(\nu\) is the number of points of octads of which the surface is wholly composed.\% And this formula is proved without trouble, remembering that a line in the \(p\) space transforms into a twisted quartic - the intersection of two quadric surfaces.

In like mannert for a curve ( N ), its complementary ( \(\mathrm{M}^{\prime}\) ) and its transformed (N),
\[
\begin{equation*}
\frac{2 \mathrm{NI}}{\nu}=\frac{2 \mathrm{NI}}{8-\nu}=\mathrm{N} . \tag{519}
\end{equation*}
\]

Thus the complementary of a connector is a tristed cubic \(; \ddagger\) the complementary of a plane is a surface of the seventh order, which cuts the plane in the triangle of comnectors and in a quartic-probably the four lines of Art. 137.

The formulæ of this article are not directly applicable to the Jacobian, which is a critical surface of the transformation. The twisted quartic into which a line in the \(p\) space transforms, cuts the Jacobian in 16 points and does not in general touch it. For if it did the twisted quartic would have a double point. Consequently, the Jacobian transforms into a surface of the sixteenth order. Every point on the
* For the general transfommation of order \(\mu\), the relation is
\[
\frac{\mu^{2} m}{v}=\frac{\mu^{2} m^{\prime}}{\mu^{3}-v}=n
\]
\(\dagger\) For a transformation of order \(\mu\),
\[
\frac{\mu \lambda I}{v}=\frac{\mu \lambda \Gamma^{\prime}}{\mu^{3}-v}=\mathrm{N} .
\]
\(\ddagger\) For example,
\[
q=\frac{4}{\frac{4}{1}} \frac{q_{n}}{x_{n}-t_{y_{n}}}, \text { where } q_{5}=\sum_{1}^{\frac{4}{2} q_{n}}, q_{v}=\sum_{1}^{4} \frac{q_{n}}{y_{n}},
\]
is the equation of the twisted culsic through six points \(q_{1}, q_{2} \ldots q_{6}\), and it is not difficult to verify that this curve and the line \(q=q_{7}+t_{q_{b}}\) transform into a common line \(p=p_{0}+t_{i s}\) if the eight points form an octad.

Jacobian is the union of a pair of points of an octad (Art. 132), and therefore the complementary surface is composed of hexads of points of octads, and its order is consequently 24 , or six times that of the Jacobian, because the quartic cuts it in a hexad for every point of intersection with the Jacobian.
140. The complementary of the Jacobian is the focal surface of the congruency of connectors.*

When two points of a set transforming into a common point approach coincidence, they close in on the Jacobian, and simultaneously the remaining points of the set reach the complementary surface. Through any one of these remaining points two consecutive connectors pass; and therefore, by Hamilton's beautiful theory, the remaining points are focal points on the rays connecting them to the coincident points.

Every ray touches the focal surface in two points - the two focal points on the ray ; and for a quadratic transformation it cuts that surface in twenty other points. These tuenty points are harmonically conjugate in pain's to the Jacobian correspondents. For (Art. 132) the harmonic conjugate of any one of the points belongs to the same octad as that point; but the focal surface is complementary and is wholly composed of hexads of points of octads, and therefore the harmonic conjugate is also on the focal surface.
141. The focal surface of the transformed connectors is the transformed Jacobian.

On transformation the harmonic conjugates on a connector unite. In the notation of Art. 138, the point \(b\) and the focal point \(b\), unite in a focal point of the transformed connector, for through \(b\), pass two consecutive connectors which transform into consecutive connectors through \(f(b, b)\). Similarly the points \(c\) and \(c\), transform into the second focal point and the transformed Jacobian is consequently the focal surface. The twenty points of the last article transform into ten points. The Jacobian correspondents \(a\) and \(a^{\prime}\) transform into limiting points (Art. 133). Thus we have accounted for the sixteen points in which the transformed connector meets its focal surface.

The class of the trunsformed Jacobian is \(n^{\prime}=4\). In the \(p\) space draw a plane through an arbitrary line to touch the surface. This plane contains a pair of consecutive transformed comnectors, and on passing back to the \(q\) space it becomes a quadric containing consecutive intersecting connectors. This quadric is therefore a cone. The system of planes through the arbitrary line transforms into a system of quadrics through a twisted quartic, and four of these quadrics are cones. To these four cones correspond four tangent planes to the focal surface through the arbitrary line. Hence we may write down the equation of the reciprocal of the transformed Jacobian. The condition that the quadric \(\operatorname{Slf}(q q)=0\) should be a conet is

\footnotetext{
* This theorem is true for the connectors of a set of points to a coincident pair of the set for all transformations.
\(\dagger\) If \(f(q q)=\Sigma a_{1} S q f_{1} q\), then \(f^{\prime}(l q)=\Sigma f_{1 q} S\left(q_{1}\right.\).
}
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\[
\begin{equation*}
f^{\prime}(l q)=0 \tag{520}
\end{equation*}
\]
where \(r\) is the vertex, for the tangent plane \(\mathrm{S} 7 f^{\prime}\left(q^{\prime}\right)=\mathrm{S} q f^{\prime}\left(l r^{\circ}\right)=0\) must vanish identically. Hence the fourth invariant of \(f^{\prime}\left(l^{\prime}\right)\) must vanish, or
\[
\begin{equation*}
\left(f^{\prime}(l a), \quad f^{\prime}(l b), \quad f^{\prime}(l c), \quad f^{\prime}(l(l))=0\right. \tag{521}
\end{equation*}
\]
and this is the equation of the reciprocal of the surface.
Thus the transformed Jacohian is the reciprocal of a Jacobian surface, but one of less generality than those previously considered. We may replace (520) by four equations
\[
\begin{equation*}
\mathrm{S} \backslash f(r a)=0, \quad \mathrm{~S} \backslash f(r l)=0, \quad \mathrm{~S} l f(r c)=0, \quad \mathrm{~S} \backslash f(r d)=0 \tag{522}
\end{equation*}
\]
and because \(f\) is a permutable function, on replacing \(r\) by \(x a+y b+z c+w d\) and eliminating \(x, y, z\) and \(w\), we obtain the symmetrical determinant
\[
\begin{align*}
& \text { Slf(aa), Slff(ab), Slf(ac), Slf(ad) } \\
& \text { Slf( } 11 b), \quad \mathrm{S} l f(b b), \quad \mathrm{S} l f(b c), \quad \mathrm{S} l f(b d) \\
& \mathrm{S} \backslash f(a c), \quad \mathrm{S} \backslash f(b c), \quad \mathrm{S} \backslash f(c c), \quad \mathrm{S} \backslash f(c d)=0 \quad . \quad . \quad(523) .  \tag{5ニ3}\\
& \mathrm{S}|f(r d), \quad \mathrm{S}| f(b d), \quad \mathrm{S} \backslash f(c d), \quad \mathrm{S} \backslash f(d d)
\end{align*}
\]

But ('Three Dimensions,' Art. 528) a surface, whose equation is a symmetrical determinant with constituents linear in the variables, has ten double points. This accounts for the class of the surface being 16 instead of \(36\left(=4(4-1)^{2}\right)\).
In the case in which the function is self-conjugate as well as permutable, that is when \(p, q\) and \(r\) may be transposed in \(S_{p} f(q r)\) in any manner, we have the theory of the corresponding points on the Hessian of the general cubic surface
\[
\mathrm{S} q f(q q)=0
\]
and Mr. Russell's paper may be referred to for various examples.
142. The characteristics of the two congruencies are found thus. The order of the congruency of connectors is obviously \(\mu=7\), as seven comectors can be drawn from an arbitrary point to the remaining points of the octad to which the point belongs. The class is \(\nu=3\), for three connectors lie in a plane. The order of the focal surface (Art. 139) is \(\mathrm{M}=24\). Its class is \(\mathrm{N}=16\). This follows from the relation ('Three Dimensions,' Art. 510)
\[
\begin{equation*}
\mathrm{M}-\mathrm{N}=2(\mu-\nu) \tag{524}
\end{equation*}
\]
or independently by Mr. Russell's elegant method* which is applicable in this more general case.

For the transformed congruency, the order is \(\mu^{\prime}=28\) (Art. 135), the order of the focal surface is \(\mathrm{M}^{\prime}=16\), and its class is \(\mathrm{N}^{\prime}=4\) (Arts. 139, 141) ; and therefore (524) the class of the congruency is \(\nu^{\prime}=22\).

\footnotetext{
* 'Proc. Roy. Irish Acad.,' vol. 5, p. 473.
}

Consequently twenty-two connectors are generators of a quadric \(S 7 f(q q)=0\); and in particular the polar quadric of a point with respect to a cubic surface contains 22 generators joining corresponding points on the Hessian.
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\section*{143. Writing generally}
\[
\begin{equation*}
f(p q)=r \quad \text { or } \quad\{f(p q), r\}=0 \tag{525}
\end{equation*}
\]
and regarding \(r\) as a constant quaternion, a one-to-one relation is established between the points \(p\) and \(q\), so that one may be said to be the homograph of the other.

This is equivalent to three relations of the form
\[
\begin{equation*}
\mathrm{s} p f_{1 q}=0, \quad s_{p} f_{2} q=0, \quad s p f_{s q}=0 \tag{526}
\end{equation*}
\]
and accordingly the bilinear function is net utilized to its full extent, but it seems to be the most convenient instrument for investigating the subject.
144. We have generally in the notation of Arts. 107,108 ,
\[
\begin{equation*}
q I(p)=F_{p}(\cdot), \quad p^{T} T(q)=F_{q}^{\prime}(\cdot) . \tag{527}
\end{equation*}
\]
and thus the critical curves of the transformation are
\[
\begin{equation*}
F_{p}(r)=0 \quad \text { and } \quad F_{r}(r)=0 \tag{528}
\end{equation*}
\]
respectively; or (compare (437))
\(\left(\left(r, f\left(p^{u}\right), f\left(p^{\prime}\right), f\left(p^{c}\right), f\left(p^{c}\right)\right)\right)=0\) and \(\left(\left(r, f\left(a_{q}\right), f\left(b_{q}\right), f(c q), f\left(d_{q}\right)\right)\right)=0\).

These curves are sextics, and because (528) may be replaced by
\[
\left[f^{\prime \prime}\left(p r_{1}\right), f^{\prime \prime}\left(p r_{2}\right), f^{\prime \prime}\left(p r_{3}\right)\right]=0, \quad\left[f^{\prime}\left(r_{1} q\right), f^{\prime}\left(r_{2} q\right), f^{\prime}\left(r_{3} q\right)\right]=0
\]
where \(\left[r_{1} r_{2} r_{3}\right]=0\), they may be described as the locus of Jacobian correspondents of points in the plane reciprocal to the point \(r(424)\).

As in Art. 109, when a point \((q)\) is on the critical curve, its homograph is a line
\[
\begin{equation*}
p \cdot J^{\prime}(q)=t G_{q}(\cdot)+F_{q}(p), \quad F_{q}(r)=0 \tag{531}
\end{equation*}
\]
and not a point; and as in Art. 112 the homograph of a line \(q+x q^{\prime}\) is a twisted cubic
\[
\begin{equation*}
p=\left(p_{0} p_{1} p_{2} p_{3}{ }_{3} x 1\right)^{3} . \tag{532}
\end{equation*}
\]
and a line of the type (531) breaks oft the cubic for every intersection with the critical curve.

Thus, when the line is a chord of the critical curve, its homograph is also a line, so that
\[
\begin{equation*}
\left\{f^{\prime}\left(p+x p^{\prime}, q+x q^{\prime}\right), r\right\}=0 \tag{533}
\end{equation*}
\]

Symmetry shows that \(p+x p^{\prime}\) must be a chord of the second critical curve.
If the homograph of a line is pilane, it is at most a conic. For the condition of planarity (compare Art. 120)
\[
\begin{equation*}
\left(p_{0} p_{1} p_{2} p_{3}\right)=0 \tag{534}
\end{equation*}
\]
is of the sixth order in \(q\) and in \(q^{\prime}\), and this equation represents a complex of the sixth order. But this complex can include nothing except intersectors of the critical sextic, for the cone of intersectors from the arbitrary point \(q\) is of the sixth order.

The ruled surface of triple chords bas been noticed in Art. 75.
145. The homograph of a plane
\[
\begin{equation*}
\mathrm{S} l q=0 \quad \text { is } \quad \mathrm{S} l F_{p}(r)=0 \tag{535}
\end{equation*}
\]
a general cubic surface through the critical curve.
This cubic surface also passes through the sextic
\[
\begin{equation*}
F_{p}^{\prime}(l)=0 \tag{536}
\end{equation*}
\]
and it intersects the Jacobian \(I(p)=0\) in this sextic and in the critical curve. The equation of the Jacobian may be written in the forms
\[
\begin{equation*}
\mathrm{S} f_{p}^{\prime \prime}(l) F_{p}(r)=\mathrm{S} f_{j}\left(r^{\prime}\right) F_{p}^{\prime}(l)=I\left(l^{\prime}\right) \mathrm{S}\left(l^{\prime}=0\right. \tag{537}
\end{equation*}
\]
and for \(l\) and \(r\), both variable, the curves \(F_{p}(r)=0, F_{p}^{\prime}(l)=0\) generate the Jacobian in a manner analogous to the double generation of a quadric. Since the rank of the sextic is \(r=16\) (Art. 64), the two curves intersect in 14 points (477).
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146. It may be of interest to show how we can fully account for the lines on the cubic surface (535). Let the six points in which the critical curve \(F_{\eta}(r)=0\) cuts the plane \(\mathrm{Sl} q=0\) be denoted by the symbols \(1,2,3,4,5,6\); and let (12), (23), \&c., denote the fifteen connectors of these points. Further let [1], [2], .. [6] denote the six conics that can be drawn through all but one of the six points.

The curves and points represented by these 27 symbols transform into the lines on the cubic. By (531) and (533) we account for the lines and the points. In general a unicursal curve transforms into a curve of thrice the order, but for every intersection with the critical curve a line breaks off. Thus the six conics likewise transform into lines.

Any pair of these loci, which intersect in a point which is not critical, continue to intersect after transformation, and this consideration enables us to write down the full scheme of double-sixes on the cubic surface. These fall into three types:-
\[
\begin{aligned}
& \text { 1. }\left(\begin{array}{cccccc}
1 & 2 & 3 & \pm & 5 & 6 \\
{[1]} & {[0]} & {[3]} & {[4]} & {[5]} & {[6]}
\end{array}\right) . \\
& \text { II. } \quad\left(\begin{array}{cccccc}
1 & 2 & 3 & (56) & (64) & (45) \\
(23) & (31) & (12) & {[4]} & {[5]} & {[6]}
\end{array}\right) . \\
& \text { III. } \quad\left(\begin{array}{cccccc}
1 & {[1]} & (23) & (24) & (25) & (26) \\
2 & {[2]} & (13) & (14) & (15) & (16)
\end{array}\right) .
\end{aligned}
\]

In these schemes, every line represented by a symbol in one row intersects every line in the other row, except that denoted by the symbol in the same column. There are thus 36 double-sixes; one of the first type, twenty of the second, fifteen of the third.

The schemes are easily obtained by taking two non-intersecting lines, say 1 and [1], when we have
\[
\begin{aligned}
& 1 \text { intersects }(12),(13),(14),(15),(16),[2],[3],[4],[5],[6], \\
& {[1] \quad, \quad(12),(13),(14),(15),(16), 2,3,4, \quad 5,6,}
\end{aligned}
\]
and, discarding the common lines, the double-six is found. In like manner the 45 triple tangent planes belong to one or other of the types
\[
(1,[2],(12)) \quad \text { or } \quad((12),(34),(56)) .
\]
1.47. One or two relations respecting a point on a critical curve and its line homograph may be mentioned. Since the line (531) has a point for its homograph, it must be a triple chord of the sextic \(F_{p}(r)=0\). It meets this sextic in three points, \(p_{1}, p_{2}, p_{3}\), and intersects the Jacobian in a fourth point \(p_{0}\) or \(F_{q}(p)\). To the three points \(p_{1}, p_{2}, p_{3}\) correspond the three triple chords of the \(q\) sextic which pass through \(q\); and the homograph of every plane through the line \(p_{1}, p_{2}, p_{3}\) is a cubic
having \(q\) as a double point and containing the three triple chords which pass through \(q\).

The cubic homograph of any plane contains the critical sextic which counts thrice in its intersection with the octic surface of triple chords, and the remainder of the intersection consists of the six line-homographs of the critical points in the plane.

The homograph of the surface of chords of the \(p\) sextic, which meet the line \(p_{1} p_{2} p_{3}\), is the cone whose vertex is \(q\) and which contains the \(q\) sextic.

The homograph of one sextic is the surface of triple chords of the other.
One chord can be drawn to meet two non-intersecting triple chords in points not on the sextic. Its homograph is the line joining the homographs of these chords.

The locus of the points \(F_{q}(p)\), the Jacobian correspondents of points on the critical curve, is a curve of the fourteenth order. For the octic surface intersects the Jacobian in the second critical curve counted thrice, and in a residual curve of order 14.
148. Connectors of points with their homographs compose the complex of the sixth order
\[
\begin{aligned}
(f(p p), f(p q), f(q p) & , r)(f(p q), f(q p), f(q q), r) \\
& =(f(p p), f(p q), f(q q), r)(f(p p), f(q p), f(q q), \cdots)
\end{aligned}
\]
as appears on elimination of \(x, y, z\) and \(u\) from
\[
\begin{equation*}
f(x p+y q, z p+w q)=r . \tag{539}
\end{equation*}
\]

Or in other words, this is the assemblage of lines which meet their twisted cubic homographs.

The condition that two pairs of homographs should be on the same line is
\[
\begin{equation*}
((f(p p), f(p q), f(q p), f(q q), r))=0 \tag{540}
\end{equation*}
\]
for if two sets of values of \(x, y, z, w\) satisfy (539), the five quaternions included in (540) must be co-planar. Now (540) imposes two conditions on the line pq, and therefore represents a congruency of lines; and fiom the conditions implied in (540) we can select but two combinatorial functions with respect to \(p\) and \(q\). These are
\[
(f(p p), f(p q), f(q p), f(q q))=0,(f(p q), f(p q)+f(q p), f(q q), r)=0
\]
and the congruency is therefore common to two complexes of the fourth and third orders respectively. But these complexes contain the congruency
\[
\begin{equation*}
[f(p p), f(p q)+f(q p), f(q q)]=0 \tag{542}
\end{equation*}
\]
and this is foreign to the question, being, in fact, the congruency (496) of Art. 132 of connectors for the permutable function \(f(p q)+f(q p)\). When this is rejected, there remains the congruency of connectors of two pairs of homographs, and its order and
class are \(\mu=5(=4 \times 3-7), \nu=9(=4 \times 3-3)\), for the congruency (542) has heen shown to be of the seventh order and third class.

Equations (541) being supposed satisfied, they are equivalent to
\[
\begin{align*}
& u_{1} f(p p)+u_{2} f(p q)+u_{3}^{\prime} f(q p)+u_{3} f(q q)=0 \\
& v_{1} f(p p)+v_{2}(f(p q)+f(q p))+v_{3} f(q q)=r \tag{543}
\end{align*}
\]
and multiplying the first by \(t\) and adding it to the second, we find that \(t\) must satisfy the quadratic
\[
\begin{equation*}
\left(v_{2}+t u_{2}\right)\left(v_{2}+t u_{2}^{\prime}\right)=\left(v_{1}+t u_{1}\right)\left(v_{3}+t u_{3}\right) \tag{544}
\end{equation*}
\]
if the sum can be reduced to the form (539). The roots of this equation lead to the determination of the two pairs of homographs.

The bi-connectors of homographs which pass through a point are double edges of the cone of connectors of homographs, and those which lie in a plane are bi-tangents to the curve enveloped by the connectors. This appears from the forms of the equations (538) and (540).
149. The congruency of connectors of Jacobian correspondents is intimately connected with the theory of the last article.

We hare already considered the case in which the function is permutable, but matters now are much more complicated.

The congruency may be expressed by
\[
\begin{equation*}
f(p p)+u f(p q)+v f(q p)+u p f(q q)=0 . \tag{545}
\end{equation*}
\]
and it is obvious that it is included in the quartic complex, the first of (541), and it is easy to verify that it is also included in the sextic complex (538) and that no matter wheat quatemion "r" may be. Replacing wo by win ( 545 ) and substituting in the equations of these two complexes we find that either \(w=u v\), or else the lines must belong to the congruency (540). In other words, the congruency of this article is complementary to the congruency of the last as regards the two complexes. But the rays of the former congruency count double as edges of cones or as tangents in planes. Hence the order and class of the congruency under discussion are \(\mu=14(=4 \times 6-2 \times 5), \nu=6(=4 \times 6-2 \times 9)\).

These numbers are exactly double the corresponding numbers for the permutable function, and as regards the class there is no difficulty in seeing how this arises. In general there are two sextic loci of Jacobian correspondents of the points in a plane (528), and the connectors in the plane join the six points of one to the corresponding six points of the other. For the permutable function the two loci coalesce, and the number of connectors is halved.

Again, we may say that the lines of this new congruency through a point are fixced edges of the cone (538), and the lines in a plane fixed tangents to a sextic curre,
beciuse they are independent of \(r\); the lines of the former congruency are double edges and double tangents.

We proceed to determine the class of the focal surface. The equations
\[
\begin{equation*}
(p q a b)=0, \quad f(p q)=0 \tag{546}
\end{equation*}
\]
require a ray to intersect the fixed line \(a, b\). Eliminating \(p\), the equation of the locus of \(q\) is
\[
f(q q)+x f\left(a_{q}\right)+y f(b q)=0, \quad \text { or } \quad[f(q q), f(a q), f(b q)] . \quad(547) ;
\]
and this \((274)\) is a curve of order \(m=11\) and rank \(r=48\). But this curve is a complex curve consisting of the line \(a b\) and a residual which intersects it in four points on the Jacobian. The order and rank of the residual are \(m=10, r=40\), the rank being diminished by twice the number of intersections. The number (i) of tangent planes through \(a b\) to this curve minus twice the number of intersections gives the number of planes through \(u b\) containing consecutive rays. Thus the class of the focal surface is \(N=32\), and its order (524) is \(M=48\). Every one of these numbers is double the corresponding number obtained in Art. 142 for the permutable function.

For the sake of completeness we wish to show the nature of the assemblage of lines common to the complex (538) and the sacond complex (541), as we have already completely considered the lines common to the remaining two pairs. Evidently the congruency of bi-connectors belongs to these two complexes and is counted twice among their common lines. There remains an assemblage of lines of order \(\mu=3 \times 6-2 \times 5=8\), and of class \(\nu=3 \times 6-2 \times 9=0\). It is easy to prove by the method of this article that these lines join an arbitrary point to the eight correspondents of \(r\) in the quadratic transformation \(f(m p)=r\).
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150. We shall illustrate the method of quaternion arrays* by a few examples on systems of linear functions. These functions may be supposed to be of the most general kind, functions of a point in space of \(\mu\) dimensions, but we pay particular attention to the case of three dimensions.

An array of \(n\) rows and \(m\) columns vanishes if, and only if, the constituents in the rows are comnected by the same set of scalar coefficients \(x_{1}, x_{2} \ldots x_{m}\). Thus
\[
\left\{\begin{array}{ccccc}
a_{1} & a_{2} & a_{3} & \ldots & a_{m}  \tag{5+8}\\
b_{1} & b_{2} & l_{3} & \cdots & b_{m} \\
\cdot & \cdot & \cdot & & \cdot \\
\cdot & \cdot & \cdot & & \cdot \\
\cdot & \cdot & \cdot & & \cdot \\
l_{1} & l_{2} & l_{3} & \ldots & l_{m} \\
p_{1} & p_{2} & p_{3} & \ldots & p_{m} \\
\cdot & \cdot & \cdot & & \cdot \\
\cdot & \cdot & \cdot & & \cdot \\
r_{1} & r_{2} & r_{3} & \ldots & r_{m}
\end{array}\right\}=0
\]
when
\[
\begin{equation*}
\Sigma x_{s} a_{s}=0, \Sigma x_{s} b_{s}=0, \ldots \Sigma x_{s} r_{s}=0 \tag{549}
\end{equation*}
\]

It is proved in the memoir that the expansion of the array is of the form \(\dagger\)
\[
\begin{align*}
\Sigma \pm\left(a_{1} a_{2} a_{3} a_{4}\right) & \left(b_{5} b_{6} b_{7} l_{8}\right) \ldots\left(l_{4 n^{\prime}-3}, l_{4 n^{\prime}-2}, l_{4 n^{\prime}-1}, l_{4 n^{\prime}}\right) \\
& \times\left\{\begin{array}{cccc}
p_{4 n^{\prime}+1} & p_{4 n^{\prime}+2} & \cdots & p_{n \prime \prime} \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
r_{4 n^{\prime}+1} & r_{4 n^{\prime}+2} & \cdots & r_{n k}
\end{array}\right\} \cdot . . \tag{550}
\end{align*}
\]
and we take definitely \(m=4 n^{\prime}+n^{\prime \prime}\), where \(n^{\prime \prime}=0,1,2\) or 3 . The number of equivalent scalar conditions is \(4 m-n+1\) for the vanishing of a quaternion array, and \((\mu+1) m-n+1\) for an array of points in \(\mu\) dimensions.

The scalars \(x_{1}, x_{2}, \& c\)., are determined when (548) is satisfied by the system of arrays of \(m-1\) columns and \(n\) rows, of which this array
\[
\left\{\begin{array}{cccc}
x_{1} a_{1}+x_{2} a_{2}, & a_{3}, & \ldots & a_{n n}  \tag{551}\\
x_{1} b_{1}+x_{2} b_{2}, & b_{3} & b_{m} \\
\cdot & & & \\
x_{1} r_{1}+x_{22} r_{2}, & r_{3} & \ldots & r_{n}
\end{array}\right\}=0
\]
is a type.

\footnotetext{
* 'Trans. Roy. Irish Acad.,' vol. 32, pp. 17-30.
\(\dagger\) Every row must be represented in the expansion, and it may be gathered from the Memoir how to expand if one row involves only four constituents. In this case the general method fails.
}
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If all the minor arrays formed by omitting one column of (548) vanish, we take any two of these minors, and forming second minors corresponding to (551) we obtain two sets of relations (549), and so on in general.
151. In order to find the conditions that a linear function of an \(n\)-system should convert \(m\) given reighted points \(a_{1}, \ldots \alpha_{m}\) into \(m\) others, \(b_{1}, \ldots b_{m}\), we write down the array in \(m\) rows and \(n+1\) columns,
\[
\left\{\begin{array}{ccccc}
f_{1} a_{1} & f_{2} a_{1} & \cdots & f_{i} a_{1} & b_{1}  \tag{552}\\
f_{1} a_{2} & f_{2} a_{2} & \cdots & f_{n} a_{2} & b_{2} \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
f_{1} a_{n n} & f_{2} a_{n} & \cdots & f_{n} a_{n n} & b_{m}
\end{array}\right\}=0
\]
whose vanishing requires
\[
\begin{equation*}
\Sigma x_{s} f_{s} a_{t}=b_{l} . \tag{553}
\end{equation*}
\]

The vanishing of this array requires \(4 m-n\) scalar equations to be satisfied. If then \(n=4 m\), the array vamishes without restriction, and a single condition must be satisfied for the vanishing of the arrays, such as (551),
\[
\left\{\begin{array}{cccc}
x_{1} f_{1} a_{1}+b_{1} & f_{2} a_{1} & \cdots & f_{n} a_{1}  \tag{554}\\
x_{1} f_{1} a_{2}+b_{2} & f_{2} a_{2} & \cdots & f_{n} a_{2} \\
\cdot & \cdot & & \vdots \\
\cdot & \cdot & \\
x_{1} f_{1} a_{m}+b_{m} & f_{2} a_{n} & \cdots & f_{n} a_{m}
\end{array}\right\}=0, \& c \cdot
\]
and these determine the coefficients \(x\) without ambiguity.
Thus from a given 4 m -system can be found one function which shall convert \(m\) given weighted points into other given weighted points. (Compare Art. 3.)
152. When the weights are disregarded, the equations of.condition are
\[
\begin{equation*}
\Sigma x_{s} f_{s} \alpha_{1}=y_{1} b_{1}, \quad \Sigma x_{s} f_{s} a_{2}=y_{2} b_{2}, \ldots \Sigma x_{s} f_{s}^{\prime} a_{m}=y_{m} b_{m} \tag{555}
\end{equation*}
\]
and these furnish the array
of \(m+n\) columns and \(m\) rows. Its vanishing requires \(3 m-i+1\) conditions to be satisfied, and the vanishing of the minor arrays such as (551) requires a single condition if \(n=3 m+1\), and these definitely determine the function. Thus from a \((3 m+1)\)-system can be found one function which converts \(m\) points to \(m\) others when the weights are neglected. In particular, a linear transformation can be found (out of the whole sixteen-system) to convert five points into five others (Art. 3).
153. When lines are to be converted into lines, the conditions are
\[
\begin{equation*}
\Sigma x_{s} f_{s} a_{t}=y_{t} b_{t}+y_{t}^{\prime} b_{t}^{\prime} ; \quad \Sigma x_{s} f_{s} a_{t}^{\prime}=z_{t} b_{t}+z_{t}^{\prime} b_{t}^{\prime} \tag{557}
\end{equation*}
\]
and the array
\[
\left\{\begin{array}{llllllllll}
f_{1} a_{1} & f_{2} a_{1} & \cdots & f_{n}^{\prime} a_{1} & b_{1} & b_{1}^{\prime} & 0 & 0 & \ldots & 0 \tag{558}
\end{array} 0\right)
\]
of \(n+2 m\) columns and of \(2 m\) rows must vanish. The number of conditions is \(6 m-n+1\). Thus a function of a seven-system and of a thirteen-system respectively converts one and two lines into one and two others.

In like manner, when planes are to be converted into planes, the array is of \(n+3 m\) columns and of \(3 m\) rows, and requires \(9 m-n+1\) conditions for its vanishing.

In general for space of \(\mu\) dimensions a function of an \(n\)-system is completely defined if
\[
\begin{equation*}
n=\mu\left(m_{1}+2 m_{a}+3 m_{3}+\& c .\right)+1=\mu \mathrm{M}+1 \tag{559}
\end{equation*}
\]
which converts \(m_{1}\) given points, \(m_{2}\) lines, \(m_{3}\) planes, \&c., into other given points, lines and planes, \&c.
154. We shall now suppose that the array (556) does not vanish without conditions restricting the generality of the points. Let all the points except \(\epsilon_{n}\) and \(b_{m}\) be given. It is sufficient to consider the cases in which the number of conditions does not exceed three.

By the expansion (550) we have, if \(3 m-n+1=v\), so that \(\nu\) conditions must be satisfied, or if \(n=3 m-\nu+1=3(m-1)+(t-\nu)\),
\[
\begin{align*}
& \Sigma \pm\left(f_{1}^{\prime}\left(a_{1}\right),\right.\left.f_{2}\left(a_{1}\right), f_{3}\left(a_{1}\right), b_{1}\right) \\
&\left(f_{4}\left(a_{2}\right), f_{5}\left(a_{2}\right), f_{6}\left(a_{2}\right), b_{2}\right) \ldots \\
& \quad\left(f_{3 n-5}\left(a_{m-1}\right), f_{3 m-1}\left(a_{m-1}\right), f_{3 n-3}\left(a_{m-1}\right) b_{m-1}\right)  \tag{560}\\
& \times\left\{f_{3^{m-2}}\left(a_{m}\right), f_{3^{m-1}}\left(a_{n}\right) \ldots f_{3 n-v+1}\left(a_{m}\right), b_{m}\right\}=0
\end{align*}
\]

For it is obviously no use retaining any term \(\left(f_{1}\left(a_{1}\right), f_{2}\left(a_{1}\right), f_{3}\left(\alpha_{1}\right), f_{4}^{\prime}\left(\alpha_{1}\right)\right)\), in which a \(b\) does not enter, as the minor array of this term has a column of zeros and vanishes.

We thus have three types of conditions for \(v=1,2\) or 3 , and these are of the forms, the functions F being linear,
I. \(\left(\mathrm{F}_{1} a_{m}, \mathrm{~F}_{2} q_{m}, \mathrm{~F}_{3} a_{m}, b_{m}\right)=0\);
II. \(\left[\mathrm{F}_{1} a_{m}, \mathrm{~F}_{2} a_{m}, b_{m}\right]=0\);
III. \(\left\{\mathrm{F}_{1} \alpha_{m}, b_{m}\right\}=0\).

In type I, if \(a_{n n}\) is given, \(b_{n t}\) lies in a plane; and \(\alpha_{n n}\) lies on a general cubic surface if \(L_{m}\) is given.

In type II, if \(a_{m}\) is given, \(b_{n}\) may be any point on a line; and if \(b_{m}\) is given, \(a_{m}\) may be any point on a twisted cubic.

In the third case, \(\mathrm{F}_{1} a_{m}=t b_{m}\), and either point is determined if the other is given.
There is no difficulty in applying this method to the case of Art. 153. We must, however, include the case of four conditions being requisite. The last line must belong to a complex, a congruency, a ruled surface, or be one of a definite number of lines.
155. We shall now consider the critical cases when every first minor of (552) vanishes.

The minor obtained by omitting the last column expands into
\[
\begin{equation*}
\leq \pm\left(f_{1}\left(a_{1}\right), f_{2}\left(a_{1}\right), f_{3}\left(a_{1}\right), f_{4}\left(a_{1}\right)\right) \ldots\left\{f_{4 n-3}\left(a_{m n}\right), f_{4 n-2}\left(a_{n n}\right) \ldots f_{n}\left(u_{m}\right)\right\} \tag{562}
\end{equation*}
\]

Here, as in the last article, we have the types
\[
\begin{align*}
& \text { I. }\left(\mathrm{F}_{1} a_{m}, \mathrm{~F}_{2} a_{m}, \mathrm{~F}_{3}\left(a_{m}, \mathrm{~F}_{4} a_{m}\right)=0 ;\right. \\
& \text { II. }\left[\mathrm{F}_{1} a_{m}, \mathrm{~F}_{2} a_{m}, \mathrm{~F}_{3} a_{m}\right]=0 ; \\
& \text { III. }\left\{\mathrm{F}_{1} a_{m}, \mathrm{~F}_{2} a_{m}\right\}=0 ; \\
& \text { IV. } \mathrm{F} a_{m}=0 \text {. . . . . . . } \tag{563}
\end{align*}
\]
corresponding to \(n=4 m, n=4 m+1, n=4 m+2\), and \(n=4 m+3\).
New, from the nature of arrays, though it does not appear directly from the form of the expansion, these conditions are all combinatorial functions of the \(m\) points \(a\).
I. In the first place, for the type I we have for \(m=1\) the Jacobian of a foursystem. Next, for \(n=8, m=2\) we have a one-conditioned assemblage of lines of the fourth order, or a complex of the fourth order. These are the lines which can be destroyed by single functions of the system. For \(n=12, m=3,(562)\) represents a one-conditioned assemblage of planes, and these planes envelope a surface of the fourth class, and each can be destroyed by a corresponding definite function of the system.

For \(n=16, m=4\), the same equation represents a constant multiplied by the volume of the tetrahedron \(\left(a_{1} a_{2} a_{3} a_{4}\right)\) to the four th power.
II. Again, for \(n=4 m-1\), and more particularly for \(m=1\), we have the critical sextic
\[
\begin{equation*}
\left[f_{1} a f_{2}\left(b f_{3} a\right] \doteq 0\right. \tag{564}
\end{equation*}
\]
of three functions ; and for seven functions a congruency of lines common to a set of quartic complexes; while for eleven functions we have a two-conditioned assemblage of planes, or a developable of planes enveloping certain surfaces of the fourth class.
III. For \(n=4 m-2\) there is first the system of united points of \(f_{1}^{-1} f_{2}\) for a pair of functions, or \(\left\{f_{1} a, f_{2} a\right\}=0\). Secondly, a ruled surface of lines destroyed by functions of a six-system ; and thirdly, a determinate number of planes destroyed by VOL. CCI.-A.
functions of a ten-system. For a fourteen-system it requires an invariant relation to vanish.
IV. This case requires a single function to destroy a point; it gives the lines destroyed by functions of a five-system (of these there are 20, compare Art. 114) ; and it imposes a condition on a nine-system of functions, so that some function of the system may be capable of destroying a plane. For a thirteen-system an invariant relation must vanish if a critical case arises for non-coplanar points.

I calculate the order of the Kummer surface of the quartic complex for the eightsystem to be 72, and the order and class of the congruency of the double lines to be 24. The lines of this congruency would seem to be capable of being destroyed by two-systems of functions selected from the eight-system.
156. More particularly, if the line \(a b\) can be destroyed by a single function of an \(n\)-system,
and the array
\[
\begin{align*}
& \Sigma x_{1} f_{1} a=0, \quad \sum x_{1} f_{1} b=0 .  \tag{565}\\
& \left\{\begin{array}{llll}
f_{1} a & f_{2} a & \ldots & f_{n} a \\
f_{1} b & f_{2} b & \ldots & f_{n} b
\end{array}\right\}=0 . \tag{566}
\end{align*}
\]
must vanish. The number of conditions is now \(9-n\), so that from a nine-system one function can be found to destroy an arbitrary line. For \(n=8\), we have the complex
\[
\begin{equation*}
\Sigma \pm\left(f_{1} a f_{2} a f_{3} a f_{4} a\right)\left(f_{5} b f_{6} b f_{7} b f_{5} b\right)=0 \tag{567}
\end{equation*}
\]

If the plane \(a, b, c\) can be destroyed by a single function
\[
\left\{\begin{array}{ccc}
f_{1} a & f_{2} a \ldots f_{n} a  \tag{568}\\
f_{1} b & f_{2} b \ldots & f_{n} b \\
f_{1} c & f_{2} c \ldots & f_{n} c
\end{array}\right\}=0
\]
and this requires \(13-n\) conditions. For \(n=12\) we have the surface enveloped by the plane (compare the last article)
\[
\begin{equation*}
\Sigma \pm\left(f_{1} a f_{2} a f_{3} a f_{4} a\right)\left(f_{5}^{\prime} b f_{6}^{\prime} b f_{7}^{\prime} b f_{8} b\right)\left(f_{9} c f_{10} c f_{11} c f_{12}^{\prime} c\right)=0 . \tag{569}
\end{equation*}
\]
157. When a line can be destroyed point by point by functions of a tro-system selected from an \(n\)-system,
\[
\begin{equation*}
\Sigma\left(x_{1}+t y_{1}\right) f_{1}(a+t b)=0 \text {, or } \Sigma x_{1} f_{1} a=0, \Sigma x_{1} f_{1} b+\Sigma y_{1} f_{1} a=0, \Sigma y_{1} f_{1} b=0 \tag{570}
\end{equation*}
\]
and the array
must vanish, or \(13-2 n\) conditions must be satisfied when the line is arbitrary. The
functions must satisfy \(9-2 n\) conditions, as the line may be made to satisfy four. For a four-system one condition must be satisfied for the existence of a line of this nature, but for a five-system (compare Art. 114) a ruled surface of such lines exists, triple chords of a curve of the tenth order.

If the line can be destroyed by functions of a three-system we have (compare Art. 114)
\[
\begin{equation*}
\Sigma\left(x_{1}+t y_{1}+t^{2} z_{1}\right) f_{1}(a+t b)=0 . \tag{572}
\end{equation*}
\]
and the resulting array is of 4 rows and \(3 n\) columns, and vanishes if \(13-3 n\) conditions are satisfied. Finally, if the line is destroyed seriatim by functions of an included four-system, \(21-4 n\) conditions must be satisfied.

We may state that the number of conditions required to determine an \(N\)-system included in an \(n\)-system is
\[
\begin{equation*}
\mathrm{N}(n-\mathrm{N})=\mathrm{N}^{\prime}\left(n-\mathrm{N}^{\prime}\right), \quad\left(\mathrm{N}+\mathrm{N}^{\prime}=n\right) \tag{573}
\end{equation*}
\]
158. As regards the destruction of planes, a plane may be destroyed en bloc, as in (568), or line by line, or point by point. In the second case,
\[
\begin{gather*}
\Sigma\left(x_{1}+s y_{1}\right) f_{1}(a+t b+s c+s t d)=0 \\
\text { or } \quad \Sigma\left(x_{1}+s y_{1}\right) f_{1}(a+s c)=0, \Sigma\left(x_{1}+s y_{1}\right) f_{1}(b+s d)=0 \tag{574}
\end{gather*}
\]
with the condition \((a b c d)=0\).
Thus the array is
of 6 rows and \(2 n\) columns, requiring \(25-2 n\) conditions when we disregard ( \(\alpha b c d\) ) \(=0\). This is the case in which a function can destroy a hyperboloid* generator by generator. The same number of conditions must be satisfied even when the four points are supposed co-planar.

Finally, the case in which the points are destroyed seriatim gives an array of \(3 n\) columns and 6 rows, requiring \(25-3 n\) conditions for its vanishing.

From these articles we can clearly trace the way in which a Jacobian of four functions may degrade, one of the most interesting being where it breaks up into a pair of quadrics, one of which is destroyed generator by generator by a twosystem.

\footnotetext{
* In the paper on the interpretation of a quaternion as a point symbol, the equation \(q=a+t b+s c+s t d\) is considered. It represents a ruled quadric and exhibits the dual generation.
}
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159. Exactly as in quaternions we may regard the sum of a scalar and a line rector in space of \(n\) dimensions as the symbol of a weighted point.

If
\[
\begin{equation*}
q=\mathrm{S} q+\mathrm{V}_{q}=\left(1+\frac{\mathrm{V}_{q}}{\mathrm{~S}_{q}}\right) \mathrm{S}_{q}=\left(1+\mathrm{o}_{Q}\right) \mathrm{S}_{q} ; \mathrm{o}_{Q}=\frac{\mathrm{V}_{q}}{\mathrm{~S}_{q}} \tag{57C}
\end{equation*}
\]
\(q\) is the symbol of the point \(Q\) to which a weight \(S q\) is attributed.
The point represented by a sum of point symbols is the centre of mass of the weighted points, and the weight attributable to that point is the sum of the weights.

The equation
\[
\begin{equation*}
x=a+t b \tag{i}
\end{equation*}
\]
in which \(t\) is a variable scalar, is the equation of the line \(a b\).
The most general homographic divisions on two lines at and are represented by
\[
\begin{equation*}
q=a+t b, \quad q=c+t d \tag{578}
\end{equation*}
\]
in which the weights \(\mathrm{S} a, \mathrm{~S} b, \mathrm{Sc}, \mathrm{S} d\) have been suitably selected.
The equation
\[
\begin{equation*}
q=t_{1} a_{1}+t_{2} r_{2}+t_{3} a_{3} \tag{.579}
\end{equation*}
\]
represents the plane of the points \(a_{1}, a_{2}, a_{3}\); and more generally
\[
\begin{equation*}
q=t_{1} a_{1}+t_{2} a_{2}+\& c \ldots+t_{n} a_{n} \tag{580}
\end{equation*}
\]
is the equation of the \((m-1)\)-flat containing the \(m\) points \(a_{1}, a_{2} \ldots a_{n}\).
I believe it is more convenient to call generally a plane space of \(m\) dimensions an \(m\)-flat, and to retain the name plane for its ordinary signification-a two-flat.
160. In accordance with Hamiltox's notation ('Elements,' Art. 365) we propose to write
or briefly
\[
[r]_{n}=\mathrm{T}_{m}[n]_{n}+\mathrm{V}_{m-1}\left[(n]_{n}\right.
\]
as the symbol of the \((m-1)\)-flat containing the \(m\) points \(a_{1}, a_{2} \ldots a_{n,}\)

In order to justify this proposal, we observe that the array \(\left[\alpha_{1} a_{2} \ldots a_{m}\right]\) changes sign whenever two contiguous elements are transposed. It consequently vanishes whenever one element is a scalar multiple of another, or whenever any group of elements is linearly connected by scalar coefficients; and it does not vanish under any other conditions. It is equivalent to the most general one-row array that can be formed from the \(m\) symbols \(a\), because, according to the principles laid down on the subject of quaternion arrays, the general one-row array must be of the form
\[
\left\{a_{1} a_{2} \ldots a_{m}\right\}=x \mathrm{~V}_{m} \cdot \mathrm{~V} a_{1} \mathrm{~V} a_{2} \ldots \mathrm{~V} a_{m}+y \Xi \pm \mathrm{V}_{m-1} \cdot \mathrm{~V} a_{2} \mathrm{~V} a_{3} \ldots \mathrm{~V} a_{n} \mathrm{~S} a_{1} \quad \text {. (583) }
\]
and the separable parts \(V_{m}\) and \(V_{m-1}\) of \([a]_{m}\). afford all the information contained in the general array with indeterminate scalars \(x\) and \(y\).

The equation of the flat containing \(m\) points a may be written in the form
as this implies (580)
\[
\begin{equation*}
\left[q a_{1} a_{2} \tau_{3} \ldots a_{m}\right]=0 \tag{584}
\end{equation*}
\]
in which \(t_{1}, t_{2} \ldots t_{m}\) are variable scalars.
161. Returning to the relation (582)
\[
[a]_{n}=\mathrm{V}_{m}[a]_{m}+\mathrm{V}_{m-1}[a]_{m,}
\]
it is evident that \(\mathrm{V}_{m-1}[c]_{n}\) is equal to the product of a scalar and a set of \(m-1\) mutually rectangular unit vectors \(i_{2}, i_{3} \ldots i_{m}\), in the \((m-l)\)-flat containing the \(m\) points \(a_{1}, a_{2} \ldots a_{m}\). It is also apparent that \(V_{m}[c]_{m}\) is the product of a set of \(m\) mutually rectangular unit vectors in the \(m\)-flat containing the origin and the points a multiplied by a scalar. We may take this product of \(m\) vector units to be \(i_{1} i_{2} i_{3} \ldots i_{m}\). Thus we have
\[
\begin{equation*}
[a]_{n}=\left(y i_{1}-x\right) i_{2} i_{3} \ldots i_{m} \tag{585}
\end{equation*}
\]
where \(i_{s} i_{t}+i_{t} i_{s}=0, i_{s}{ }^{2}=-1\), and where \(x\) and \(y\) are certain scalars. (Compare Clifford's 'Mathematical Papers,' p. 398.)

From this we find the symbol of a definite point
\[
\begin{equation*}
\mathrm{A}_{n 2}=1+\frac{\mathrm{V}_{m-1}[c]_{m}}{\mathrm{~V}_{m}[c i]_{n}}=1-\frac{x i_{2} i_{3} \ldots i_{m}}{y i_{1} i_{2} i_{3} \ldots i_{m}}=1-\frac{x}{y i_{1}}=1+\frac{x}{y} i_{1} . \tag{586}
\end{equation*}
\]
and we verify at once that this point is a conjugate of all the points \(a\) with respect to the quadric
\[
\begin{equation*}
\mathrm{S} \cdot q^{2}=0 \tag{587}
\end{equation*}
\]
because for any one of these points we have
\[
\begin{equation*}
\mathrm{S} a_{t} \mathrm{~A}_{m}=\mathrm{S} a_{t}\left(1+\frac{\mathrm{V}_{m=1}[a]_{m}}{\mathrm{~V}_{m}[a]_{m}}\right)=\mathrm{S} a_{t}+\frac{\mathrm{V}_{m} \alpha_{t} \mathrm{~V}_{m-1}[a]_{m}}{\mathrm{~V}_{m}[a]_{m}}=\mathrm{S} a_{t}-\mathrm{S} a_{t}=0 \tag{588}
\end{equation*}
\]
as appears on reference to the equation (581).

In other words, \(A_{m}\) is the reciprocal in the \(m\)-flat which contains the origin and the points \(a\) of the \((m-1)\)-flat which contains the points \(a\).

For example, in three dimensions,
\[
\begin{equation*}
\mathrm{A}_{2}=1+\frac{V a_{2} \mathrm{~S} a_{1}-V a_{1} \mathrm{~S} a_{2}}{V V a_{1} V a_{2}} \tag{589}
\end{equation*}
\]
is the point in the plane \(0 r_{3} a_{2}\) which is reciprocal to the line \(a_{1} a_{2}\).
162. A comparison of the equations (581) and (585) shows that the \(m\) points
\[
\begin{equation*}
x+y i_{1}, i_{2}, i_{3} \ldots i_{n c} \tag{590}
\end{equation*}
\]
(of which \(i_{2}, i_{3} \ldots i_{m}\) are at infinity) may be taken as defining the ( \(m-1\) )-flat containing the points \(a\).

Hence, conversely, if \([a]_{m}\) is any function satisfying the equations of condition
\[
\begin{equation*}
[a]_{m}=\mathrm{V}_{m}[a]_{m}+\mathrm{V}_{m-1}[a]_{m} ; \quad \frac{\mathrm{V}_{m-1}[a]_{m}}{\mathrm{~V}_{m}[c]_{m}}=\mathrm{V} \cdot \frac{\mathrm{~V}_{m-1}[a]_{m n}}{\mathrm{~V}_{m n}[c t]_{m}} . \tag{591}
\end{equation*}
\]
it is the symbol of an \((m-1)\)-flat. In fact, we can reduce this function to the form (585) and the proposition is evident by (590).
163. The symbol of the flat reciprocal to [a] with respect to the auxitiary quadric (587), \(\mathrm{S} \cdot q^{2}=0\), in an \(n\)-space is
\[
\begin{equation*}
[a]_{n} \Omega \tag{592}
\end{equation*}
\]
where \(\Omega\) is the product of " \(n\) " mutually rectangular vector units in the \(n\)-space, or
\[
\begin{equation*}
\Omega=i_{1} i_{2} i_{3} \ldots i_{n} \tag{593}
\end{equation*}
\]

In fact, from (585) we obtain
\[
\begin{align*}
{[a]_{n} \Omega } & =(-)^{m-1}\left(y i_{1}-x\right) i_{1} i_{m+1} i_{m+2} \ldots i_{n}\left(i_{2} i_{3} i_{ \pm} \ldots i_{m}\right)^{2} \\
& =(-)^{2 m(m+1)}\left(y+x i_{1}\right) i_{m+1} i_{m+2} \ldots i_{n}=[a]_{n+1-m} \tag{594}
\end{align*}
\]
and \(n+1-m\) defining points of this new \((n-m)\)-flat are (590)
\[
\begin{equation*}
y+\cdots i_{1}, i_{m+1}, i_{m+2} \ldots i_{n} \tag{595}
\end{equation*}
\]

But all these points are conjugates, with respect to the auxiliary quadric, of the \(m\) points (590) ; and therefore the flat [a \(]_{m} \Omega\) is the reciprocal of the flat \([a]_{m}\).

More symbolically, we have the relations
\[
\begin{equation*}
\mathrm{V}_{m}[a]_{m} \cdot \Omega=\mathrm{V}_{n-m} \cdot[\alpha]_{n} \Omega ; \quad \mathrm{V}_{m-1}[a]_{n} \cdot \Omega=-\mathrm{V}_{n-n+1} \cdot[c]_{n} \Omega \tag{596}
\end{equation*}
\]
and in particular for three dimensions we deduce the relations
\[
\begin{equation*}
[a b]=-\left(a^{\prime} b^{\prime}\right) ; \quad(a b)=\left[\alpha^{\prime} b^{\prime}\right] . \tag{597}
\end{equation*}
\]
connecting a line and its reciprocal (compare p. 224).

For odd spaces, if
\[
n-m+1=m \quad \text { or } \quad m=\frac{1}{2}(n+1),
\]
the flat and its reciprocal, \([a]_{m}\) and \([a]_{m} \Omega\), are of the same order. This is the case for a line in three dimensions, and we recover from the general formulæ
\[
[a \bar{b}]=-\left(a^{\prime} b^{\prime}\right) ; \quad(a b)=\left[a^{\prime} b^{\prime}\right],
\]
relations which I have elsewhere given connecting the symbols of reciprocal lines.
We are now prepared with all the necessary machinery for the geometry of flats and of their reciprocals.
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The present memoir is devoted to the consideration of the differential invariants of a surface; and these are defined as the functions of the fundamental magnitudes of the surface and of quantities connected with curves upon the surface which remain unchanged in value through all changes of the variables of position on the surface. The idea of differential parameters for relations of space appears to have been introduced by Lamé; it is to Beltrami* that the earliest investigations of the corresponding quantities in the theory of surfaces are due, as well as many detailed results. \(\dagger\)

It is natural to expect that these differential invariants would belong to the general class of differential invariants which constitute LiE's important generalisation of the original theory of invariants and covariants of homogeneous forms. This association has been effected \(\ddagger\) for some classes of differential invariants by Professor ŽOraIWSKI, and he has obtained the explicit expression of several of the individual functions.

Professor Žorawski's method is used in the present memoir. In applying it, a considerable simplification proves to be possible; for it appears that, at a certain stage in the solution of the partial differential equations characteristic of the invariance, the equations which then remain unsolved can be transformed so that they become the partial differential equations of the system of concomitants of a set of simultaneous binary forms. The known results of the latter theory can therefore be used to complete the solution of the partial differential equations, and the result gives the algebraic aggregate of the differential invariants.
This memoir consists of two parts. In the first, the investigation just indicated is carried out; and the explicit expressions of the members of an aggregate, algebraically

\footnotetext{
* In his memoir, "Sulla teorica generale dei parametri differenziali," "Mem. Ace. Bologna,' 2nd Series, vol. 8 (1869), pp. 549-590, Beltrami gives a sketch of the early history of the subject.
\(\dagger\) An aecount of the theory, developed on the basis of Beltram's researehes, is given by Darboux, 'Théorie générale des surfaces,' vol. 3, pp. 193-217; he also gives referenees to Bonnet and Laguerre. \(\ddagger\) In a memoir hereafter quoted (
}

\footnotetext{
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complete up to a certain order, are obtained. In the second part, the geometric significance of the different invariants is the goal; in attaining it, some modifications are made in the aggregate, but they leave it algebraically complete.

The investigation reveals new relations among the intrinsic geometric properties of a curve upon a surface. To the order considered, four such relations exist; and their explicit expressions have been constructed.

\section*{PART I.}

\section*{Construction of the Invariants.}
1. In an interesting memoir* published in the 'Acta Mathematica,' Professor Žorawski has developed a method, outlined by Lie, \(\dagger\) and has applied it to the determination of certain properties of functions which appertain to a surface and are invariantive, alike under any transformation of the two independent variables and under any deformation of the surface that involves neither tearing nor stretching. In particular, he obtains the number of these functions of any order which are algeloraically independent of one another; he also obtains expressions for several functions of the lowest orders belonging to recognised types.

The method, and much of Professor Žorawski's analysis, can be applied to obtain the more extensive class of all the differential functions which, appertaining to a surface and to any set of curves upon the surface, are invariantive under any transformation of the two independent variables. The process, which involves the solution of complete Jacobian systems of the first order and the first degree, only gives the invariantive functions which are algebraically independent of one another ; it is not adapted to the construction of the asyzygetic aggregate. Moreover, only somie of these functions are invariantive when the surface is deformed without tearing or stretching; they can be selected by inspection, on using the fundamental theorem connected with the theory of the deformation of surfaces.

As far as possible, the notation adopted by Professor Z̆orawski is used. The analysis, preliminary to the construction of the differential equations which are characteristic of the invariance, is set out briefly; it is needed to make the process intelligible. There is some difference from Professor Žorawski's analysis, mainly (but not entirely) because a beginning is made from the consideration of relative invariants and not of absolute invariants.
2. The independent variables of position on the surface are taken to be \(x\) and \(y\). A function \(f\) of these variables and of the derivatives of any number of functions

\footnotetext{
* "Ueber Biegungsinvarianten : eine Anwendung der Lie'schen Gruppentheorie," 'Acta Math.,' rol. 16 (1892-93), pp. 1-64.
\(\dagger\) 'Math. Ann.,' vol. 24 (1884), pp. 574, 575.
}
which involve the invariables is said to be a relative invariant when, if the same function F of new independent variables X and Y and of corresponding new derivatives of the transformed functions be constructed, the relation
is satisfied, where
\[
f=\Omega^{\mu} \mathrm{F}
\]
\[
\Omega=\frac{\partial X}{\partial x} \frac{\partial Y}{\partial y}-\frac{\partial X}{\partial y} \frac{\partial Y}{\partial x} .
\]

The invariants actually considered are rational, so that \(\mu\) is an integer. The invariant is said to be absolute where \(\mu=0\).

Now it is known, by Lie's theory, that the property of invariance will be established if it is possessed for the most general infinitesimal transformation of \(x\) and \(y\); accordingly, we shall take
\[
\mathrm{X}=x+\xi(x, y) d t, \quad \mathrm{Y}=y+\eta(x, y) d t
\]
where \(\xi\) and \(\eta\) are arbitrary integral functions of \(x\) and \(y\). Derivatives with regard to \(x\) and \(y\) are required; we write
\[
u_{m n}=\frac{\partial^{m+n}}{\partial x^{n} \partial y^{n}}
\]
for all values of \(m\) and \(n\). Thus, as only the first power of \(l t\) is retained, we have
\[
\Omega=1+\left(\xi_{10}+\eta_{01}\right) d t
\]

\section*{The possible Arguments in the Invariunts.}
3. Next, we have to consider the possible arguments of a differential invariant of a surface. Broadly speaking, these may belong to one or other of three classes :-
(i) the fundamental magnitudes associated with the surface, and their derivatives of any order with respect to \(x\) and \(y\);
(ii) functions \(\phi(x, y), \psi(x, y), \ldots\) and their derivatives of any order with respect to \(x\) and \(y\);
(iii) the variables \(x\) and \(y\), and the derivatives of \(y\) of any order with regard to \(x\).

We consider them briefly in turn.
4. Firstly, as regards the fundamental magnitudes: by a known theorem, a surface is defined uniquely (save only as to position and orientation) by the three maguitudes of the first order, usually denoted by E, F, G, and the three magnitudes of the second order, denoted by L, M, N. (If only E, F, G be given, the surface is defined as above, subject also to any deformation that does not involve tearing or stretching.)

These six quantities can occur in the invariantive function required, as well as their derivatives of any order with respect to \(x\) and \(y\).

But there is a difficulty as regards the derivatives of \(\mathrm{L}, \mathrm{M}, \mathrm{N}\); for there are two relations, commonly known as the Mainardi-Codazzi equations, which express
\[
\frac{\partial \mathrm{L}}{\partial y}-\frac{\partial \mathrm{M}}{\partial x}, \quad \frac{\partial \mathrm{M}}{\partial y}-\frac{\partial \mathrm{N}}{\partial x}
\]
in terms of \(L, M, N, E, F, G\), and the first derivatives of \(E, F, G\). To avoid this difficulty, it is convenient to introduce the four fundamental magnitudes of the third order, denoted by \(P, Q, R, S\); the six first derivatives of \(L, M, N\) can be expressed in terms of \(P, Q, R, S\) linearly, together with additive combinations of \(L, M, N\) and of the first derivatives of \(\mathrm{E}, \mathrm{F}, \mathrm{G}\).

The second derivatives of \(L, M, N\) will thus be expressible in terms of the first derivatives of \(P, Q, R, S\), together with the appropriate additive combinations free from those derivatives. But again there is a difficulty as regards these ; for there are three relations, which express
\[
\frac{\partial Q}{\partial x}-\frac{\partial P}{\partial y}, \quad \frac{\partial R}{\partial x}-\frac{\partial Q}{\partial y}, \quad \frac{\partial \mathrm{~S}}{\partial x}-\frac{\partial \mathrm{R}}{\partial y}
\]
in terms of \(\mathrm{P}, \mathrm{Q}, \mathrm{R}, \mathrm{S}, \mathrm{L}, \mathrm{M}, \mathrm{N}, \mathrm{E}, \mathrm{F}, \mathrm{G}\), and the first derivatives of \(\mathrm{E}, \mathrm{F}, \mathrm{G}\). To avoid this new difficulty, it is convenient to introduce the five fundamental magnitudes of the fourth order, denoted by \(\alpha, \beta, \gamma, \delta, \epsilon\); the first derjvatives of \(P, Q, R, S\) (and therefore the second derivatives of \(L, M, N\) ) can be expressed linearly in terms of \(\alpha, \beta, \gamma, \delta, \epsilon\), together with additive combinations of \(\mathrm{P}, \mathrm{Q}, \mathrm{R}, \mathrm{S}\), \(L, M, N, E, F, G\), and the first derivatives of \(E, F, G\).

And so on, for the derivatives of successive orders of \(L, M, N\); we avoid the difficulty of linear relations among them by the introduction of the successive fundamental magnitudes. The analytical definition* of these magnitudes can be taken in the form
\[
\begin{aligned}
d s^{2} & =\mathrm{E} d x^{2}+2 \mathrm{~F} d x d y+\mathrm{G} d y^{2} \\
\frac{1}{\rho} & =\mathrm{L}\left(\frac{d x}{d s}\right)^{2}+2 \mathrm{M} \frac{d x}{d s} \frac{d y}{d s}+\mathrm{N}\left(\frac{d y}{d s}\right)^{2} \\
& =\left(\mathrm{L}, \mathrm{M}, \mathrm{~N} \boldsymbol{\mathrm { N }} \frac{d x}{d s}, \frac{d y}{d s}\right)^{2} \\
\frac{d}{d s}\left(\frac{1}{\rho}\right) & =\left(\mathrm{P}, \mathrm{Q}, \mathrm{R}, \mathrm{~S} \gamma \frac{d x}{d s}, \frac{d y}{d s}\right)^{3} \\
\frac{d^{2}}{d s^{2}}\left(\frac{1}{\rho}\right) & =\left(\alpha, \beta, \gamma, \delta, \epsilon \gamma \frac{d x}{d s}, \frac{d y}{d s}\right)^{4}
\end{aligned}
\]
where \(\rho\) is the radius of curvature of the normal section of the surface through the

\footnotetext{
* See a paper by the author, 'Messenger of Mathomatics,' vol. 32 (1903), pp. 68 at seq.; see also § 31, post.
}
tangent-line defined by \(d x: d y\), and the are derivatives are effected along the geodesic tangent.*

Accordingly, the quantities of the class under consideration that may occur are E, F, G and their derivatives up to any order, together with the fundamental magnitudes of any order above the first, but without any derivatives of these fundamental magnitudes. \(\dagger\)
5. Secondly, as regards functions \(\phi(x, y), \psi(x, y), \ldots\) and their derivatives: we do not retain the functions themselves, but only their derivatives, for the following reason. The invariantive property is usually some intrinsic geometric property connected with a curve on the surface represented by \(\phi=\) constant or zero, \(\psi=\) constant or zero, and the like. Accordingly, we retain only derivatives of these functions up to any order ; the equations of transformation will show the comection of the order of these derivatives with the order of the derivatives of \(E, F, G\) retained.
6. Thirdly, as regards \(x, y\), and the derivatives of \(y\) with respect to \(x\) up to any order: it is clear that \(x\) and \(y\) will not occur explicitly, for their presence cannot contribute any element to the factor \(\Omega\); it is also clear that they will not occur explicitly, for the further reason that their increments involve \(\xi\) and \(\eta\) but not derivatives of \(\xi\) or \(\eta\), whereas all other increments involve derivatives of \(\xi\) or \(\eta\), but neither \(\dot{\xi}\) nor \(\eta\) themselves. Further, after the retention of quantities of the second class, we shall not retain \(y^{\prime}\). For let the value of \(y^{\prime}\) belong to a curve \(\psi=0\) on the surface, so that

We know that
\[
\psi_{10}+y^{\prime} \psi_{01}=0
\]
\[
\frac{\mathrm{E} \psi_{01}^{2}-2 \mathrm{~F} \psi_{01} \psi_{10}+\mathrm{G} \psi_{10}^{2}}{\mathrm{EG}-\mathrm{F}^{2}}=\mathrm{I}
\]
where \(I\) is an absolute invariant; if then we have a differential invariant involving \(y^{\prime}\), we turn it into one involving \(\psi_{10}\) and \(\psi_{01}\), by writing
\[
y^{\prime}=-\frac{\psi_{10}}{\psi_{01}}
\]
while if we have one involving \(\psi_{10}\) and \(\psi_{01}\), we turn it into one involving \(y^{\prime}\), by writing
\[
\frac{\psi_{01}}{\mathrm{I}}=\frac{\psi_{10}}{y^{\prime}}=\left\{\frac{\mathrm{EG}-\mathrm{F}^{2}}{\mathrm{E}+2 \mathrm{~F} y^{\prime}+\mathrm{G} y^{\prime 2}}\right\}^{\frac{1}{2}}
\]

It would therefore be unnecessary to retain \(y^{\prime}\), when we retain first derivatives of any number of functions in an eallier class.

Similarly, it can be shown to be unnecessary to retain \(y^{\prime \prime}\), when we retain second derivatives of any number of functions in an earlier class; and so for other derivatives of \(y\) with respect to \(x\).

\footnotetext{
* See § 31, post.
\(\dagger\) It will appear that the introduction of these magnitudes not merely avoids the difficulty ats regards the derivatives of \(\mathrm{L}, \mathrm{M}, \mathrm{N}\), but also secures a substantial simplification of the expressions of the differential invariants,
}

Hence we retain none of the third class of possible magnitudes. But after the reasons adduced, we should only be justified in dropping \(y^{\prime}\) from the set of magnitudes when it was otherwise required, if we associated the first derivatives of the appropriate function \(\psi\) with the functions already retained; or in dropping \(y^{\prime \prime}\), if we associated the second derivatives of \(\psi\) with the functions already retained; and so for the other derivatives of \(y\). (An example occurs later in \(\S 24\).)

Note.-In calculations subsidiary to the determination of the geometric significance, it is found necessary to use the relations involving the derivatives of \(L, M, N, P, Q, R, S\); it may therefore be convenient to give their explicit expressions.* They are :--
\[
\left.\begin{array}{rl}
\mathrm{P} & =\mathrm{L}_{10}-2(\mathrm{~L} \mathrm{\Gamma}+\mathrm{M} \Delta) \\
\mathrm{Q} & =\mathrm{L}_{01}-2\left(\mathrm{~L} \mathrm{\Gamma}+\mathrm{M} \Delta^{\prime}\right) \\
& =\mathrm{M}_{10}-\left(\mathrm{L} \mathrm{\Gamma}^{\prime}+M \Delta^{\prime}\right) \\
R & -(M \Gamma+N \Delta) \\
R & =M_{01}-\left(L \Gamma^{\prime \prime}+M \Delta^{\prime \prime}\right) \\
& =\mathrm{N}_{10} \\
S & -\left(M \Gamma^{\prime}+N \Delta^{\prime}\right) \\
S & -2\left(M \Gamma^{\prime}+N \Delta^{\prime}\right) \\
& \\
& -2\left(M \Gamma^{\prime \prime}+N \Delta^{\prime \prime}\right)
\end{array}\right\}
\]
where
\[
\left.\left.\begin{array}{l}
2 \mathrm{~V}^{2} \Gamma=\mathrm{GE}_{10}-\mathrm{F}\left(2 \mathrm{~F}_{10}-\mathrm{E}_{01}\right) \\
2 \mathrm{~V}^{2} \Gamma^{\prime}=\mathrm{GE}_{01}-\mathrm{FG}_{10} \\
2 \mathrm{~V}^{2} \Gamma^{\prime \prime}=\mathrm{G}\left(2 \mathrm{~F}_{01}-\mathrm{G}_{10}\right)-\mathrm{FG}_{01}
\end{array}\right\}, \begin{array}{l}
2 \mathrm{~V}^{2} \Delta=\mathrm{E}\left(2 \mathrm{~F}_{10}-\mathrm{E}_{01}\right)-\mathrm{FE}_{10} \\
2 \mathrm{~V}^{2} \Delta^{\prime}=E \mathrm{EG}_{10}-\mathrm{FE}_{01} \\
2 \mathrm{~V}^{2} \Delta^{\prime \prime}=\mathrm{EG}_{01}-\mathrm{F}\left(2 \mathrm{~F}_{01}-\mathrm{G}_{10}\right)
\end{array}\right\} ;
\]
and
\[
\left.\begin{array}{rlr}
a & =\mathrm{P}_{10}-3(\mathrm{P} \mathrm{\Gamma}+\mathrm{Q} \Delta) & \\
\beta & =\mathrm{P}_{01}-3\left(\mathrm{P} \mathrm{\Gamma}^{\prime}+\mathrm{Q} \Delta^{\prime}\right) & -\frac{3}{2} \frac{\mathrm{~T}^{2}}{\mathrm{~V}^{2}}(\mathrm{FL}-\mathrm{EM}) \\
& =\mathrm{Q}_{10}-\left(\mathrm{P} \mathrm{\Gamma}^{\prime}+\mathrm{Q} \Delta^{\prime}\right)-2(\mathrm{Q} \mathrm{\Gamma}+\mathrm{R} \Delta)+\frac{1}{2} \frac{\mathrm{~T}^{2}}{\mathrm{~V}^{2}}(\mathrm{FL}-\mathrm{EM}) \\
\gamma & =\mathrm{Q}_{01}-\left(\mathrm{P} \mathrm{\Gamma}^{\prime \prime}+\mathrm{Q} \Delta^{\prime \prime}\right)-2\left(\mathrm{Q} \Gamma^{\prime}+\mathrm{R} \Delta^{\prime}\right)-\frac{1}{2} \frac{\mathrm{~T}^{2}}{\mathrm{~V}^{2}}(\mathrm{GL}-\mathrm{EN}) \\
& =\mathrm{R}_{10}-2\left(\mathrm{Q} \mathrm{\Gamma}^{\prime}+\mathrm{R} \Delta^{\prime}\right)-(\mathrm{R} \mathrm{\Gamma}+\mathrm{S} \Delta)+\frac{1}{2} \frac{\mathrm{~T}^{2}}{\mathrm{~V}^{2}}(\mathrm{GL}-\mathrm{EN}) \\
\delta & =\mathrm{R}_{01}-2\left(\mathrm{Q} \mathrm{\Gamma}^{\prime \prime}+\mathrm{R} \Delta^{\prime \prime}\right)-\left(\mathrm{R} \mathrm{\Gamma}^{\prime}+\mathrm{S} \Delta^{\prime}\right)-\frac{1}{2} \frac{\mathrm{~T}^{2}}{\mathrm{~V}^{2}}(\mathrm{GM}-\mathrm{FN}) \\
& =\mathrm{S}_{10}-3\left(\mathrm{R} \mathrm{\Gamma}^{\prime}+\mathrm{S} \Delta^{\prime}\right) & +\frac{3}{2} \frac{\mathrm{~T}^{2}}{\mathrm{~V}^{2}}(\mathrm{GM}-\mathrm{FN}) \\
\epsilon & =\mathrm{S}_{01}-3\left(\mathrm{R} \mathrm{\Gamma}^{\prime \prime}+\mathrm{S} \Delta^{\prime \prime}\right) &
\end{array}\right\}
\]
where \(T^{2}=L N-M^{2}\).

\footnotetext{
* They are quoted from the author's paper, mentioned in st.
}

\section*{Increments of the Arguments.}
7. We now require the increments of the various arguments, corresponding to the increments of \(x\) and \(\%\) We denote by \(E^{\prime}, F^{\prime}, \ldots\) the same functions of \(X\) and \(Y\) as \(\mathrm{E}, \mathrm{F}, \ldots\) are of \(x\) and \(y\); thus, if \(d \mathrm{E}\) be the increment of E , we have
\[
\mathrm{E}^{\prime}=\mathrm{E}+d \mathrm{E} ;
\]
and so for the other magnitudes.
Since the relation
\[
\mathrm{E} d x^{2}+2 \mathrm{~F} d x d y+\mathrm{G} d y^{2}=\mathrm{E}^{\prime} d \mathrm{X}^{2}+2 \mathrm{~F}^{\prime} d \mathrm{X} d \mathrm{Y}+\mathrm{G}^{\prime} d \mathrm{Y}^{2}
\]
holds for all values of \(d x\) and \(d y\), we have
\[
\begin{aligned}
\mathrm{E} & =\mathrm{E}^{\prime}\left(\frac{\partial \mathrm{X}}{\partial x}\right)^{2}+2 \mathrm{~F}^{\prime} \frac{\partial \mathrm{X}}{\partial x} \frac{\partial \mathrm{Y}}{\partial x}+\mathrm{G}^{\prime}\left(\frac{\partial \mathrm{Y}}{\partial x}\right)^{2} \\
& =\mathrm{E}^{\prime}\left(1+2 \xi_{10} d t\right)+2 \mathrm{~F}^{\prime} \eta_{10} d t \\
\mathrm{~F} & =\mathrm{E}^{\prime} \frac{\partial \mathrm{X}}{\partial x} \frac{\partial \mathrm{X}}{\partial y}+\mathrm{F}^{\prime}\left(\frac{\partial \mathrm{X}}{\partial x} \frac{\partial \mathrm{Y}}{\partial y}+\frac{\partial \mathrm{X}}{\partial y} \frac{\partial \mathrm{Y}}{\partial x}\right)+\mathrm{G} \frac{\partial \mathrm{Y}}{\partial x} \frac{\partial \mathrm{Y}}{\partial y} \\
& =\mathrm{E}^{\prime} \xi_{01} d t+\mathrm{F}^{\prime}\left(1+\xi_{10} d t+\eta_{01} d t\right)+\mathrm{G}^{\prime} \eta_{10} d t \\
\mathrm{G} & =\mathrm{E}^{\prime}\left(\frac{\partial \mathrm{X}}{\partial y}\right)^{2}+2 \mathrm{~F}^{\prime} \frac{\partial \mathrm{X}}{\partial y} \frac{\partial \mathrm{Y}}{\partial y}+\mathrm{G}^{\prime}\left(\frac{\partial \mathrm{Y}}{\partial y}\right)^{2} \\
& =2 \mathrm{~F}^{\prime} \xi_{01} d t+\mathrm{G}^{\prime}\left(1+2 \eta_{01} d t\right) .
\end{aligned}
\]

We thus have
\[
-d \mathrm{E}=\left(2 \mathrm{E}^{\prime} \xi_{10}+2 \mathrm{~F}^{\prime} \eta_{10}\right) d t
\]

Now, the differences between E and \(\mathrm{E}^{\prime}, \mathrm{F}\) and \(\mathrm{F}^{\prime}\), are small quantities of the order \(d t\); hence, when we are retaining only small quantities of the order \(d t\) on the right hand side, we can replace \(\mathrm{E}^{\prime}, \mathrm{F}^{\prime}, \mathrm{G}^{\prime}\) by \(\mathrm{E}, \mathrm{F}, \mathrm{G}\) respectively; and we find
\[
\left.\begin{array}{rl}
-\frac{d \mathrm{E}}{d t} & =2 \mathrm{E} \xi_{10}+ \\
-\frac{d \mathrm{~F}}{d t} & =\mathrm{E} \xi_{01}+\mathrm{F} \xi_{10}+\mathrm{F} \eta_{01}+2 \mathrm{G} \eta_{10} \\
-\frac{d \mathrm{G}}{d t} & =2 \mathrm{~F} \xi_{01} \\
+2 \mathrm{G} \eta_{01}
\end{array}\right\}
\]

Similarly, the relation
\[
\mathrm{L} d x^{2}+2 \mathrm{M} d x d y+\mathrm{N} d y^{2}=\frac{d s^{2}}{\rho}=\mathrm{L}^{\prime} d \mathrm{X}^{2}+2 \mathrm{M}^{\prime} d \mathrm{X} d \mathrm{Y}+\mathrm{N}^{\prime} d \mathrm{Y}^{2}
\]
holds for all values of \(d . x\) and \(d y\); so that the laws of transformation for \(\mathrm{L}, \mathrm{M}, \mathrm{N}\) are the same as for E, F, G. Hence
\[
\left.\begin{array}{ll}
-\frac{d \mathrm{~L}}{\lambda t}= & 2 \mathrm{~L} \xi_{10}+ \\
-\frac{d \mathrm{M}}{d t}= & \mathrm{L} \xi_{01}+\mathrm{M} \xi_{10}+\mathrm{M} \eta_{10}+\mathrm{N} \eta_{10} \\
-\frac{d \mathrm{~N}}{d t} & =2 \mathrm{M} \xi_{01} \\
+2 \mathrm{~N} \eta_{01}
\end{array}\right\}
\]

Using the relation
\[
\left(\mathrm{P}, \mathrm{Q}, \mathrm{R}, \mathrm{~S}^{\prime}(d x, d y)^{3}=d s^{3} \cdot \frac{d}{d s}\binom{1}{\rho}=\left(\mathrm{P}^{\prime}, \mathrm{Q}^{\prime}, \mathrm{R}^{\prime}, \mathrm{s}^{\prime} \chi(\mathrm{X}, d \mathrm{Y})^{3}\right.\right.
\]
in the same way, we find
\[
\left.\begin{array}{lc}
-\frac{d \mathrm{P}}{d t}= & +3 \mathrm{P} \xi_{10} \\
-\frac{d \mathrm{Q}}{d t}= & +\mathrm{P} \xi_{10}+2 \mathrm{Q} \xi_{10}+\mathrm{Q} \eta_{01}+2 \mathrm{R} \eta_{10} \\
-\frac{d \mathrm{R}}{d t}=2 Q \xi_{01}+\mathrm{R} \xi_{10}+2 \mathrm{R} \eta_{101}+\mathrm{S} \eta_{10} \\
-\frac{d \mathrm{~S}}{d t}=3 \mathrm{R} \xi_{01} & +3 S \eta_{01}
\end{array}\right\}
\]

Using the relation
\[
(a, \beta, \gamma, \delta, \epsilon \chi d x, d y)^{1}=d s^{4} \cdot \frac{d^{2}}{d s^{2}}\binom{1}{\rho}=\left(\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}, \delta^{\prime}, \epsilon^{\prime} \chi^{\prime} d \mathrm{X}, d \mathrm{Y}\right)^{\prime}
\]
similarly, we find
\[
\left.\begin{array}{l}
-\frac{d \alpha}{d t}=+4 x \xi_{10} \\
-\frac{d \beta}{d \beta}=\alpha \xi_{01}+3 \beta \xi_{10}+\beta \eta_{01}+3 \gamma \eta_{10} \\
-\frac{d t}{} \\
-\frac{d \gamma}{d t}=2 \beta \xi_{01}+2 \gamma \xi_{10}+2 \gamma \eta_{01}+2 \delta \eta_{10} \\
-\frac{d \delta}{d t}=3 \gamma \xi_{01}+\delta \xi_{10}+3 \delta \eta_{01}+\epsilon \eta_{10} \\
-\frac{d \epsilon}{d t}=4 \delta \xi_{01} \quad+4 \epsilon \eta_{01}
\end{array}\right\} .
\]

And so for the increments of the other fundamental magnitudes.
8. The increments of the derivatives of \(\mathrm{E}, \mathrm{F}, \mathrm{G}\) are required; they can be obtained by the following method, differing from that which is adopted by Professor Žorawski. Let \(x\) and ? become \(x+h\) and \(y+k\) respectively, and let the consequent new values of X and Y be \(\mathrm{X}+\mathrm{H}, \mathrm{Y}+\mathrm{K}\); then
\[
\mathrm{H}=(\mathrm{X}+\mathrm{H})-\mathrm{H}=h+\{\xi(x+h, y+k)-\xi(x, y)\} d t=h+\mathrm{A} d t
\]
where
\[
\mathrm{A}=\sum_{i=0} \sum_{s=0}^{\prime} \xi_{s,} \frac{h^{r} k^{s}}{r!s!}
\]
and \(\Sigma^{\prime}\) implies that \(r\) and \(s\) may not be zero together.
Similarly
\[
\mathrm{K}=k+\mathrm{B} d t
\]
where
\[
\mathrm{B}=\sum_{r=0, ~} \sum^{\prime}=0, \eta_{i s} \frac{h^{r} k^{s}}{\cdot!s!}
\]
with the same signification for \(\Sigma^{\prime}\) as before; and thus, for all values of \(p\) and \(q\), we have
\[
\mathrm{H}^{p} \mathrm{~K}^{q}=h^{p} k^{q}+\left(p h^{p-1} k^{q} \mathrm{~A}+q^{p} k^{q-1} \mathrm{~B}\right) d t
\]

Now, as the relation
\[
\mathrm{E}=\mathrm{E}^{\prime}\left(1+2 \xi_{10} d t\right)+2 \mathrm{~F}^{\prime} \eta_{10} d t
\]
holds for all values of \(x\) and \(y\), it follows that
\[
\begin{aligned}
\mathrm{E}(x+h, y+k)= & \mathrm{E}(\mathrm{X}+\mathrm{H}, \mathrm{Y}+\mathrm{K})\left\{1+2 \xi_{10}(x+h, y+k) d t\right\} \\
& +2 \mathrm{~F}(\mathrm{X}+\mathrm{H}, \mathrm{Y}+\mathrm{K}) \eta_{10}(x+h, y+k) d t
\end{aligned}
\]

Let both sides be expanded in powers of \(h\) and \(k\); then \(\frac{\mathrm{E}_{m, n}}{m!n!}=\) coefficient of \(h^{m} k^{n}\) in the expansion of
\[
\begin{aligned}
& {\left[\sum_{p=0} \sum_{q=0} \frac{\mathrm{E}_{p q}^{\prime}}{p!q!}\left\{h^{p} k^{q}+\left(p^{p h-1} k^{q} \mathrm{~A}+q^{p} k^{q-1} \mathrm{~B}\right) d t\right\}\right]\left[1+2 \sum_{r=0} \sum_{s=0} \xi_{k+1, s} \frac{h^{\prime} h^{s}}{r!s!} d t\right]} \\
& +2\left[\sum_{p=0} \Sigma_{q=0} \frac{\mathrm{~F}_{p q y}^{\prime}}{p!q!}\left\{h^{p} k^{q}+\left(p h^{p-1} k^{\prime} \mathrm{A}+q^{p} k^{q-1} \mathrm{~B}\right) d t\right\}\right]\left[\sum_{r=0}^{\leq} \sum_{s=0} \eta_{i+1, s} \frac{h^{r} k^{s}}{r!s!} d t\right] .
\end{aligned}
\]

Remembering that the first power of \(d t\) alone is to be retained, we find this coefficient to be
\[
\begin{aligned}
& \frac{\mathrm{E}_{m n n}^{\prime}}{m!n!} \\
& \quad+\Sigma \Sigma \Sigma^{\prime} \frac{1}{(m-r+1)!(n-s)!r!s!}(m-r+1) \xi_{r s} \mathrm{E}_{m-r+1, n-s}^{\prime} d t \\
& \quad+2 \Sigma \Sigma \frac{1}{(m-r)!(n-s)!r!s!} \xi_{r+1, s} \mathrm{E}_{m-r, n-s}^{\prime} d t \\
& \quad+\Sigma \Sigma^{\prime} \frac{1}{(m-r)!(n-s+1)!r!s!}(n-s+1) \eta_{r s} \mathrm{E}_{m-r, n-s+1}^{\prime} d t \\
& \quad+2 \Sigma \Sigma \frac{1}{(m-r)!(n-s)!r!s!} \eta_{r+1, s} \mathrm{~F}_{m-r, n-s}^{\prime} d t
\end{aligned}
\]
the first summation \(\Sigma \Sigma^{\prime}\) does not occur if \(r=m+1\), the second summation \(\Sigma \Sigma^{\prime}\) does
VOL. CCI.-A.
not occur if \(s=n+1\), and in neither of them may \(r\) and \(s\) vanish together. Writing
\[
\begin{gathered}
\binom{m}{r}=\frac{m!}{(m-r)!n!}, \quad\binom{n}{s}=\frac{n!}{(n-s)!s!}, \\
\mathrm{E}_{\min }^{\prime}=\mathrm{E}_{m a n}+d \mathrm{E}_{a n},
\end{gathered}
\]
we have
\[
\begin{aligned}
-\frac{d \mathrm{E}_{m n}}{d t}= & \sum_{r=0}^{m} \sum_{s=0}^{n}\binom{m}{r}\binom{n}{s} \xi_{r s} \mathrm{E}_{m-r+3, n-s}^{\prime} \\
& +2 \sum_{r=0}^{m} \sum_{s=0}^{n}\binom{m}{r}\binom{n}{s} \xi_{r+1, s} \mathrm{E}_{m-r, n-s}^{\prime} \\
& +\sum_{r=0}^{m} \sum_{s=0}^{n}\binom{m}{r}\binom{n}{s} \eta_{r s} \mathrm{E}_{m-r, n-s+1}^{\prime} \\
& +2 \sum_{r=0}^{m} \sum_{s=0}^{n}\binom{m}{r}\binom{n}{s} \eta_{r+1, s} \mathrm{~F}_{m-r, n-s}^{\prime}
\end{aligned}
\]

Proceeding similarly from the expressions for \(F\) and \(G\), we find
\[
\begin{aligned}
&-\frac{d \mathrm{~F}_{m n}}{d t}= \sum_{r=0}^{m} \sum_{s=0}^{n}\binom{m}{r}\binom{n}{s} \xi_{r, s+1} \mathrm{E}_{m-r ; n-s}^{\prime} \\
&+\sum_{r=0}^{m} \sum_{s=0}^{n} \sum_{m}^{\prime}\binom{n}{r}\binom{n}{s} \xi_{r s} \mathrm{~F}_{m-r+1, n-s}^{\prime} \\
&+\sum_{r=0}^{m} \sum_{s=0}^{n}\binom{m}{r}\binom{n}{s} \eta_{r s} \mathrm{~F}_{m-r, n-s+1}^{\prime} \\
&+\sum_{r=0}^{m} \sum_{s=0}^{n}\binom{m}{r}\binom{n}{s}\left(\xi_{r+1, s}+\eta_{r, s+1}\right) \mathrm{F}^{\prime} \\
&+\sum_{r=0}^{m} \sum_{s=0}^{n}\binom{m}{r}\binom{n}{s} \eta_{r+1, n-s} \\
& \mathrm{Q}_{m-r, n-s}^{\prime}
\end{aligned}
\]
and
\[
\begin{aligned}
& -\frac{d \mathrm{G}_{w, n}}{d t}=2 \sum_{r=0}^{m} \sum_{s=0}^{n}\binom{m}{r}\binom{n}{s} \xi_{r, s+1} \mathrm{~F}^{\prime}{ }_{m-r, n-s} \\
& +2 \sum_{i=0}^{m} \sum_{s=0}^{n}\binom{m}{r}\binom{n}{s} \eta_{i, s+1} \mathrm{G}_{1, n-r, n-*}^{\prime} \\
& +\sum_{r=0}^{m \sum_{s=0}^{\prime}}\binom{m}{r}\binom{n}{s} \xi_{i=1} \mathrm{G}_{m-r+3, n-s}^{\prime} \\
& +\sum_{r=0}^{m=} \Sigma_{s=0}^{n}\binom{m}{r}\binom{n}{s} \eta_{i s} \mathrm{G}_{m-r, n-s+1}^{\prime} .
\end{aligned}
\]

Note.-As we now have the first increment of the quantities \(\mathrm{E}_{\text {man }}, \mathrm{F}_{m a}, \mathrm{G}_{\text {win }}\), and as the second increments are not required, the quantities \(\mathrm{E}^{\prime}, \mathrm{F}^{\prime}, \mathrm{G}^{\prime}\) on the right-hand sides can be replaced by \(\mathrm{E}, \mathrm{F}, \mathrm{G}\), without affecting the values of the first increments.
9. In particular, we have

10. We require expressions for the increments of the derivatives of functions such as \(\phi(x, y), \psi(x, y), \ldots\); for this purpose, we proceed as before. We have
\[
\phi(x+h, y+h)=\phi^{\prime}(\mathrm{X}+\mathrm{H}, \mathrm{Y}+\mathrm{K})
\]
and therefore
\[
\begin{aligned}
& \frac{\phi_{m n}}{m!n!}=\text { coefficient of } h^{m} l^{\prime \prime} \text { in expansion of } \phi(\mathrm{X}+\mathrm{H}, \mathrm{Y}+\mathrm{K}) \\
& =\cdots \cdot \cdot \cdot \cdot \sum_{p} \sum_{q} \frac{\phi_{p q}^{\prime}}{p!q!} \mathrm{H}^{\mu} \mathrm{K}^{\prime \prime} \\
& =\cdots \cdot \cdot \cdot \sum_{p} \sum_{q!} \phi_{p q}^{\prime}\left\{h^{p} k^{\prime \prime}+\left(p k^{\rho-1} / k^{2} \mathrm{~A}+q h^{p} k^{2-1} \mathrm{~B}\right) d t\right\} \\
& =\phi_{m!n!}^{\prime}+\mathrm{U} d t,
\end{aligned}
\]
where U is the coefficient of \(h^{m} k^{n}\) in
\[
=\Sigma \geq \frac{\phi_{p q}^{\prime}}{p!q!}\left(p h^{p-1} k^{c} \mathrm{~A}+q h^{p} k^{\prime-1} \mathrm{~B}\right)
\]
that is, in
\[
\sum_{p} \sum_{q} \pm \sum_{s} \frac{\phi_{p q}^{\prime}}{p!q!\eta!s!}\left(p h^{r+p-1} k^{q+s} \xi_{r s}+q h^{r+p} k^{2+s-1} \eta_{r s}\right)
\]
where in the summation \(r\) and \(s\) do not vanish together and, if either \(p\) or \(q\) be zero, the corresponding term ceases to occur.

Writing
\[
\phi_{m n n}^{\prime}=\phi_{m n n}+d \phi_{m n},
\]
we have
\[
-\frac{d \phi_{m n}}{d t}=\sum_{,=0}^{m=0} \sum_{s=0}^{n}\binom{m}{r}\binom{n}{s}\left\{\phi_{m+1-r, n-s}^{\prime} \xi_{r s}+\phi_{m-r, n+1-s}^{\prime} \eta_{r s}\right\}
\]
which gives the required increments for derivatives of a function \(\phi\). Similarly of course for the increments of the derivatives of all functions similar to \(\phi\).

Note.-Just as in the expressions for the increments of the various derivatives of E, F, G, we can replace, in the expressions for the increments of the various derivatives of a function \(\phi\), the various quantities \(\phi_{\mu \nu}^{\prime}\) on the right-hand sides by \(\phi_{\mu v}\) without affecting the values of the first increments. As before, second increments are not needed for our purpose.
1.1. In particular, we have
\[
\left.\begin{array}{rl}
-\frac{d \phi_{10}}{d t}= & \phi_{10} \xi_{10}+\phi_{01} \eta_{10} \\
-\frac{d \phi_{01}}{d t}= & \phi_{10} \xi_{01}+\phi_{01} \eta_{01}
\end{array}\right\} ;
\]
12. A comparison of the expressions of the increments of the derivatives of \(\mathrm{E}, \mathrm{F}, \mathrm{G}\) on the one hand, and those of the derivatives of a typical function \(\phi\) on the other, leads to one immediate inference as to the arguments that enter into the composition of a differential invariant. Suppose that such an invariant is required to involve derivatives of a function \(\phi\) up to order \(M\) in \(x\) and \(y\) combined; the increments of these derivatives involve (among others) the quantities
\[
\xi_{\mathrm{M} 0}, \quad \xi_{\mathrm{M1}}, \ldots, \quad \xi_{0 \mathrm{x1}} ; \quad \eta_{\mathrm{M} 0}, \quad \eta_{\mathrm{M1}}, \ldots, \eta_{\mathrm{OX}}
\]

The invariantive property requires that the terms involving these quantities must (if they do not balance one another) be balanced by other terms involving these same quantities ; and therefore derivatives of \(\mathrm{E}, \mathrm{F}, \mathrm{G}\) up to order \(\mathrm{M}-1\) in \(x\) and \(y\) combined must occur. And conversely.

In particular, if derivatives of \(\phi\) of the third order occur in an invariantive function, it must contain derivatives of E, F, G of the second order.

The Differential Equations Defining the Invariants.
13. The invariantive property is used, exactly as in Professor Žorawski's application of Lie's method, to obtain partial differential equations of the first order satisfied bv any invariantive function. We proceed from an equation such as
\[
f^{\prime \prime}=\Omega^{-\mu} f ;
\]
we substitute, in each of the arguments such as \(u\) ', where
\[
u^{\prime}=u+d t \cdot \frac{d u}{d t}
\]
the proper value of \(\frac{d u}{d t}\) obtained above for the various arguments; we also write
\[
\Omega=1+\left(\xi_{10}+\eta_{01}\right) d t
\]
and then, according to Lie's theory, we equate the coefficient of dt on the tro sides. The functions \(\xi\) and \(\eta\) are arbitrary; and therefore, in this new equation, the coefficients of the various derivatives of \(\xi\) and \(\eta\) on the two sides are equal. We thus obtain a number of partial differential equations of the first order satisfied by \(f\). The construction of the form of \(f\) depends upon the manipulation of the equations.
14. The whole process will be sufficiently illustrated in its details if we construct the algebraically independent aggregate of differential invariants which involve derivatives of two functions \(\phi\) and \(\psi\) up to the third order inclusive. In order to take full account of the increments of such derivatives, it is desirable and necessary to retain derivatives of \(\mathrm{E}, \mathrm{F}, \mathrm{G}\) up to the second order and, in place of the derivatives of \(L, M, N\) of that order, to retain the fundamental magnitudes of the second, the third, and the fourth orders. Thus the invariantive function inrolves some or all of the quantities
\[
\begin{aligned}
& \mathrm{E}, \mathrm{E}_{10}, \mathrm{E}_{01}, \mathrm{E}_{20}, \mathrm{E}_{11}, \mathrm{E}_{02} ; \\
& \mathrm{F}, \mathrm{~F}_{13}, \mathrm{~F}_{01}, \mathrm{~F}_{20}, \mathrm{~F}_{11}, \mathrm{~F}_{02} ; \\
& \mathrm{G}, \mathrm{G}_{10}, \mathrm{G}_{01}, \mathrm{G}_{20}, \mathrm{G}_{11}, \mathrm{G}_{02} ; \\
& \mathrm{L}, \mathrm{M}, \mathrm{~N} ; \\
& \mathrm{P}, \mathrm{Q}, \mathrm{R}, \mathrm{~S} ; \\
& \alpha, \beta, \gamma, \delta, \epsilon ; \\
& \phi_{10}, \phi_{01}, \phi_{20}, \phi_{11}, \phi_{02}, \phi_{30}, \phi_{21}, \phi_{12}, \phi_{03} ; \\
& \psi_{10}, \psi_{01}, \psi_{20}, \psi_{11}, \psi_{02}, \psi_{30}, \psi_{21}, \psi_{12}, \psi_{03}
\end{aligned}
\]

Denoting any one of these arguments by \(u\), the invariantive property gives
that is,
\[
f\left(\ldots, u^{\prime}, \ldots\right)=\Omega^{-\mu} f(\ldots, u, \ldots)
\]
\[
f\left(\ldots, u+\frac{d u}{d t} d t, \ldots\right)=\left\{1+\left(\xi_{10}+\eta_{10}\right) d t\right\}^{-\mu} f(\ldots, u, \ldots)
\]
and therefore
\[
{\underset{v}{v}}^{\Sigma} \frac{\partial f}{\partial u} \frac{d u}{d t}=-\mu\left(\xi_{10}+\eta_{10}\right) f
\]

\footnotetext{
* The form of the results indicates the form of the results when more than two functions occur. Moreorer, if more than two functions of the type of \(\phi\) and \(\psi\) he considered, they are comected hy an identical relation.
}

Substituting for \(\frac{d u}{d t}\) the respective values for the respective arguments, and equating the coefficients of the various derivatives of \(\xi\) and \(\eta\), we have the reruisite partial differential equations. They are :-
\(\mu f=\mathrm{F} \frac{\partial f}{\partial \mathrm{~F}}+2 \mathrm{G} \frac{\partial f}{\partial \mathrm{G}}+\mathrm{M} \frac{\partial f}{\partial \mathrm{M}}+2 \mathrm{~N} \frac{\partial f}{\partial \mathrm{~N}}+\mathrm{Q} \frac{\partial f}{\partial \mathrm{Q}}+2 \mathrm{R} \frac{\partial f}{\partial \mathrm{R}}+3 \mathrm{~S} \frac{\partial f}{\partial \mathrm{~S}}\)
\[
+\beta \frac{\partial f}{\partial \beta}+2 \gamma \frac{\partial f}{\partial \gamma}+3 \delta \frac{\partial f}{\partial \delta}+4 \epsilon \frac{\partial f}{\partial \epsilon}
\]
\[
+\phi_{01} \frac{\partial f}{\partial \dot{\phi}_{01}}+\phi_{11} \frac{\partial f}{\partial \phi_{11}}+2 \phi_{12} \frac{\partial f}{\partial \phi_{12}}+\phi_{21} \frac{\partial f}{\partial \phi_{21}}+2 \phi_{12} \frac{\partial f}{\partial \dot{\phi}_{12}}+3 \phi_{03} \frac{\partial f}{\partial \phi_{03}}
\]
\[
+\psi_{01} \frac{\partial f}{\partial \psi_{01}}+\psi_{11} \frac{\partial f}{\partial \psi_{11}}+2 \psi_{02} \frac{\partial f}{\partial \psi_{02}}+\psi_{21} \frac{\partial f}{\partial \psi_{21}}+2 \psi_{12} \frac{\partial f}{\partial \psi_{12}}+3 \psi_{03} \frac{\partial f}{\partial \psi_{03}} . \quad\left(I_{2}\right),
\]
which come from the coefficients of \(\xi_{10,} \eta_{01}\) respectively;
\[
\begin{aligned}
& +\mathrm{E}_{01} \frac{\partial \dot{\partial}}{\partial \mathrm{E}_{01}}+\mathrm{E}_{11} \frac{\partial f}{\partial \mathrm{E}_{11}}+2 \mathrm{E}_{02} \partial \mathrm{E}_{02} \\
& +\mathrm{F}_{10} \frac{\partial \dot{f}}{\partial \mathrm{~F}_{10}}+2 \mathrm{~F}_{01} \frac{\partial \dot{\mathrm{~F}}}{\partial 1}+\mathrm{F}_{20}{\underset{\mathrm{~F}}{20}}^{\partial f}+2 \mathrm{~F}_{11} \partial \dot{\mathrm{~F}}_{11}+3 \mathrm{~F}_{02} \partial \dot{\mathrm{~F}}_{10} \\
& +2 G_{10} \frac{\partial f}{\partial \mathrm{G}_{10}}+3 \mathrm{G}_{01} \frac{\partial f}{\partial \mathrm{G}_{01}}+2 \mathrm{G}_{20} \frac{\partial f}{\partial \dot{G}_{2 n}}+3 \mathrm{G}_{11} \frac{\partial f}{\partial \mathrm{G}_{11}}+4 \mathrm{G}_{02} \frac{\partial f}{\partial \dot{G}_{01}}
\end{aligned}
\]
\[
\begin{aligned}
& \mu f=2 \mathrm{E} \frac{\partial f}{\partial \mathrm{E}}+\mathrm{F} \frac{\partial f}{\partial \mathrm{~F}}+2 \mathrm{~L} \frac{\partial f}{\partial \mathrm{~L}}+\mathrm{M} \frac{\partial f}{\partial \mathrm{M}}+3 \mathrm{P} \frac{\partial f}{\partial \mathrm{P}}+2 \mathrm{Q} \frac{\partial f}{\partial \mathrm{Q}}+\mathrm{R} \frac{\partial f}{\partial \mathrm{R}} \\
& +4 \mu \frac{\partial f}{\partial \mu}+3 \beta \frac{\partial f}{\partial \beta}+2 \gamma \frac{\partial f}{\partial \gamma}+\delta \frac{\partial f}{\partial \delta}
\end{aligned}
\]
\[
\begin{align*}
& +2 \mathrm{~F}_{10} \frac{\partial f}{\partial \mathrm{~F}_{10}}+\mathrm{F}_{01} \frac{\partial f}{\partial \mathrm{~F}_{01}}+3 \mathrm{~F}_{20} \frac{\partial f}{\partial \mathrm{~F}_{20}}+2 \mathrm{~F}_{11} \partial \dot{\mathrm{~F}}_{11}+\mathrm{F}_{02} \frac{\partial f}{\partial \mathrm{~F}_{02}} \\
& +G_{10} \frac{\partial f}{\partial G_{10}^{\prime}} \quad+2 G_{20} \frac{\partial f}{\partial G_{20}}+G_{11} \frac{\partial f^{\prime}}{\partial G_{11}} \\
& +\phi_{10} \frac{\partial f}{\partial \phi_{10}}+2 \phi_{20} \frac{\partial f}{\partial \phi_{20}}+\phi_{11} \frac{\partial f}{\partial \dot{\phi}_{11}}+3 \phi_{30} \frac{\partial f}{\partial \phi_{30}}+2 \phi_{21} \frac{\partial f}{\partial \phi_{21}}+\phi_{12} \frac{\partial f}{\partial \phi_{12}} \\
& +\psi_{10} \frac{\partial f}{\partial \psi_{10}}+2 \psi_{20} \frac{\partial f}{\partial \psi_{20}}+\psi_{11} \frac{\partial f}{\partial \psi_{11}}+3 \psi_{30} \frac{\partial f}{\partial \psi_{30}}+2 \psi_{21} \frac{\partial f}{\partial \psi_{21}}+\psi_{12} \frac{\partial f}{\partial \psi_{12}} . \tag{1}
\end{align*}
\]
\[
\begin{align*}
& \mathrm{F} \frac{\partial f}{\partial \mathrm{~F}}+2 \mathrm{~F} \frac{\partial f}{\partial \mathrm{G}}+\mathrm{L} \frac{\partial f}{\partial \mathrm{M}}+2 \mathrm{M} \frac{\partial f}{\partial \mathrm{~N}}+\mathrm{P} \frac{\partial f}{\partial \mathrm{Q}}+2 \mathrm{Q} \frac{\partial f}{\partial \mathrm{R}}+3 \mathrm{R} \frac{\partial f}{\partial \mathrm{~S}} \\
& +\alpha \frac{\partial f}{\partial \beta}+2 \beta \frac{\partial f}{\partial y}+3 \gamma \frac{\partial f}{\partial \delta}+4 \delta \frac{\partial f}{\partial \epsilon} \\
& +\mathrm{E}_{111} \frac{\partial f}{\partial \dot{\mathrm{~F}}_{101}}+\mathrm{E}_{26} \frac{\partial f}{\partial \dot{\mathrm{E}}_{11}}+2 \mathrm{E}_{41}{ }_{\partial \dot{\mathrm{E}}_{02}}^{\partial f} \\
& +\mathrm{E}_{10} \frac{\partial f}{\partial \dot{\mathrm{~F}}_{10}}+\left(\mathrm{E}_{01}+\mathrm{F}_{10}\right) \frac{\partial f}{\partial \mathrm{~F}_{01}}+\mathrm{E}_{20} \frac{\partial f}{\partial \mathrm{~F}_{20}}+\left(\mathrm{E}_{11}+\mathrm{F}_{20}\right) \frac{\partial f}{\partial \dot{\mathrm{~F}}_{11}}+\left(\mathrm{F}_{11}+2 \mathrm{~F}_{11}\right) \frac{\partial \dot{f}}{\partial \dot{\mathrm{~F}}_{02}} \\
& +2 \mathrm{~F}_{10} \frac{\partial \dot{f}}{\partial \dot{G}_{10}}+\left(\mathrm{G}_{10}+2 \mathrm{~F}_{01}\right) \frac{\partial f}{\partial \dot{\mathrm{G}}_{01}}+2 \mathrm{~F}_{20} \frac{\partial f}{\partial \dot{\mathrm{G}}_{20}}+\left(\mathrm{G}_{20}+2 \mathrm{~F}_{11}\right) \frac{\partial \dot{f}}{\partial \dot{\mathrm{G}}_{11}}+\left(2 \mathrm{~F}_{10}+2 \mathrm{G}_{11}\right) \frac{\partial \dot{f}}{\partial \dot{\mathrm{G}}_{102}} \\
& +\phi_{10} \frac{\partial f}{\partial \phi_{01}}+\phi_{20} \frac{\partial f}{\partial \phi_{17}}+2 \phi_{11} \frac{\partial f}{\partial \phi_{12}}+\phi_{30} \frac{\hat{c}}{\partial \dot{\phi}_{21}}+2 \phi_{21} \frac{\partial f}{\partial \dot{\phi}_{12}}+3 \phi_{12} \frac{\partial f^{\prime}}{\partial \phi_{13,}} \\
& +\psi_{10} \frac{\partial f}{\partial \psi_{01}}+\psi_{20} \frac{\partial f}{\partial \psi_{11}}+2 \psi_{11} \frac{\partial f}{\partial \psi_{12}}+\psi_{30} \frac{\partial f}{\partial \psi_{21}}+2 \psi_{21} \frac{\partial f}{\partial \psi_{12}}+3 \psi_{10} \frac{\partial f}{\partial \psi_{113}}=0 .  \tag{3}\\
& 2 \mathrm{~F} \frac{\partial f}{\partial \mathrm{E}}+\mathrm{G} \frac{\partial f}{\partial \mathrm{~F}}+2 \mathrm{M} \frac{\partial f}{\partial \mathrm{~L}}+\mathrm{N} \frac{\partial f}{\partial \mathrm{M}}+3 \mathrm{Q} \frac{\partial f}{\partial \mathrm{P}}+2 \mathrm{R} \frac{\partial f}{\partial \mathrm{Q}}+\mathrm{S} \frac{\partial f}{\partial \mathrm{R}} \\
& +4 \beta \frac{\partial f}{\partial \alpha}+3 \gamma \frac{\partial f}{\partial \beta}+2 \delta \frac{\partial f}{i \gamma}+\epsilon \frac{\partial f}{\partial \delta} \\
& +\left(\mathrm{E}_{01}+2 \mathrm{~F}_{10}\right) \frac{\partial f}{\partial \mathrm{E}_{10}}+2 \mathrm{~F}_{01} \frac{\partial f}{\partial \mathrm{E}_{01}}+\left(2 \mathrm{E}_{11}+2 \mathrm{~F}_{20}\right) \partial \dot{\mathrm{E}}_{20}+\left(\mathrm{E}_{02}+2 \mathrm{~F}_{11}\right) \frac{\partial f}{\partial \mathrm{E}_{11}}+2 \mathrm{~F}_{01} \partial \frac{\partial f}{\partial \mathrm{E}_{02}} \\
& +\left(\mathrm{F}_{01}+\mathrm{G}_{10}\right) \frac{\partial f}{\partial \mathrm{~F}_{10}}+\mathrm{G}_{01} \frac{\partial f}{\partial \mathrm{~F}_{01}}+\left(2 \mathrm{~F}_{11}+\mathrm{G}_{20}\right) \frac{\partial f}{\partial \mathrm{~F}_{20}}+\left(\mathrm{F}_{02}+\mathrm{G}_{11}\right) \frac{\partial f}{\partial \mathrm{~F}_{11}}+\mathrm{G}_{02} \frac{\partial f}{\mathrm{~F}_{02}} \\
& +\mathrm{G}_{01} \frac{\partial f}{\partial \dot{G}_{10}}+2 \mathrm{G}_{11} \frac{\partial \dot{f}}{\partial \dot{G}_{20}}+\mathrm{G}_{02} \frac{\partial \dot{f}}{\partial \mathrm{G}_{11}} \\
& +\phi_{112} \frac{\partial f}{\partial \phi_{11}}+2 \phi_{11} \frac{\partial f^{\prime}}{\partial \phi_{211}}+\phi_{12} \frac{\partial f}{\partial \phi_{11}}+3 \phi_{21} \frac{\partial f}{\partial \phi_{30}}+2 \phi_{12} \frac{\partial f^{\prime}}{\partial \phi_{21}}+\phi_{03} \frac{\partial f^{\prime}}{\partial \phi_{12}} \\
& +\psi_{01} \frac{\partial f^{\prime}}{\partial \psi_{10}}+2 \psi_{11} \frac{\partial f^{\prime}}{\partial \psi_{20}}+\psi_{02} \frac{\partial f}{\partial \psi_{11}}+3 \psi_{21} \frac{\partial \dot{f}}{\partial \psi_{30}}+\psi_{12} \frac{\partial f^{\prime}}{\partial \psi_{21}}+\psi_{03} \frac{\partial f^{\circ}}{\partial \psi_{12}}=0 \tag{4}
\end{align*}
\]
which come from the coefficients of \(\xi_{01}, \eta_{10}\) respectively ;
\[
\begin{align*}
& 2 \mathrm{E} \frac{\partial f^{\prime}}{\partial \mathrm{E}_{10}}+5 \mathrm{E}_{10} \frac{\partial f^{\prime}}{\partial \mathrm{E}_{20}}+2 \mathrm{E}_{101} \frac{\partial f}{\partial \mathrm{E}_{11}} \\
& +\mathrm{F} \frac{\partial f}{\partial \mathrm{~F}_{10}}+3 \mathrm{~F}_{10} \frac{\partial f^{\prime}}{\partial \mathrm{F}_{20}}+\mathrm{F}_{01} \frac{\partial f}{\partial \mathrm{~F}_{11}} \\
& \\
& \quad+\mathrm{G}_{10} \frac{\partial f^{\prime}}{\partial \mathrm{G}_{20}}  \tag{1}\\
& +\phi_{10} \frac{\partial f}{\partial \phi_{20}}+3 \phi_{20} \frac{\partial f}{\partial \phi_{30}}+\phi_{11} \frac{\partial f}{\partial \phi_{21}}+\psi_{10} \frac{\partial f}{\partial \psi_{20}}+3 \psi_{20} \frac{\partial f}{\partial \psi_{30}}+\psi_{11} \frac{\partial f}{\partial \psi_{21}}=0 .
\end{align*}
\]
\[
\begin{aligned}
& 2 \mathrm{E} \frac{\partial f}{\partial \dot{\mathrm{E}}_{01}}+3 \mathrm{E}_{10} \frac{\partial f}{\partial \mathrm{~F}_{11}}+4 \mathrm{E}_{01} \frac{\partial f}{\partial \mathrm{E}_{02}} \\
& +\mathrm{E} \frac{\partial f}{\partial \mathrm{~F}_{10}}+\mathrm{F} \frac{\partial f}{\partial \mathrm{~F}_{01}}+2 \mathrm{E}_{10} \frac{\partial f}{\partial \mathrm{~F}_{20}}+\left(\mathrm{E}_{01}+2 \mathrm{~F}_{10}\right) \frac{\partial f}{\partial \mathrm{~F}_{11}}+2 \mathrm{~F}_{11} \frac{\partial f}{\partial \mathrm{~F}_{02}} \\
& +2 \mathrm{~F} \frac{\partial f}{\partial \dot{\mathrm{G}}_{10}}+4 \mathrm{~F}_{10} \frac{\partial f}{\partial \dot{\mathrm{G}}_{20}}+\left(2 \mathrm{~F}_{01}+\mathrm{G}_{10}\right) \frac{\partial f}{\partial \mathrm{G}_{11}} \\
& +\phi_{10} \frac{\partial \dot{f}^{\prime}}{\partial \dot{\phi}_{11}}+2 \phi_{21} \frac{\partial f}{\partial \dot{\phi}_{21}}+2 \phi_{11} \frac{\partial f}{\partial \dot{\phi}_{12}}+\psi_{10} \frac{\partial f}{\partial \psi_{11}}+2 \psi_{20} \frac{\partial f}{\partial \psi_{21}}+2 \psi_{11} \frac{\partial f}{\partial \psi_{12}}=0 .
\end{aligned}
\]
\[
\mathrm{E}_{10} \frac{\partial f}{\partial \mathrm{E}_{02}}
\]
\[
+\mathrm{E} \frac{\partial \dot{f}}{\partial \mathrm{~F}_{01}}+\mathrm{E}_{10} \frac{\partial f}{\partial \mathrm{~F}_{11}}+\left(2 \mathrm{E}_{01}+\mathrm{F}_{10}\right) \frac{\partial \dot{f}}{\partial \mathrm{~F}_{02}}
\]
\[
+2 \mathrm{~F} \frac{\partial f}{\partial \dot{G}_{01}}+2 \mathrm{~F}_{10} \frac{\partial f}{\partial \dot{\mathrm{G}}_{11}}+\left(\mathrm{G}_{10}+4 \mathrm{~F}_{01}\right) \frac{\partial f}{\partial \dot{\mathrm{G}}_{02}}
\]
\[
\begin{equation*}
+\phi_{10} \frac{\partial f}{\partial \dot{\phi}_{02}}+\phi_{20} \frac{\partial f}{\partial \phi_{12}}+3 \phi_{11} \frac{\partial f^{\prime}}{\partial \phi_{03}}+\psi_{10} \frac{\partial f}{\partial \psi_{02}}+\psi_{20} \frac{\partial f}{\partial \psi_{12}}+3 \psi_{11} \frac{\partial f}{\partial \psi_{03}}=0 . \tag{3}
\end{equation*}
\]
\(2 \mathrm{~F} \frac{\partial f^{\prime}}{\partial \mathrm{E}_{10}}+\left(\mathrm{E}_{01}+4 \mathrm{~F}_{10}\right) \frac{\partial f}{\partial \mathrm{E}_{2 n}}+2 \mathrm{~F}_{01} \frac{\partial f}{\partial \mathrm{E}_{17}}\)
\[
+\mathrm{G} \frac{\partial f}{\partial \mathrm{~F}_{10}}+\left(2 \mathrm{G}_{10}+\mathrm{F}_{01}\right) \frac{\partial f}{\partial \mathrm{~F}_{20}}+\mathrm{G}_{01} \frac{\partial f}{\partial \mathrm{~F}_{11}}
\]
\[
+G_{01} \frac{\partial f^{\prime}}{\partial G_{201}}
\]
\[
\begin{equation*}
+\phi_{111} \frac{\partial f^{\prime}}{\partial \phi_{210}}+3 \phi_{11} \frac{\partial \dot{f}}{\partial \phi_{311}}+\phi_{02} \frac{\partial \dot{f}}{\partial \phi_{21}}+\psi_{01} \frac{\partial f}{\partial \psi_{20}}+3 \psi_{11} \frac{\partial f}{\partial \psi_{30}}+\psi_{02} \frac{\partial f}{\partial \psi_{21}}=0 . \tag{4}
\end{equation*}
\]
\(2 \mathrm{~F} \frac{\partial f}{\partial \mathrm{E}_{01}}+\left(\mathrm{E}_{01}+2 \mathrm{~F}_{10}\right) \frac{\partial f}{\partial \mathrm{E}_{11}}+4 \mathrm{~F}_{01} \frac{\partial f}{\partial \mathrm{E}_{0,2}}\)
\(+\mathrm{F} \frac{\partial f}{\partial \mathrm{~F}_{10}}+\mathrm{G} \frac{\partial f}{\partial \mathrm{~F}_{01}}+2 \mathrm{~F}_{10} \frac{\partial f}{\partial \mathrm{~F}_{21}}+\left(2 \mathrm{~F}_{01}+\mathrm{G}_{10}\right) \frac{\partial f}{\partial \mathrm{~F}_{11}}+2 \mathrm{G}_{01} \frac{\partial f}{\partial \mathrm{~F}_{01}}\)
\(+2 \mathrm{G} \frac{\partial f}{\partial \mathrm{G}_{10}}+4 \mathrm{G}_{10} \frac{\partial f}{\partial \mathrm{G}_{i n}}+3 \mathrm{G}_{01} \frac{\partial f}{\partial \mathrm{G}_{11}}\)
\(+\phi_{01} \frac{\partial f}{\partial \phi_{11}}+こ \phi_{11} \frac{\partial f}{\partial \phi_{21}}+2 \phi_{02} \frac{\partial f}{\partial \phi_{12}}+\psi_{01} \frac{\partial f}{\partial \psi_{11}}+\nu \psi_{11} \frac{\partial f}{\partial \psi_{21}}+2 \psi_{02} \frac{\partial f}{\partial \psi_{12}}=0\)
\(+\mathrm{F} \frac{\partial f}{\partial \mathrm{~F}_{01}}+\mathrm{F}_{10} \frac{\partial \dot{\partial}}{\partial \mathrm{~F}_{11}}+3 \mathrm{~F}_{01} \frac{\partial f}{\partial \mathrm{~F}_{02}}\)
\(+2 G^{\frac{\partial f}{\partial G_{01}}}+2 \mathrm{G}_{10} \frac{\partial f}{\partial G_{11}}+5 \mathrm{G}_{01} \frac{\partial f}{\partial G_{02}}\)
\(+\phi_{01} \frac{\partial f}{\partial \dot{\phi}_{12}}+\phi_{11} \frac{\partial f}{\partial \phi_{12}}+3 \phi_{02} \frac{\partial f}{\partial \phi_{03}}+\psi_{01} \frac{\partial f}{\partial \psi_{02}}+\psi_{11} \frac{\partial f}{\partial \psi_{12}}+3 \psi_{02} \frac{\partial f}{\partial \psi_{03}}=0 \quad\).
VOL. CCT.-A.
\(: 2 \mathrm{Y}\)
which come from the coefficients of \(\xi_{20}, \xi_{11}, \xi_{02}, \eta_{20}, \eta_{11}, \eta_{02}\) respectively ; and
\[
\begin{align*}
& 2 \mathrm{E} \frac{\partial f}{\partial \mathrm{E}_{20}}+\mathrm{F} \frac{\partial f}{\partial \mathrm{~F}_{20}}+\phi_{10} \frac{\partial f}{\partial \phi_{30}}+\psi_{10} \frac{\partial f}{\partial \psi_{30}}=0 .  \tag{1}\\
& 2 \mathrm{E} \frac{\partial f}{\partial \mathrm{E}_{11}}+\mathrm{E} \frac{\partial f}{\partial \stackrel{F}{20}^{20}}+\mathrm{F} \frac{\partial f}{\partial \mathrm{~F}_{11}}+2 \mathrm{~F} \frac{\partial f}{\partial \mathrm{G}_{20}}+\phi_{10} \frac{\partial f}{\partial \phi_{21}}+\psi_{10} \frac{\partial f}{\partial \psi_{21}}=0  \tag{2}\\
& 2 \mathrm{E} \frac{\partial f}{\partial \mathrm{E}_{02}}+\mathrm{E} \frac{\partial f}{\partial \mathrm{~F}_{11}}+\mathrm{F} \frac{\partial f}{\partial \dot{\mathrm{~F}}_{02}}+2 \mathrm{~F} \frac{\partial f}{\partial \mathrm{G}_{11}}+\phi_{10} \frac{\partial f}{\partial \phi_{12}}+\psi_{10} \frac{\partial f}{\partial \psi_{12}}=0  \tag{v}\\
& \mathrm{E} \frac{\partial f}{\partial \mathrm{~F}_{02}}+2 \mathrm{~F} \frac{\partial f}{\partial \mathrm{G}_{02}}+\phi_{10} \frac{\partial f}{\partial \dot{\phi}_{03}}+\psi_{10} \frac{\partial f}{\partial \psi_{03}}=0 .  \tag{H}\\
& 2 \mathrm{~F} \frac{\partial f}{\partial \mathrm{E}_{20}}+\mathrm{G} \frac{\partial f}{\partial \mathrm{~F}_{20}}+\phi_{10} \frac{\partial f}{\partial \dot{\phi}_{30}}+\psi_{01} \frac{\partial f}{\partial \psi_{30}}=0 .  \tag{j}\\
& 2 \mathrm{~F} \frac{\partial f}{\partial \mathrm{E}_{11}}+\mathrm{F} \frac{\partial f}{\partial \mathrm{~F}_{20}}+\mathrm{G} \frac{\partial f}{\partial \mathrm{~F}_{11}}+2 \mathrm{G} \frac{\partial f}{\partial \mathrm{G}_{20}}+\phi_{01} \frac{\partial f}{\partial \dot{\phi}_{21}}+\psi_{01} \frac{\partial f}{\partial \psi_{21}}=0  \tag{6}\\
& 2 \mathrm{~F} \frac{\partial f}{\partial \mathrm{E}_{02}}+\mathrm{F} \frac{\partial f}{\partial \mathrm{~F}_{11}}+\mathrm{G} \frac{\partial f}{\partial \mathrm{~F}_{02}}+2 \mathrm{G} \frac{\partial f}{\partial \mathrm{G}_{11}}+\phi_{01} \frac{\partial f}{\partial \dot{\phi}_{12}}+\psi_{10} \frac{\partial f}{\partial \psi_{12}}=0  \tag{i}\\
& \mathrm{~F} \frac{\partial f}{\partial \mathrm{~F}_{02}}+2 \mathrm{G} \frac{\partial f}{\partial \mathrm{G}_{02}}+\phi_{01} \frac{\partial f}{\partial \dot{\phi}_{03}}+\psi_{01} \frac{\partial f}{\partial \psi_{03}}=0 . \tag{a}
\end{align*}
\]
which come from the coefficients of \(\xi_{30}, \xi_{21}, \xi_{12}, \xi_{03}, \eta_{30}, \eta_{21}, \eta_{12}, \eta_{03}\) respectively.
15. Consider the set of equations \(\left(\mathrm{III}_{1}\right)\) to \(\left(\mathrm{III}_{8}\right)\); all the Poisson-Jtacobi conditions of coexistence are satisfied so that, in so far as the third derivatives of \(\phi\) and \(\psi\) and the second derivatives of \(\mathrm{E}, \mathrm{F}, \mathrm{G}\) are concerned, the set may be regarded as a complete Jacobian system. The total number of variables occurring in the derivatives of \(f\) is

4, for the derivatives of \(\phi\) of the third order,
\[
\begin{aligned}
& +4 \\
& +9, \text {. . . . E, F, G of the second order, }
\end{aligned}
\]
\(=17\) in all ; hence as the total number of equations is 8 , there will be nine algebraically independent solutions involving these 17 quantities. When we integrate the set of equations in the usual manner, we find a set of nine solutions, apparently in their simplest form when given by
\[
\left.\begin{array}{l}
u_{1}=2 \mathrm{~V}^{2} \phi_{30}-\left(2 \mathrm{~F}_{20}-\mathrm{E}_{11}\right) r- \\
u_{2}=2 \mathrm{~V}^{2} \phi_{21}- \\
\mathrm{G}_{20} r- \\
u_{3}=2 \mathrm{~V}^{2} \phi_{12}- \\
u_{4}=2 \mathrm{~V}^{2} \phi_{03}- \\
\mathrm{G}_{11} r- \\
v_{1}=2 \mathrm{E}^{2} \psi_{30}-\left(2 \mathrm{~F}_{20}-\mathrm{E}_{02} \mathrm{E}_{11}\right) \rho-\left(2 \mathrm{~F}_{02}-\mathrm{E}_{12} s\right. \\
\left.v_{2}=2 \mathrm{G}_{11}\right) \cdot s \\
v_{3}=2 \mathrm{~V}_{21}- \\
v_{4}=2 \mathrm{~V}_{12}- \\
\theta=\mathrm{E}_{20} \rho- \\
\mathrm{G}_{20} \sigma \\
\theta=\mathrm{E}_{02}-2 \mathrm{~F}_{11}+\mathrm{E}_{11} \sigma- \\
\mathrm{G}_{20}
\end{array}\right\},
\]
where \(V^{2}=E G-F^{2}\), and
\[
\left.\left.\begin{array}{l}
\mathrm{E} \phi_{01}-\mathrm{F} \phi_{10}=r \\
\mathrm{G} \phi_{19}-\mathrm{F} \phi_{01}=s
\end{array}\right\}, \quad \begin{array}{l}
\mathrm{E} \psi_{01}-\mathrm{F} \psi_{10}=\rho \\
\mathrm{G} \psi_{10}-\mathrm{F} \psi_{01}=\sigma
\end{array}\right\} .
\]

Any functional combination of these nine quantities will satisfy the set of eight equations which have been considered, as will also any functional combination of the derivatives of \(\phi\) and \(\psi\) of orders lower than 3 , of the derivatives of \(E, F, G\) of orders lower than 2 , and of \(\mathrm{L}, \mathrm{M}, \mathrm{N}, \mathrm{P}, \mathrm{Q}, \mathrm{R}, \mathrm{S}, a, \beta, \gamma, \delta, \epsilon\). We therefore have to find the functional combinations which will satisfy the remaining equations.
16. For this purpose, we make \(u_{1}, u_{2}, u_{3}, u_{4}, v_{1}, v_{2}, v_{3}, v_{4}, \theta ; \mathrm{E}, \mathrm{E}_{10}, \mathrm{E}_{01}\); \(\mathrm{F}, \mathrm{F}_{10}, \mathrm{~F}_{01} ; \mathrm{G}, \mathrm{G}_{10}, \mathrm{G}_{01} ; \phi_{10}, \phi_{01}, \phi_{20}, \phi_{11}, \phi_{02} ; \psi_{10}, \psi_{01}, \psi_{20}, \psi_{11}, \psi_{02}\), the variables ; and we trausform the set of equations \(\left(I_{3}\right) \ldots\left(I_{6}\right)\), so that the derivatives of \(f\) are taken with regard to these variables. Denoting \(f\) with the new variable by \(\bar{f}\) for a moment, we have
\[
\frac{\partial f}{\partial \xi}=\frac{\partial \bar{f}}{\partial \bar{\xi}}+\Sigma \frac{\partial \bar{f}}{\partial u_{n}} \frac{\partial u_{n}}{\partial \tilde{\xi}^{\prime}}+\Sigma \frac{\partial \bar{f}}{\partial \mu_{n}} \frac{\partial v_{n}}{\partial \xi}+\frac{\partial \bar{f}}{\partial \theta} \frac{\partial \theta}{\partial \xi^{\prime}}
\]
for all the quantities \(\xi\) in the original equations; the magnitude \(\partial \bar{f} / \hat{\xi}\) is zero if \(\xi\) be not one of the new variables.

The result of the transformation is to replace the set of equations \(\left(I I_{1}\right) \ldots\left(I_{6}\right)\) by the set
\[
\begin{aligned}
& 2 \mathrm{E} \frac{\partial f}{\partial \mathrm{E}_{10}}+\mathrm{F} \frac{\partial f}{\partial \mathrm{~F}_{10}}+\phi_{10} \frac{\partial f}{\partial \dot{\phi}_{20}}+\psi_{10} \frac{\partial f}{\partial \psi_{20}}+\left(\mathrm{G}_{10}-2 \mathrm{~F}_{10}\right) \frac{\partial f^{\prime}}{\partial \theta} \\
& +\frac{\partial f}{\partial u_{1}}\left[6 \mathrm{~V}^{2} \phi_{20}+\left(2 \mathrm{E}_{01}-6 \mathrm{~F}_{10}\right) r-5 \mathrm{E}_{10} s\right]+\frac{\partial f}{\partial u_{2}}\left[2 \mathrm{~V}^{2} \phi_{11}-\mathrm{G}_{10} r-2 \mathrm{E}_{01} \cdot{ }^{\circ}\right] \\
& +\frac{\partial f}{\partial v_{1}}\left[6 \mathrm{~V}^{2} \psi_{20}+\left(2 \mathrm{E}_{01}-6 \mathrm{~F}_{10}\right) \rho-5 \mathrm{E}_{10} \sigma\right]+\frac{\partial f^{\prime}}{\partial u_{2}}\left[2 \mathrm{~V}^{2} \psi_{11}-\mathrm{G}_{10} \rho-2 \mathrm{E}_{01} \sigma\right]=0 .\left(\mathrm{II}_{1}\right)^{\prime}, \\
& 2 \mathrm{Y} 2
\end{aligned}
\]
\(\mathrm{E} \frac{\partial f}{\partial \mathrm{~F}_{01}}+2 \mathrm{~F} \frac{\partial f}{\partial \mathrm{G}_{01}}+\phi_{10} \frac{\partial f}{\partial \phi_{12}}+\psi_{10} \frac{\partial f}{\partial \psi_{02}}-\mathrm{E}_{10} \frac{\partial f}{\partial \bar{\theta}}\)
\[
+\frac{\partial f}{\partial u_{3}}\left[2 \mathrm{~V}^{2} \phi_{20}-2 \mathrm{~F}_{10} 0^{r}-\mathrm{E}_{10} s\right]+\frac{\partial f}{\partial u_{4}}\left[6 \mathrm{~V}^{2} \phi_{11}-\left(\mathrm{G}_{10}+4 \mathrm{~F}_{01}\right) r-4 \mathrm{E}_{01} s\right]
\]
\[
\begin{equation*}
+\frac{\partial f}{\partial v_{3}}\left[2 \mathrm{~V}^{2} \psi_{20}-2 \mathrm{~F}_{10} \rho-\mathrm{E}_{10} \sigma\right]+\frac{\partial f}{\partial v_{4}}\left[6 \mathrm{~V}^{2} \phi_{11}-\left(\mathrm{G}_{10}+4 \mathrm{~F}_{01}\right) \rho-4 \mathrm{E}_{01} \sigma\right]=0 \tag{3}
\end{equation*}
\]
\(\mathrm{F} \frac{\partial f}{\partial \mathrm{~F}_{01}}+2 \mathrm{G} \frac{\partial f}{\partial \mathrm{G}_{01}}+\phi_{01} \frac{\partial f}{\partial \phi_{02}}+\psi_{01} \frac{\partial f}{\partial \psi_{02}}+\left(\mathrm{E}_{01}-2 \mathrm{~F}_{10}\right) \frac{\partial f}{\partial \theta}\)
\(+\frac{\partial f}{\partial u_{3}}\left[2 \mathrm{~V}^{2} \phi_{11}-2 \mathrm{G}_{10} r-\mathrm{E}_{01} s\right]+\frac{\partial f}{\partial u_{+}}\left[6 \mathrm{~V}^{2} \phi_{02}-5 \mathrm{G}_{01} r+\left(2 \mathrm{G}_{10}-6 \mathrm{~F}_{01}\right) s\right]\)
\(+\frac{\partial f}{\partial r_{3}}\left[2 \mathrm{~V}^{2} \psi_{11}-2 \mathrm{G}_{10} \rho-\mathrm{E}_{01} \sigma\right]+\frac{\partial f}{\partial v_{4}}\left[6 \mathrm{~V}^{2} \psi_{02}-5 \mathrm{G}_{01} \rho+\left(2 \mathrm{G}_{10}-6 \mathrm{~F}_{01}\right) \sigma\right]=0 .\left(\mathrm{II}_{6}\right)^{\prime}\).
\[
\begin{align*}
& 2 \mathrm{~F} \frac{\partial f}{\partial \mathrm{E}_{10}}+\mathrm{G} \frac{\partial f}{\partial \mathrm{~F}_{10}}+\phi_{01} \frac{\partial f}{\partial \dot{\phi}_{20}}+\psi_{01} \frac{\partial f}{\partial \psi_{20}}-\mathrm{G}_{01} \frac{\partial \dot{J}}{\partial \theta} \\
& +\frac{\partial f}{\partial u_{1}}\left[6 \mathrm{~V}^{2} \phi_{11}-4 \mathrm{G}_{10} r-\left(\mathrm{E}_{01}+4 \mathrm{~F}_{10}\right) \cdot s\right]+\frac{\partial f}{\partial u_{2}}\left[2 \mathrm{~V}^{2} \phi_{02}-\mathrm{G}_{01} r-2 \mathrm{~F}_{01} s\right] \\
& +\frac{\partial f}{\partial r_{1}}\left[6 \mathrm{~V}^{2} \psi_{11}-4 \mathrm{G}_{10} \rho-\left(\mathrm{E}_{01}+4 \mathrm{~F}_{10}\right) \sigma\right]+\frac{\partial f}{\partial v_{2}}\left[2 \mathrm{~V}^{2} \psi_{02}-\mathrm{G}_{01} \rho-2 \mathrm{~F}_{01} \sigma\right]=0 \\
& 2 \mathrm{E} \frac{\partial f}{\partial \mathrm{E}_{01}}+\mathrm{E} \frac{\partial f}{\partial \mathrm{~F}_{10}}+\mathrm{F} \frac{\partial f}{\partial \mathrm{~F}_{01}}+2 \mathrm{~F} \frac{\partial f}{\partial \mathrm{G}_{10}}+\phi_{10} \frac{\partial f}{\partial \dot{\phi}_{11}}+\psi_{11} \frac{\partial f}{\partial \psi_{11}}+2 \mathrm{E}_{01} \frac{\partial f}{\partial \theta} \\
& -\mathrm{E}_{10} r^{r} \frac{\partial f^{\prime}}{\partial u_{3}}+\frac{\partial f^{\prime}}{\partial u_{9}}\left[4 \mathrm{~V}^{3} \phi_{21}-4 \mathrm{~F}_{10} r-3 \mathrm{E}_{10^{s}}\right]+\frac{\partial f^{\prime}}{\partial u_{g}}\left[4 \mathrm{~V}^{2} \phi_{11}-\left(\mathrm{G}_{10}+2 \mathrm{~F}_{01}\right) r-4 \mathrm{E}_{\left(01^{v}\right.}\right] \\
& +\left(\mathrm{G}_{30}-2 \mathrm{~F}_{01}\right) s \frac{\partial f}{\partial u_{k}} \\
& -\mathrm{E}_{10} \rho \frac{\partial f}{\partial v_{1}}+\frac{\partial f}{\partial v_{2}}\left[4 \mathrm{~V}^{2} \psi_{20}-4 \mathrm{~F}_{10} \rho-3 \mathrm{E}_{10} \sigma\right]+\frac{\partial f}{\partial v_{3}}\left[4 \mathrm{~V}^{2} \psi_{11}-\left(\mathrm{G}_{10}+2 \mathrm{~F}_{01}\right) \rho-4 \mathrm{E}_{01} \sigma\right] \\
& +\left(\mathrm{G}_{(1)}-2 \mathrm{~F}_{(1)}\right) \sigma \frac{\partial f}{\partial n_{1}}=0 .  \tag{2}\\
& 2 \mathrm{~F} \frac{\partial f}{\partial \mathrm{E}_{01}}+\mathrm{F} \frac{\partial f}{\partial \mathrm{~F}_{10}}+\mathrm{G} \frac{\partial \dot{\prime}}{\partial \mathrm{~F}_{01}}+2 \mathrm{G} \frac{\partial f}{\partial \mathrm{G}_{10}}+\phi_{01} \frac{\partial \dot{f}}{\partial \phi_{11}}+\psi_{01} \frac{\partial f}{\partial \psi_{11}}+2 \mathrm{G}_{10} \frac{\partial f}{\partial \theta} \\
& +\left(\mathrm{E}_{01}-2 \mathrm{~F}_{10}\right) r \frac{\partial f}{\partial u_{1}}+\frac{\partial f}{\partial u_{2}}\left[4 \mathrm{~V}^{2} \phi_{11}-4 \mathrm{G}_{10} r-\left(\mathrm{E}_{01}+2 \mathrm{~F}_{10}\right) s\right] \\
& +\frac{\partial f}{\partial u_{3}}\left[4 \mathrm{~V}^{2} \phi_{02}-3 \mathrm{G}_{019} r-4 \mathrm{~F}_{012} s\right]-\mathrm{G}_{01} \frac{\partial f}{\partial u_{1}} \\
& +\left(\mathrm{F}_{01}-2 \mathrm{~F}_{10}\right) \rho \frac{\partial f}{\partial v_{1}}+\frac{\partial f}{\partial v_{2}}\left[4 \mathrm{~V}^{2} \psi_{11}-4 \mathrm{G}_{10} \rho-\left(\mathrm{E}_{01}+2 \mathrm{~F}_{10}\right) \sigma\right] \\
& +\frac{\partial f^{\prime}}{\partial v_{3}}\left[4 \mathrm{~V}^{2} \psi_{02}-3 \mathrm{G}_{01} \rho-4 \mathrm{~F}_{01} \sigma\right]-\mathrm{G}_{01} \sigma \frac{\partial f}{\partial v_{4}}=0 . \tag{5}
\end{align*}
\]
17. A special case of these six equations is discussed* by Professor Zorawski in his memoir already quoted, viz., that in which there occurs a single function \(\phi\) with its derivatives up to the second order inclusive, and there are no derivatives of E, F, G of order higher than the first; and he obtains three independent solutions. These are
\[
\left.\begin{array}{l}
\prime=2 V^{2} \phi_{20}+\left(\mathrm{E}_{01}-2 \mathrm{~F}_{10}\right) \cdot \\
b=2 V^{2} \phi_{11}- \\
\mathrm{G}_{10} \cdot \\
\cdots=2 V^{2} \phi_{10}- \\
\mathrm{G}_{01} \cdot+\left(\mathrm{C}_{11}-2 \mathrm{~F}_{01}\right) s
\end{array}\right\}
\]

Manifestly, \(a, b, c\) are independent solutions of the equations in the present cise : also, other three independent solutions are given by
\[
\left.\begin{array}{l}
a^{\prime}=2 \mathrm{~V}^{2} \psi_{20}+\left(\mathrm{E}_{01}-2 \mathrm{~F}_{10}\right) \rho- \\
b^{\prime}=2 \mathrm{~V}^{2} \psi_{11}- \\
\ddots^{\prime}=2 \mathrm{~V}^{2} \psi_{12}- \\
\mathrm{G}_{111} \rho- \\
\mathrm{E}_{011} \sigma \\
\mathrm{G}_{01} \rho+\left(\mathrm{C}_{11}-2 \mathrm{~F}_{101}\right) \sigma
\end{array}\right\} .
\]

All these six solutions are independent of \(\theta: u_{1}, u_{2}, u_{3}, u_{1} ; r_{1}, v_{2}, v_{3}, u_{1}\).
The Jacobr-Porsson coulitions of coexistence of the six equations are satisfied either identically or in virtue of the eight equations \(\left.\left(\Pi_{1}\right)_{1}\right)\) to \(\left(\Pi_{8}\right)\), which are definitely satisfied; so that, taking account of the variables that occur in the derivatives of \(f\), the set of six equations is a complete system. The number of these variables is
\[
\begin{aligned}
& \quad 6 \text {, from the first derivatives of } \mathrm{E}, \mathrm{~F}, \mathrm{G}, \\
& +6 \text {, . . second . . . } \phi, \psi, \\
& +1 \text {, being } \theta \text {, } \\
& +8 \text {, being } u_{1}, u_{2}, u_{3}, u_{4}, v_{1}, v_{3}, v_{3}, v_{1},
\end{aligned}
\]
\(=21\) in all ; hence the total number of algebraically independent solutions of the complete system of six equations is 15 . Of these, we already possess six in \(a, b, c, a^{\prime}, b^{\prime}, c^{\prime}\), so that other nine are required.

The form of the equations suggests that there will be four solutions of the type
four of the type
\[
u_{n}+a \mathrm{P}_{n}+b \mathrm{Q}_{n}+c \mathrm{R}_{n}+\mathrm{S}_{n}
\]
and one of the type
\[
v_{n}+a^{\prime} \mathrm{P}_{n}^{\prime}+b^{\prime} \mathrm{Q}_{n}^{\prime}+c^{\prime} \mathrm{R}_{n}^{\prime}+\mathrm{S}_{n}^{\prime}
\]
\[
\theta+\mathrm{T}_{n}
\]
which, when obtained, will be the necessary nine.
18. One mode of obtaining these solutions is as follows :-We use the values of \(a, b, c, a^{\prime}, b^{\prime}, c^{\prime}\) to eliminate from \(f\) the second derivatives of \(\phi\) and of \(\psi\); the tffect is
to modify the form of the equations \(\left(\mathrm{II}_{1}\right)^{\prime} \ldots\left(\mathrm{II}_{6}\right)^{\prime}\) by removing from them all the terms that involve those derivatives. The substituted derivatives with respect to \(a, b, c, a^{\prime}, b^{\prime}, c^{\prime}\) do not occur-a result only to be expected, because these quantities are simultaneous solutions of all the six equations. Consequently, in any differential operations, the quantities \(a, b, c, a^{\prime}, b^{\prime}, c^{\prime}\) behave like constants.

In order that
\[
f=u_{1}+a \mathrm{P}_{1}+b \mathrm{Q}_{1}+c \mathrm{R}_{1}+\mathrm{S}_{1}
\]
where \(P_{1}, Q_{1}, R_{1}, S_{1}\) are functions of \(\phi_{10}, \phi_{01}\), and of the first derivatives of \(E, F, G\), but are independent of the quantities \(u\) and \(v, \theta, a, b, c, u^{\prime}, b^{\prime}, c^{\prime}\), may satisfy \(\left(\mathrm{II}_{1}\right)^{\prime}\), we must have
\[
\begin{aligned}
& \left(2 \mathrm{E} \frac{\partial}{\partial \mathrm{E}_{10}^{-}}+\mathrm{F} \frac{\partial}{\partial \mathrm{~F}_{10}^{-}}\right) \mathrm{P}_{1}=-3, \\
& \left(2 \mathrm{E} \frac{\partial}{\partial \mathrm{E}_{10}}+\mathrm{F} \frac{\partial}{\partial \mathrm{~F}_{10}^{-}}\right) \mathrm{Q}_{1}=0, \\
& \left(2 \mathrm{E} \frac{\partial}{\partial \mathrm{~F}_{10}}+\mathrm{F} \frac{\partial}{\partial \mathrm{~F}_{10}^{-}}\right) \mathrm{R}_{1}=0, \\
& \left(2 \mathrm{E} \frac{\partial}{\partial \mathrm{E}_{10}}+\mathrm{F} \frac{\partial}{\partial \mathrm{~F}_{10}^{-}}\right) \mathrm{S}_{1}=\mathrm{E}_{01} r+2 \mathrm{E}_{10} s .
\end{aligned}
\]

In order that the same quantity may satisfy \(\left(\mathrm{II}_{4}\right)^{\prime}\), we must have
\[
\begin{aligned}
& \left(2 \mathrm{~F} \frac{\partial}{\partial \mathrm{E}_{10}^{-}}+\mathrm{G} \frac{\partial}{\partial \mathrm{~F}_{10}^{-}}\right) \mathrm{P}_{1}=0, \\
& \left(2 \mathrm{~F} \frac{\partial}{\partial \mathrm{E}_{10}}+\mathrm{G} \frac{\partial}{\partial \mathrm{~F}_{10}^{-}}\right) \mathrm{Q}_{1}=-3, \\
& \left(2 \mathrm{~F} \frac{\partial}{\partial \mathrm{E}_{10}^{-}}+\mathrm{G} \frac{\partial}{\partial \mathrm{~F}_{10}^{-}}\right) \mathrm{R}_{1}=0, \\
& \left(2 \mathrm{~F} \frac{\partial \mathrm{E}_{10}^{-}}{\partial \mathrm{G}}+\left(\frac{\partial}{\partial \mathrm{F}_{10}^{-}}\right) \mathrm{S}_{1}=\mathrm{C}_{10} \hat{\prime}-2\left(\mathrm{E}_{01}-2 \mathrm{~F}_{10}\right) s .\right.
\end{aligned}
\]

Similarly, the equation \(\left(\mathrm{II}_{3}\right)^{\prime}\) rerpuires
\[
\left(\mathrm{E} \frac{\partial}{\partial \mathrm{~F}_{01}^{-}}+2 \mathrm{~F} \frac{\partial}{\partial \mathrm{C}_{01}}\right) \Theta=0
\]
and the equation \(\left(\mathrm{I}_{6}\right)^{\prime}\) requires
\[
\left(\mathrm{F} \frac{\partial}{\partial \mathrm{~F}_{01}}+2 \mathrm{G} \frac{\partial}{\partial \mathrm{G}_{01}}\right) \Theta=0
\]
for \(\Theta=P_{1}, Q_{1}, R_{1}, S_{1}\). The equation \(\left(\mathrm{IT}_{2}\right)^{\prime}\) requires
\[
\left(2 \mathrm{E} \frac{\partial}{\partial \mathrm{E}_{01}}+\mathrm{E} \frac{\partial}{\partial \mathrm{~F}_{10}}+\mathrm{F} \frac{\partial}{\partial \mathrm{~F}_{01}}+2 \mathrm{~F} \frac{\partial}{\partial \mathrm{G}_{10}}\right) \Phi=0
\]
for \(\Phi=P_{1}, Q_{1}, R_{1}\), and
\[
\left(2 \mathrm{E} \frac{\partial}{\partial \mathrm{E}_{01}^{-}}+\mathrm{E} \frac{\partial}{\partial \mathrm{~F}_{10}}+\mathrm{F} \frac{\partial}{\partial \mathrm{~F}_{01}}+2 \mathrm{~F} \frac{\partial}{\partial \mathrm{G}_{10}}\right) \mathrm{S}_{1}=\mathrm{E}_{10} r ;
\]
and the equation \(\left(\mathrm{II}_{5}\right)^{\prime}\) requires
\[
\left(2 \mathrm{~F}_{\frac{\partial}{\partial \mathrm{E}_{01}}}^{\partial}+\mathrm{F} \frac{\partial}{\partial \mathrm{~F}_{10}}+\mathrm{G}_{\partial 0} \frac{\partial}{\partial \mathrm{~F}_{01}}+2 \mathrm{G} \frac{\partial}{\partial \mathrm{G}_{10}}\right) \Phi=0,
\]
for \(\Phi=P_{1}, Q_{1}, R_{1}\), and
\[
\left(2 \mathrm{~F} \frac{\partial}{\partial \mathrm{E}_{01}}+\mathrm{F}_{\partial \mathrm{F}_{10}}^{\partial}+\mathrm{G}_{\frac{\partial}{}}^{\partial \mathrm{F}_{01}}+2 \mathrm{G}_{\partial} \frac{\partial}{\partial \mathrm{G}_{10}}\right) \mathrm{S}_{1}=-\left(\mathrm{E}_{01}-2 \mathrm{~F}_{10}\right) r .
\]

We thus have 24 equations giving the derivatives of the four quantities \(P_{1}, Q_{1}, R_{1}, S_{1}\) with respect to \(E_{10}, E_{01}, F_{10}, F_{01}, G_{10}, G_{01}\). Each of the four quantities is then given by effecting the quadrature

The results are
\[
\Theta=\int\left(\frac{\partial \Theta}{\partial \mathrm{E}_{10}^{-}} d \mathrm{E}_{10}+. \quad .+\frac{\partial \Theta}{\partial \mathrm{G}_{01}} d \mathrm{G}_{01}\right)
\]
\[
\begin{aligned}
2 \mathrm{~V}^{2} \mathrm{P}_{1}= & 3\left(-\mathrm{E}_{10} \mathrm{G}-\mathrm{E}_{01} \mathrm{~F}+2 \mathrm{~F}_{10} \mathrm{~F}\right) \\
2 \mathrm{~V}^{2} \mathrm{Q}_{1}= & 3\left(\mathrm{E}_{10} \mathrm{~F}+\mathrm{E}_{01} \mathrm{E}-2 \mathrm{~F}_{10} \mathrm{E}\right), \\
2 \mathrm{~V}^{2} \mathrm{R}_{1}= & 0, \\
2 \mathrm{~V}^{2} \mathrm{~S}_{1}= & \left\{\mathrm{EG}_{10}\left(2 \mathrm{~F}_{10}-\mathrm{E}_{01}\right)+\mathrm{F}\left(\mathrm{E}_{01}^{2}-2 \mathrm{E}_{01} \mathrm{~F}_{10}-\mathrm{E}_{10} \mathrm{G}_{10}\right)+\mathrm{GE}_{10} \mathrm{E}_{01}\right\} r \\
& +\left\{\mathrm{E}_{01}\left(\mathrm{E}_{01}^{2}-4 \mathrm{E}_{01} \mathrm{~F}_{10}+4 \mathrm{~F}_{10}{ }^{2}\right)+2 \mathrm{FE}_{10}\left(\mathrm{E}_{01}-2 \mathrm{~F}_{10}\right)+\mathrm{GE}_{10}\right\} s .
\end{aligned}
\]

The solution in question remains a solution when it is multiplied by \(2 \mathrm{~V}^{2}\); denoting this product by \(\kappa^{\prime}\), we have
\[
\kappa^{\prime}=2 \mathrm{~V}^{2} u_{1}+a p_{1}+b q_{1}+c r_{1}+r e_{1}+s f_{1}
\]

Similarly we obtain
\[
\begin{aligned}
\lambda^{\prime} & =2 V^{2} u_{2}+a p_{2}+b q_{2}+c r_{2}+r c_{2}+s f_{2}^{\prime} \\
\mu^{\prime} & =2 V^{2} u_{3}+a p_{3}+b q_{3}+c r_{3}+r e_{3}+s f_{3} \\
\nu^{\prime} & =2 V^{2} u_{4}+a p_{4}+b q_{4}+c r_{4}+r e_{4}+s f_{4}^{\prime}
\end{aligned}
\]
where
\[
\left.\begin{array}{l}
p_{1}=3\left\{-\mathrm{F}\left(\mathrm{E}_{01}-2 \mathrm{~F}_{10}\right)-\mathrm{GE}_{10}\right\} \\
q_{1}=3\left\{\mathrm{E}\left(\mathrm{E}_{01}-2 \mathrm{~F}_{10}\right)+\mathrm{FE}_{10}\right\} \\
r_{1}=0 \\
c_{1}=-\mathrm{EG}_{10}\left(\mathrm{E}_{01}-2 \mathrm{~F}_{10}\right)+\mathrm{F}\left(\mathrm{E}_{01}{ }^{2}-2 \mathrm{E}_{01} \mathrm{~F}_{10}-\mathrm{E}_{10} \mathrm{G}_{10}\right)+\mathrm{G}_{10} \mathrm{E}_{01} \\
f_{1}=\mathrm{E}\left(\mathrm{E}_{01}-2 \mathrm{~F}_{10}\right)^{2}+2 \mathrm{FE}_{10}\left(\mathrm{E}_{01}-2 \mathrm{~F}_{11}\right)+\mathrm{GE}_{10}{ }^{2}{ }^{2} \\
\rho_{2}=2 \mathrm{FG} \mathrm{G}_{10}-2 \mathrm{GE}_{01} \\
q_{2}=-2 \mathrm{EG} \mathrm{G}_{10}+\mathrm{F}\left(\mathrm{E}_{01}+2 \mathrm{~F}_{10}\right)-\mathrm{GE}_{10} \\
r_{2}=\mathrm{E}\left(\mathrm{E}_{01}-2 \mathrm{~F}_{10}\right)+\mathrm{FE}_{10} \\
e_{2}=\mathrm{EG}_{10}{ }^{2}-2 \mathrm{FE}_{01} \mathrm{G}_{10}+\mathrm{GE}_{01}{ }^{2} \\
f_{2}=e_{1}, \text { alove }
\end{array}\right\},
\]
\[
\left.\begin{array}{rl}
\rho_{3} & =\mathrm{FG}_{01}-\mathrm{G}\left(2 \mathrm{~F}_{01}-\mathrm{G}_{10}\right) \\
q_{3} & =-\mathrm{EG}_{01}+\mathrm{F}\left(2 \mathrm{~F}_{01}+\mathrm{G}_{10}\right)-2 \mathrm{GE}_{01} \\
r_{3} & =-2 \mathrm{EG}_{10}+2 \mathrm{FE}_{01} \\
e_{3} & =\mathrm{EG}_{10} \mathrm{G}_{01}+\mathrm{F}\left(-\mathrm{E}_{01} \mathrm{G}_{01}-2 \mathrm{~F}_{01}\left(\mathrm{G}_{10}+\left(\mathrm{G}_{10}{ }^{2}\right)+\mathrm{GE}_{01}\left(2 \mathrm{~F}_{01}-\mathrm{G}_{10}\right)\right.\right. \\
\rho_{3} & =e_{2}, \text { above } \\
\rho_{4} & =0 \\
q_{4} & =3\left\{\mathrm{FG}_{101}-\mathrm{G}\left(2 \mathrm{~F}_{01}-\mathrm{G}_{10}\right)\right\} \\
r_{4} & =3\left\{-\mathrm{EG}_{01}+\mathrm{F}\left(2 \mathrm{~F}_{01}-\mathrm{G}_{10}\right)\right\} \\
e_{4} & =\mathrm{EG}_{01}{ }^{2}-2 \mathrm{FG}_{01}\left(2 \mathrm{~F}_{01}-\mathrm{G}_{10}\right)+\mathrm{G}\left(2 \mathrm{~F}_{01}-\mathrm{G}_{10}\right)^{2} \\
f_{4} & =e_{3}, \text { above }
\end{array}\right\} .
\]

Other four solutions are given by
\[
\left.\begin{array}{rl}
\kappa^{\prime \prime} & =2 \mathrm{~V}^{2} v_{1}+a^{\prime} p_{1}+b^{\prime} q_{1}+c^{\prime} r_{1}+\rho e_{1}+\sigma f_{1} \\
\lambda^{\prime \prime} & =2 \mathrm{~V}^{2} v_{2}+a^{\prime} p_{2}+b^{\prime} q_{2}+c^{\prime} r_{2}+\rho e_{2}+\sigma f_{2} \\
\mu^{\prime \prime} & =2 \mathrm{~V}^{2} v_{3}+a^{\prime} p_{3}+b^{\prime} q_{3}+c^{\prime} r_{3}+\rho \rho_{3}+\sigma f_{3} \\
\nu^{\prime \prime} & =2 \mathrm{~V}^{2} v_{4}+a^{\prime} p_{4}+b^{\prime} q_{4}+c^{\prime} r_{4}+\rho e_{4}+\sigma f_{4}
\end{array}\right\} ;
\]
and there is a last solution given by
\[
\begin{aligned}
\nabla=\mathrm{E}\{ & \left.\left(\mathrm{E}_{01}-2 \mathrm{~F}_{10}\right) \mathrm{G}_{111}+\mathrm{G}_{10}{ }^{2}\right\} \\
& +\mathrm{F}\left\{\mathrm{E}_{10} \mathrm{G}_{01}-\mathrm{E}_{01}\left(2 \mathrm{~F}_{01}+\mathrm{G}_{10}\right)+2 \mathrm{~F}_{10}\left(2 \mathrm{~F}_{01}-\mathrm{G}_{10}\right)\right\} \\
& +\mathrm{G}\left\{\mathrm{E}_{01}^{2}-\mathrm{E}_{10}\left(2 \mathrm{~F}_{01}-\mathrm{G}_{10}\right)\right\} \\
& -2 \mathrm{~V}^{2}\left(\mathrm{E}_{02}-2 \mathrm{~F}_{11}+\mathrm{G}_{20}\right) .
\end{aligned}
\]

Consequently, it follows that every simultaneous solution of the fourteen equations made up of the eight \(\left(\mathrm{III}_{1}\right) \ldots\left(\mathrm{HI}_{8}\right)\) and of the \(\operatorname{six}\left(\mathrm{HI}_{1}\right) \ldots\left(\mathrm{H}_{6}\right)\), is a functional combination of the fifteen quantities
\[
\begin{gathered}
a, b, c, u^{\prime}, l^{\prime}, c^{\prime} \\
\kappa^{\prime}, \lambda^{\prime}, \mu^{\prime}, v^{\prime}, \kappa^{\prime \prime}, \lambda^{\prime \prime}, \mu^{\prime \prime}, \nu^{\prime \prime},
\end{gathered}
\]
\[
\nabla
\]
and of the quantities derivatives with regard to which have not occurred in those fourteen equations, viz., \(\mathrm{E}, \mathrm{F}, \mathrm{G}, \mathrm{L}, \mathrm{M}, \mathrm{N}, \mathrm{P}, \mathrm{Q}, \mathrm{R}, \mathrm{S}, \alpha, \beta, \gamma, \delta, \epsilon, \phi_{10}, \phi_{01}, \psi_{10}, \psi_{01}\), making 34 arguments in all What now is required is the algebraically independent aggregate of the functional combinations of these 34 arguments satisfying the remaining four differential equations \(\left(I_{1}\right) \ldots\left(I_{4}\right)\).
19. As regards these equations, we replace \(\left(I_{1}\right)\) and \(\left(I_{2}\right)\) by two equations composed of their sum and their difference. The former is
\[
\begin{align*}
& 2 \mu f=2\left(\mathrm{E} \frac{\partial f}{\partial \mathrm{E}}+\mathrm{F} \frac{\partial f}{\partial \mathrm{~F}}+\mathrm{G} \frac{\partial f}{\partial \mathrm{G}}\right)+2\left(\mathrm{~L} \frac{\partial f}{\partial \mathrm{~L}}+M \frac{\partial f}{\partial \dot{\mathrm{M}}}+\mathrm{N} \frac{\partial f}{\partial \mathrm{~N}}\right) \\
& +3\left(\mathrm{P} \frac{\partial f}{\partial \mathrm{P}}+\mathrm{Q} \frac{\partial f}{\partial \mathrm{Q}}+\mathrm{R} \frac{\partial f}{\partial \mathrm{R}}+\mathrm{S} \frac{\partial f}{\partial \mathrm{~S}}\right) \\
& +4\left(\alpha \frac{\partial f}{\partial \mu}+\beta \frac{\partial f}{\partial \beta}+\gamma \frac{\partial f}{\partial \gamma}+\delta \frac{\partial f}{\partial \delta}+\epsilon \frac{\partial f}{\partial \epsilon}\right) \\
& +3\left(\mathrm{E}_{10} \frac{\partial \dot{\mathrm{E}}_{10}}{\partial \mathrm{E}_{01}}+\mathrm{E}_{01} \frac{\partial f}{\partial \dot{\mathrm{E}}_{01}}+\mathrm{F}_{10} \frac{\partial f}{\partial \dot{\mathrm{~F}}_{10}}+\mathrm{F}_{01} \frac{\partial f}{\partial \mathrm{~F}_{01}}+\mathrm{G}_{10} \frac{\partial f}{\partial \dot{\mathrm{G}}_{10}}+\mathrm{G}_{01} \frac{\partial f}{\partial \dot{\mathrm{G}}_{01}}\right) \\
& +4\left(\mathrm{E}_{20} \frac{\partial f}{\partial \mathrm{E}_{20}}+\mathrm{E}_{11} \frac{\partial f}{\partial \mathrm{E}_{11}}+\mathrm{E}_{01} \frac{\partial f}{\partial \mathrm{E}_{03}}+\mathrm{F}_{20} \frac{\partial f}{\partial \mathrm{~F}_{20}}+\mathrm{F}_{11} \frac{\partial f}{\partial \mathrm{~F}_{11}}+\mathrm{F}_{02} \frac{\partial f}{\partial \mathrm{~F}_{02}}\right. \\
& \left.+G_{20} \frac{\partial f}{\partial G_{20}}+G_{11} \frac{\partial f}{\partial G_{11}}+\mathrm{G}_{02} \frac{\partial f}{\partial G_{02}}\right) \\
& +\phi_{10} \frac{\partial f}{\partial \phi_{10}}+\phi_{01} \frac{\partial f}{\partial \dot{\phi}_{01}}+\psi_{10} \frac{\partial f}{\partial \psi_{10}}+\psi_{01} \frac{\partial f^{\prime}}{\partial \psi_{111}} \\
& +2\left(\phi_{20} \frac{\partial f}{\partial \dot{\phi}_{20}}+\phi_{11} \frac{\partial f}{\partial \dot{\phi}_{11}}+\phi_{02} \frac{\partial f}{\partial \phi_{02}}+\psi_{20} \frac{\partial f}{\partial \psi_{20}}+\psi_{11} \frac{\partial f}{\partial \psi_{11}}+\psi_{02} \frac{\partial f}{\partial \psi_{12}}\right) \\
& +3\left(\phi_{39} \frac{\partial f}{\partial \dot{\phi}_{30}}+\phi_{21} \frac{\partial f}{\partial \dot{\phi}_{21}}+\phi_{12} \frac{\partial f}{\partial \dot{\phi}_{12}}+\phi_{03} \frac{\partial f}{\partial \dot{\phi}_{03}}\right. \\
& \left.+\psi_{301} \frac{\partial f}{\partial \psi_{30}}+\psi_{23} \frac{\partial f}{\partial \psi_{21}}+\psi_{12} \frac{\partial f}{\partial \psi_{12}}+\psi_{03} \frac{\partial f}{\partial \psi_{03}}\right) .  \tag{1}\\
& \text { The latter is }
\end{align*}
\]
\[
\begin{align*}
& 0=2\left(\mathrm{E} \frac{\partial f}{\partial \mathrm{E}}-\mathrm{G} \frac{\partial f}{\partial \mathrm{G}}+\mathrm{L} \frac{\partial f}{\partial \mathrm{~L}}-\mathrm{N} \frac{\partial f}{\partial \mathrm{~N}}\right)+3 \mathrm{P} \frac{\partial f}{\partial \mathrm{P}}+\mathrm{Q} \frac{\partial f}{\partial \mathrm{Q}}-\mathrm{R} \frac{\partial f}{\partial \mathrm{E}}-3 \mathrm{~S} \frac{\partial f}{\partial \mathrm{~S}} \\
& +4 \alpha \frac{\partial f}{\partial \alpha}+2 \beta \frac{\partial f}{\partial \beta}-2 \delta \frac{\partial f}{\partial \delta}-4 \epsilon \frac{\partial f}{\partial \epsilon} \\
& +3 \mathrm{E}_{10} \frac{\partial f}{\partial \mathrm{E}_{10}}+\mathrm{F}_{01} \frac{\partial f}{\partial \mathrm{E}_{11}}+\mathrm{F}_{10} \frac{\partial f}{\partial \mathrm{~F}_{10}}-\mathrm{F}_{01} \frac{\partial f}{\partial \mathrm{~F}_{01}}-\mathrm{G}_{10} \frac{\partial f}{\partial \mathrm{G}_{10}}-3 \mathrm{G}_{112} \frac{\partial f}{\partial \mathrm{G}_{01}} \\
& +4 \mathrm{E}_{20} \frac{\partial f}{\partial \mathrm{E}_{20}}+2 \mathrm{E}_{11} \frac{\partial f}{\partial \mathrm{E}_{11}}+2 \mathrm{~F}_{20} \frac{\partial f}{\partial \dot{\mathrm{~F}}_{20}}-2 \mathrm{~F}_{02} \frac{\partial f}{\partial \mathrm{~F}_{02}}-2 \mathrm{G}_{11} \frac{\partial f}{\partial \mathrm{G}_{12}}-4 \mathrm{G}_{02} \frac{\partial f}{\partial \mathrm{G}_{02}} \\
& +\phi_{10} \frac{\partial f}{\partial \dot{\phi}_{10}}-\phi_{01} \frac{\partial f}{\partial \phi_{111}}+\psi_{10} \frac{\partial f}{\partial \psi_{10}}-\psi_{01} \frac{\partial f}{\partial \psi_{01}} \\
& +2\left(\phi_{20} \frac{\partial f^{\prime}}{\partial \dot{\phi}_{20}}-\phi_{102} \frac{\partial f^{\prime}}{\partial \phi_{02}}+\psi_{20} \frac{\partial f}{\partial \psi_{20}}-\psi_{02} \frac{\partial f}{\partial \psi_{02}}\right) \\
& +3 \phi_{39} \frac{\partial f}{\partial \phi_{30}}+\phi_{21} \frac{\partial f}{\partial \phi_{21}}-\phi_{12} \frac{\partial f}{\partial \phi_{12}}-3 \phi_{03} \frac{\partial f}{\partial \phi_{03}} \\
& +3 \psi_{30} \frac{\partial f}{\partial \psi_{39}}+\psi_{21} \frac{\partial f}{\partial \psi_{21}}-\psi_{12} \frac{\partial f}{\partial \psi_{12}}-3 \psi_{03} \frac{\partial f}{\partial \psi_{03}} \tag{n}
\end{align*}
\]
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Of these four equations \(\left(I_{1}\right)^{\prime},\left(I_{2}\right)^{\prime},\left(I_{3}\right),\left(I_{4}\right)\), the first will be found to be satisfied for the various forms of \(f\) that satisfy the other three, by the appropriate determination of the constant \(\mu\) to be associated with each such form. Also, ( \(\left.\mathrm{I}_{2}\right)^{\prime}\) is the condition to be satisfied in order that \(\left(I_{3}\right)\) and ( \(I_{+}\)) may possess common solutions. To obtain these common solutions, we proceed as follows.

Let the equations \(\left(\mathrm{I}_{3}\right)\) and \(\left(\mathrm{I}_{4}\right)\) be written
\[
\nabla_{1 .} f^{\prime}=0, \quad \nabla_{\mathrm{z}} f=0 .
\]

Then by actual substitution we obtain the results
\[
\left.\begin{array}{ll}
\nabla_{1} a=0, & \nabla_{2} a=2 b \\
\nabla_{1} b=a, & \nabla_{2} b=c \\
\nabla_{1} c=2 b, & \nabla_{2} c=0
\end{array}\right\} ;
\]

Also
\[
\begin{array}{ll}
\nabla_{1} \kappa^{\prime}=0, & \nabla_{2} \kappa^{\prime}=3 \lambda^{\prime}-\nabla r, \\
\nabla_{1} \lambda^{\prime}=\kappa^{\prime}, & \nabla_{2} \lambda^{\prime}=2 \mu^{\prime}-\nabla s, \\
\nabla_{1} \mu^{\prime}=2 \lambda^{\prime}-\nabla r, & \nabla_{2} \mu^{\prime}=\nu^{\prime}, \\
\nabla_{1} \nu^{\prime}=3 \mu^{\prime}-\nabla s, & \nabla_{2} \nu^{\prime}=0, \\
\nabla_{1} r^{\prime}=0, & \nabla_{2} r^{\prime}=-s, \\
\nabla_{1} s=-r, & \nabla_{2} s=0 ;
\end{array}
\]
and therefore
\[
\begin{aligned}
\nabla_{1} \kappa^{\prime} & =0, & \nabla_{2} \kappa^{\prime} & =3\left(\lambda^{\prime}-\frac{1}{3} \nabla r\right), \\
\nabla_{1}\left(\lambda^{\prime}-\frac{1}{3} \nabla r\right) & =\kappa^{\prime}, & \nabla_{2}\left(\lambda^{\prime}-\frac{1}{3} \nabla r\right) & =2\left(\mu^{\prime}-\frac{1}{3} \nabla s\right), \\
\nabla_{1}\left(\mu^{\prime}-\frac{1}{3} \nabla s\right) & =2\left(\lambda^{\prime}-\frac{1}{3} \nabla r\right), & \nabla_{2}\left(\mu^{\prime}-\frac{1}{3} \nabla s\right) & =\nu^{\prime}, \\
\nabla_{1} \nu^{\prime} & =3\left(\mu^{\prime}-\frac{1}{3} \nabla s\right), & \nabla_{2} \nu^{\prime} & =0 .
\end{aligned}
\]

We write
\[
\kappa^{\prime}=k, \quad \lambda^{\prime}-\frac{1}{3} \nabla r=l, \quad \mu^{\prime}-\frac{1}{3} \nabla s=m, \quad \nu^{\prime}=n ;
\]
and then these equations give
\[
\left.\begin{array}{ll}
\nabla_{1} l=0, & \nabla_{2} k=3 l \\
\nabla_{1} l=k, & \nabla_{2} l=2 m \\
\nabla_{1} m=2 l, & \nabla_{2} m=n \\
\nabla_{2} l=3 m, & \nabla_{2} n=0
\end{array}\right\} .
\]

Similarly, we write
and we find
\[
\kappa^{\prime \prime}=l_{i}^{\prime}, \quad \lambda^{\prime \prime}-\frac{1}{3} \nabla \rho=l^{\prime}, \quad \mu^{\prime \prime}-\frac{1}{3} \nabla \sigma=m^{\prime}, \quad \nu^{\prime \prime}=u^{\prime} ;
\]
\[
\left.\begin{array}{ll}
\nabla_{1} k^{\prime}=0, & \nabla_{2} k^{\prime}=3 l^{\prime} \\
\nabla_{1} l^{\prime}=k^{\prime}, & \nabla_{2} l^{\prime}=2 m^{\prime} \\
\nabla_{1} m^{\prime}=2 l^{\prime}, & \nabla_{2} m^{\prime}=n^{\prime} \\
\nabla_{1} n^{\prime}=3 m^{\prime}, & \nabla_{2} n^{\prime}=0
\end{array}\right\} .
\]

These quantities \(k, l, m, n, k^{\prime}, l^{\prime}, m^{\prime}, n^{\prime}\) replace \(\kappa^{\prime}, \lambda^{\prime}, \mu^{\prime}, \nu^{\prime}, \kappa^{\prime \prime}, \lambda^{\prime \prime}, \mu^{\prime \prime}, \nu^{\prime \prime}\); moreover, \(\nabla\) is a simultaneous solution of the equations. What we require are the functional combinations of the quantities
\[
\begin{gathered}
a, b, c, a^{\prime}, l^{\prime}, c^{\prime}, \\
k, l, m, n, l^{\prime}, l^{\prime}, m^{\prime}, n^{\prime}, \\
\mathrm{E}, \mathrm{~F}, \mathrm{G}, \mathrm{~L}, \mathrm{M}, \mathrm{~N}, \mathrm{P}, \mathrm{Q}, \mathrm{R}, \mathrm{~S}, \alpha, \beta, \gamma, \delta, \epsilon, \phi_{10}, \phi_{01}, \psi_{10}, \psi_{01},
\end{gathered}
\]
making 33 arguments in all.
For this purpose, we transform the equations, so that these 33 arguments may become the independent variables. The process would be laborious but not intrinsically difficult, were it not that the effect of the operators \(\nabla_{1}\) and \(\nabla_{2}\) upon the various arguments has already been obtained; and the results are
\[
\begin{aligned}
& 2 \mathrm{~F} \frac{\partial f}{\partial \mathrm{G}}+\mathrm{E} \frac{\partial f}{\partial \mathrm{~F}} \\
&+ 2 \mathrm{M} \frac{\partial f}{\partial \mathrm{~N}}+\mathrm{L} \frac{\partial f}{\partial \mathrm{M}} \\
&+ 3 \mathrm{R} \frac{\partial f}{\partial \mathrm{~S}}+2 \mathrm{Q} \frac{\partial f}{\partial \mathrm{R}}+\mathrm{P} \frac{\partial f}{\partial \mathrm{Q}} \\
&+4 \delta \frac{\partial f}{\partial \epsilon}+3 \gamma \frac{\partial f}{\partial \delta}+2 \beta \frac{\partial f}{\partial \gamma}+\alpha \frac{\partial f}{\partial \beta} \\
&+2 l \frac{\partial f}{\partial c}+\omega^{\prime} \frac{\partial f}{\partial l} \\
&+ 2 b^{\prime} \frac{\partial f}{\partial r^{\prime}}+a^{\prime} \frac{\partial f}{\partial b^{\prime}} \\
&+3 m \frac{\partial f}{\partial u}+2 l \frac{\partial f}{\partial m}+k^{\prime} \frac{\partial f^{\prime}}{\partial l} \\
&+3 m \frac{\partial f}{\partial n^{\prime}}+2 l^{\prime} \frac{\partial f}{\partial m^{\prime}}+k^{\prime} \frac{\partial f}{\partial l^{\prime}} \\
&+\phi_{10} \frac{\partial f}{\partial \phi_{01}} \\
&+\psi_{10} \frac{\partial f}{\partial \psi_{01}}=0 . \quad . \quad . \quad\left(I_{3}\right)^{\prime},
\end{aligned}
\]
\[
\begin{align*}
& 2 \mathrm{~F} \frac{\partial f}{\partial \mathrm{E}}+G \frac{\partial f}{\partial \mathrm{~F}} \\
& +2 \mathrm{M} \frac{\partial f}{\partial \mathrm{~L}}+\mathrm{N} \frac{\partial f}{\partial \mathrm{M}} \\
& +3 \mathrm{Q} \frac{\partial f}{\partial \mathrm{P}}+2 \mathrm{R} \frac{\partial f}{\partial \mathrm{Q}}+\mathrm{S} \frac{\partial f}{\partial \mathrm{R}} \\
& +4 \beta \frac{\partial f}{\partial \alpha}+3 \gamma \frac{\partial f}{\partial \bar{\beta}}+2 \delta \frac{\partial \dot{f}}{\partial y}+\epsilon \frac{\partial j}{\partial \delta} \\
& +2 b \frac{\partial f}{\partial a}+c \frac{\partial f}{\partial b} \\
& +3 l \frac{\partial f}{\partial l_{i}}+2 m \frac{\partial f^{i}}{\partial l}+n \frac{\partial f}{\partial m} \\
& +2 b^{\prime} \frac{\partial f^{\prime}}{\partial a^{\prime}}+c^{\prime} \frac{\partial f^{\prime}}{\partial b^{\prime}} \\
& +3 l^{\prime} \frac{\partial f}{\partial l^{\prime}}+2 m^{\prime} \frac{\partial f}{\partial l^{\prime}}+n^{\prime} \frac{\partial f}{\partial m^{\prime}} \\
& +\phi_{01} \frac{\partial \dot{\partial}}{\hat{\partial} \phi_{10}} \\
& +\psi_{01} \frac{\partial f}{\partial \psi_{10}}=0 .  \tag{4}\\
& \phi_{10} \frac{\partial f}{\partial \phi_{10}}-\phi_{01} \frac{\partial f}{\partial \phi_{01}}+\psi_{10} \frac{\partial f}{\partial \psi_{10}}-\psi_{01} \frac{\partial f}{\partial \psi_{01}}
\end{align*}
\]
\[
\begin{align*}
& +3 \mathrm{P} \frac{\partial f}{\partial \mathrm{P}}+\mathrm{Q} \frac{\partial f}{\dot{\partial} \mathrm{Q}}-\mathrm{R} \frac{\partial \dot{\partial}}{\partial \mathrm{R}}-3 \mathrm{~S} \frac{\partial \dot{\partial}}{\partial \dot{S}} \\
& +3 k \frac{\partial f}{\partial k}+l \frac{\partial f}{\partial l}-m \frac{\partial f}{\partial m}-3 n \frac{\partial f}{\partial n} \\
& +3 k^{\prime} \frac{\partial f}{\partial k^{\prime}}+l^{\prime} \frac{\partial f}{\partial l^{\prime}}-m^{\prime} \frac{\partial f^{\prime}}{\partial m^{\prime}}-3 n^{\prime} \frac{\partial f^{\prime}}{\partial n^{\prime}} \\
& +4 \alpha \frac{\partial f}{\partial \alpha}+2 \beta \frac{\partial f}{\partial \beta}-2 \delta \frac{\partial f}{\partial \delta}-4 \epsilon \frac{\partial f}{\partial \epsilon}=0 . \tag{0}
\end{align*}
\]
\[
\begin{align*}
& 2 \mu f=\phi_{10} \frac{\partial f}{\partial \dot{\phi}_{10}}+\phi_{01} \frac{\partial f}{\partial \dot{\phi}_{01}}+\psi_{10} \frac{\partial f}{\partial \psi_{10}}+\psi_{01} \frac{\partial f}{\partial \psi_{01}} \\
& +2\left(\mathrm{E} \frac{\partial f}{\partial \mathrm{E}}+\mathrm{F} \frac{\partial f}{\partial \mathrm{~F}}+\mathrm{G} \frac{\partial f}{\partial \mathrm{G}}+\mathrm{L} \frac{\partial f}{\partial \mathrm{~L}}+\mathrm{M} \frac{\partial f}{\partial \mathrm{M}}+\mathrm{N} \frac{\hat{\mathrm{C}}}{\hat{\partial} \hat{\mathrm{~N}}}\right) \\
& +3\left(\mathrm{P} \frac{\partial f}{\partial \mathrm{P}}+\mathrm{Q} \frac{\partial f}{\partial \mathrm{Q}}+\mathrm{R} \frac{\partial f}{\partial \mathrm{R}}+\mathrm{S} \frac{\partial f}{\partial \mathrm{~S}}\right) \\
& +4\left(\alpha \frac{\partial f}{\partial \alpha}+\beta \frac{\partial f}{\partial \beta}+\gamma \frac{\partial f}{\partial \gamma}+\delta \frac{\partial f}{\partial \delta}+\epsilon \frac{\partial f}{\partial \epsilon}\right) \\
& +6\left(a^{\partial f}+b \frac{\partial f}{\partial b}+c \frac{\partial f}{\partial f}+u^{\prime} \frac{\partial f}{\partial a^{\prime}}+b^{\prime} \frac{\partial f}{\partial b^{\prime}}+c^{\prime} \frac{\partial f}{\partial c^{\prime}}\right) \\
& +8 \nabla \frac{\partial \dot{\partial}}{\dot{c} \nabla} \\
& +11\left(k \frac{\partial f}{\partial j}+l \frac{i f}{\partial l}+m \frac{\partial f}{\partial m}+n \frac{\hat{c} f}{\partial n}\right) \\
& +11\left(k^{\prime} \frac{\partial f^{\prime}}{\partial i^{\prime}}+l^{\prime} \frac{\partial f^{\prime}}{\partial l^{\prime}}+m^{\prime} \frac{\partial f^{\prime}}{\partial m^{\prime}}+n^{\prime} \frac{\partial f^{\prime}}{\partial \prime^{\prime}}\right) \tag{1}
\end{align*}
\]

Association with Binarionts．
20．The expression of these equations at once associates the solution with known results in the theory of the concomitants of a system of simultaneous binary forms． The equations \(\left(I_{3}\right)^{\prime},\left(I_{1}\right)^{\prime},\left(I_{2}\right)^{\prime \prime}\) are the differential equations of the invariants of the system of binary forms
\[
\begin{aligned}
& \left(\phi_{10}, \phi_{01} \chi^{2}\right)^{1},\left(\psi_{10}, \psi_{01} \gamma^{*}\right)^{1},
\end{aligned}
\]
\[
\begin{aligned}
& \left.(\alpha, \beta, \gamma, \delta, \epsilon\rangle ⿻{ }^{2}\right)^{\ddagger} .
\end{aligned}
\]
or，what is the same thing，they are the differential equations of the invariants and covariants of the system of hinary forms
\[
\begin{aligned}
w_{1} & =\left(\psi_{10}, \psi_{01} \gamma \phi_{01},-\phi_{10}\right), \\
w_{2} & =\left(\mathrm{E}, \mathrm{~F}, \mathrm{G} \gamma \phi_{01},-\phi_{10}\right)^{2}, \\
w_{2}^{\prime} & =\left(\mathrm{L}, \mathrm{M}, \mathrm{~N} \gamma \phi_{01},-\phi_{10}\right)^{3}, \\
w_{2}^{\prime \prime} & \left.=(a, b, c\rangle \phi_{01},-\phi_{10}\right)^{2}, \\
w^{\prime \prime \prime}{ }_{2} & =\left(c^{\prime}, b^{\prime}, c^{\gamma} 久 \phi_{01},-\phi_{10}\right)^{2}, \\
w_{3} & =\left(\mathrm{P}, \mathrm{Q}, \mathrm{R}, \mathrm{~S} \gamma \phi_{01},-\phi_{10}\right)^{3}, \\
w_{3}^{\prime} & =\left(k, l, m, n \gamma \phi_{01},-\phi_{10}\right)^{3}, \\
w_{3}^{\prime \prime} & =\left(k^{\prime}, l^{\prime}, m^{\prime}, n^{\prime} \gamma \phi_{01},-\phi_{10}\right)^{3}, \\
w_{1} & =\left(\alpha, \beta, \gamma, \delta, \epsilon \chi\left(\phi_{01},-\phi_{10}\right)^{4} .\right.
\end{aligned}
\]

We therefore require an algebraically complete aggregate of this set of invariants and covariants.

It is to be noticed that the argument \(\nabla\) does not appear in the equations \(\left(I_{2}\right)^{\prime \prime},\left(I_{3}\right)^{\prime}\), \(\left(\mathrm{I}_{4}\right)^{\prime}\); so that it is a solution of the equations, and it must be associated with the required algebraically complete aggregate of concomitants of the binary forms.

The three equations \(\left(I_{2}\right)^{\prime \prime},\left(I_{3}\right)^{\prime},\left(I_{4}\right)^{\prime}\) constitute a complete Jacobian system, and the number of arguments which occur is 33 ; hence the algebraically complete aggregate of solutions contains 30 solutions, which thus give the algebraically complete aggregate of concomitants of the system of binary forms.

This aggregate is known* to be (or to be equivalent to) the following :the linear quantic, \(w_{1}\);
the quadratic \(w_{2}\), and its Hessian (discriminant) \(E G-F^{2}\);
\[
\begin{aligned}
& \text {. } w_{2}^{\prime \prime} \text {. . . . . . . . . . } a c-b^{2} \text {; }
\end{aligned}
\]
the cubic \(w_{3}\), its Hessian, and either its discriminant or its cubicorariant; the cubic \(w_{3}^{\prime}\), its Hessian, and either its discriminant or its cubicovariant; the cubic \(w^{\prime \prime}{ }_{3}\), its Hessian, and either its discriminant or its cubicorariant; the quartic \(w_{4}\), its Hessian, its quadrinvariant and its cubinvariant;
together with the Jacobians of any one of the forms \(u\), say \(w_{2}\), with all the rest of the forms. This makes up the requisite total of 30 .

The asyzygetic aggregate is, of course, vastly more extensive; but for the present purpose it is only an algebraically independent aggregate that is wanted. Many modifications in the latter are possible: what is necessary to secure is that any modification does not interfere with the algebraical completeness of the aggregate. For instance, consider the set composed of
where
\[
w_{2}, \quad \mathrm{EG}-\mathrm{F}^{2}, \quad w_{2}^{\prime \prime}, \quad a_{2}-b^{2}, \quad J\left(u_{2}, w_{2}^{\prime \prime}\right),
\]
\[
4 J\left(w_{2}, w_{2}^{\prime \prime}\right)=\frac{\partial w_{2}}{\partial \phi_{10}} \frac{\partial w_{2}^{\prime \prime}}{\partial \phi_{01}}-\frac{\partial w_{2}}{\partial \phi_{01}} \frac{\partial u^{\prime \prime}}{\partial \phi_{10}} ;
\]
in the asyzygetic system, there is an intermediate invariant \(\mathrm{Ec}-2 \mathrm{Fb}+\mathrm{Ga}\); we have
\[
\mathrm{J}^{2}=w_{2} 2 w_{2}^{\prime \prime}\left(\mathrm{Ec}-2 \mathrm{~F} b+\mathrm{C}(c)-w_{2}^{2}\left(a c-b^{2}\right)-w_{2}^{\prime \prime} 2^{2}\left(\mathrm{EG}-\mathrm{F}^{2}\right),\right.
\]
and therefore, in the algebraical aggregate, \(\mathrm{Ec}-2 \mathrm{Fb}+\mathrm{G} a\) can be included when any other (such as \(a c-b^{2}\) ) is excluded. Such a change would be desirable if differential invariants, linear in the quantities \(a, b, c\), were required.

\footnotetext{
* See a memoir by the author, 'American Joumal of Mathematics,' vol. 12 (1890), s8 17, 22, 30.
}
21. Accordingly, we can take as an algebraically complete aggregate, containing the 31 necessary members, the set which follows :-
(i.) \(\nabla\),
(ii.) \(w_{1}\),
(iii.) \(\mathrm{J}\left(w_{1}, w_{2}\right)=\left(\mathrm{E} \psi_{01}-\mathrm{F} \psi_{10}\right) \phi_{01}-\left(\mathrm{F} \psi_{011}-\mathrm{G} \psi_{10}\right) \phi_{10}\)
(iv.) \(w_{2}\),
(v.) \(\mathrm{H}\left(w_{2}\right)=\mathrm{EG}-\mathrm{F}^{2}=\mathrm{V}^{2}\),
(vi.) \(w_{2}^{\prime}\),
(vii.) \(\mathrm{J}\left(w_{2}, w_{2}^{\prime}\right)=(\mathrm{EM}-\mathrm{FL}) \phi_{01}{ }^{2}-(\mathrm{EN}-\mathrm{GL}) \phi_{01} \phi_{10}+(\mathrm{FN}-\mathrm{GM}) \phi_{10}{ }^{2}\),
(viii.) \(\mathrm{H}\left(w_{2}^{\prime}\right)=\mathrm{LN}-\mathrm{M}^{2}\), or \(\mathrm{I}\left(w_{2}, w_{2}^{\prime}\right)=\mathrm{EN}-2 \mathrm{FM}+\mathrm{GL}\), (ix.) \(w^{\prime \prime}{ }_{2}\),
(x.) \(\mathrm{J}\left(w_{2}, w_{2 \prime}^{\prime \prime}\right)=(\mathrm{E} b-\mathrm{F} a) \phi_{01}{ }^{2}+\ldots\),
(xi.) \(\mathrm{H}\left(w_{2}^{\prime \prime}\right)=\) re \(-b^{2}\). or \(I\left(w_{2}, w^{\prime \prime}{ }_{2}\right)=\mathrm{E} c-2 \mathrm{Fb}+\mathrm{G}(u\),
(xii.) \(w^{\prime \prime \prime}{ }_{2}\),
(xiii.) \(\mathrm{J}\left(w_{2}, w^{\prime \prime \prime \prime}{ }_{2}\right)=\left(\mathrm{E} b^{\prime}-\mathrm{F} a^{\prime}\right) \phi_{01}^{2}+\ldots\),
(xiv.) \(\mathrm{H}\left(w^{\prime \prime \prime}{ }_{2}\right)=a^{\prime} c^{\prime}-b^{\prime 2}\), or \(\mathrm{I}\left(w_{2}, w_{2 \prime \prime \prime}\right)=\mathrm{E} c^{\prime}-2 \mathrm{~F} b^{\prime}+\mathrm{G} c^{\prime}\),
(xv.) \(w_{3}\),
(xvi.) \(\mathrm{H}\left(w_{3}\right)=\left(\mathrm{PR}-\mathrm{Q}^{2}\right) \phi_{01}^{2}+\ldots\),
(xvii.) \(\Phi\left(w_{3}\right)=\left(\mathrm{P}^{2} \mathrm{~S}-3 \mathrm{PQR}+2 \mathrm{Q}^{3}\right) \phi_{01}{ }^{3}+\ldots\) or \(\Delta\left(w_{3}\right)\),
\((\) xviii. \() J\left(w_{2}, w_{3}\right)=(E Q-F P) \phi_{01}{ }^{3}+\ldots\),
(xix.) \(w_{3}^{\prime}\),
(xx.) \(\mathrm{H}\left(w_{3}^{\prime}\right)=\left(k m-l^{2}\right) \phi_{01}^{2}+\ldots\),
(xxi.) \(\Phi\left(w_{3}^{\prime}\right)=\left(k^{2} w_{1}-3 k m+2 l^{3}\right) \phi_{01}^{3}+\ldots\) or \(\Delta\left(w_{3}^{\prime}\right)\),
(xxii.) \(\mathrm{J}\left(w_{2}, w_{3}^{\prime}\right)=(\mathrm{E} l-\mathrm{F} /) \phi_{01}{ }^{3}+\ldots\),
(xxiii.) \(w^{\prime \prime}{ }_{3}\),
(xxiv.) \(\mathrm{H}\left(w^{\prime \prime}{ }_{3}\right)=\left(k^{\prime} m^{\prime}-l^{\prime 2}\right) \phi_{01}{ }^{2}+\ldots\),
\((\) xxv. \() \Phi\left(w v_{3}^{\prime \prime}\right)=\left(k^{\prime 2} n^{\prime}-3 k^{\prime} t^{\prime} m^{\prime}+2 l^{\prime 3}\right) \phi_{01}{ }^{3}+\ldots\), or \(\Delta\left(w^{\prime \prime}{ }_{3}\right)\),
(xxvi.) I \(\left(w_{2}, w^{\prime \prime}{ }_{3}\right)=\left(\mathrm{E} l^{\prime}-\mathrm{F} k^{\prime}\right) \phi_{01}{ }^{3}+\ldots\),
(xxvii.) \(w_{4}\),
(xxviii.) \(H\left(w_{2}\right)=\left(\kappa \gamma-\beta^{2}\right) \phi_{01}{ }^{2}+\ldots\),
(xxix.) \(I\left(w_{2}\right)=\alpha \epsilon-4 \beta \delta+3 \gamma^{2}\),
(xxx.) J \(\left(w_{2}\right)=\alpha \gamma \epsilon+2 \beta \gamma \delta-\alpha \delta^{2}-\beta^{2} \epsilon-\gamma^{3}\),
(xxxi.) J \(\left(w_{2}, w_{4}\right)=(\mathrm{E} \beta-\mathrm{F} \alpha) \phi_{01}{ }^{4}+\ldots\)
22. It is still necessary to satisfy equation \(\left(\mathrm{I}_{1}\right)^{\prime \prime}\). This will be effected as follows :
when \(f\) involves \(\phi_{10}\) and \(\phi_{01}\), it must be homogeneous in them, say of degree \(m_{1}\); when \(f\) involves \(\psi_{10}\) and \(\psi_{01}\), it must be homogeneous in them, say of degree \(m_{2}\); when \(f\) involves \(\mathrm{E}, \mathrm{F}, \mathrm{G}\), it must be homogeneous in them, say of degree \(m_{3}\); likewise for \(L, M, N\), say of degree \(m_{1}\); likewise for \(P, Q, R, S\), say of degree \(m_{5}\) : for \(\alpha, \beta, \gamma, \delta, \epsilon\), say of degree \(m_{6}\); for \(a, b, c\), say of degree \(m_{i}\); for \(a^{\prime}, b^{\prime}, c^{\prime}\), say of degree \(m_{8}\); for \(l, l, m, n\), say of degree \(m_{9}\); for \(k^{\prime}, l^{\prime}, m^{\prime}, n^{\prime}\), say of degree \(m_{10}\); and for \(\nabla\), of degree \(m_{11}\); provided the ralue of \(\mu\), the index of the invariant. is given by
\[
\begin{aligned}
2 \mu=m_{1} & +m_{0}+2\left(m_{3}+m_{1}\right)+3 m_{5}+4 m_{6} \\
& +6 m_{i}+6 m_{-}+11\left(m_{9}+m_{1 n}\right)+8 m_{11} .
\end{aligned}
\]

This relation determines the indices of the whole system. as follows:-
\[
\begin{aligned}
& \text { Index }=1, w_{1}: \\
& \text { Index }=2, \mathrm{~J}\left(u_{1}, w_{2}\right), u_{2}, \mathrm{H}\left(w_{2}\right), w_{2}^{\prime}, \mathrm{H}\left(w_{2}^{\prime}\right) \text { and } \mathrm{I}\left(w_{2}, w_{2}^{\prime}\right): \\
& \text { Index }=3 . \mathrm{J}\left(w_{2}, w_{2}^{\prime}\right) \cdot w_{3} ; \\
& \text { Index }=4, \nabla, w_{a}^{\prime \prime}, \mathrm{I}\left(w_{3}, w_{a}^{\prime \prime}\right), w_{2 \prime \prime}^{\prime \prime}, \mathrm{I}\left(u_{2}, w_{2}^{\prime \prime \prime}\right), \mathrm{H}\left(u_{3}\right), \mathrm{J}\left(u_{0}, w_{3}\right), u_{4}, \mathrm{I}\left(u_{+}\right) ; \\
& \text {Index }=5, \mathrm{~J}\left(w_{2}, w_{2}^{\prime \prime}\right), \mathrm{J}\left(w_{2}, w^{\prime \prime \prime}{ }_{2}\right), \mathrm{J}\left(w_{2}, w_{4}\right): \\
& \text { Index }=6, \mathrm{H}\left(u_{2}^{\prime \prime}\right), \mathrm{H}\left(u_{2}^{\prime \prime \prime}\right), \Phi\left(u_{3}\right) \text { and } \Delta\left(u_{3}\right), \mathrm{H}\left(u_{t}\right), \mathrm{J}\left(u_{4}\right) \text {; } \\
& \text { Index }=7, x_{3}^{\prime} \cdot w_{3}^{\prime \prime}: \\
& \text { Index }=8, \mathrm{~J}\left(u_{2}, u_{3}^{\prime}\right), \mathrm{J}\left(u_{3}, u_{3}^{\prime \prime}\right) \text {; } \\
& \text { Index }=12, \mathrm{H}\left(w_{3}^{\prime}\right), \mathrm{H}\left(w^{\prime \prime}{ }_{3}\right) ; \\
& \text { Index }=18, \Phi\left(w_{3}^{\prime}\right), \Phi\left(w_{3}^{\prime \prime}\right) \text { : } \\
& \text { Index }=22 . \Delta\left(u_{3}^{\prime}\right), \Delta\left(u^{\prime \prime}{ }_{3}\right) \text {. }
\end{aligned}
\]
23. All these are relative invariants, that is to say, when the same function \(F\) of new variables is formed as the function \(f\) is of the old variables, then
\[
\Omega^{\mu} \mathrm{F}=f^{\prime}
\]
where \(\mu\) is the index of \(f\). and \(\Omega=\frac{\partial(\mathrm{X}, \mathrm{Y})}{\partial(x, y)}\). In order to have the absolute invariants, it is sufficient to divide each of them by a proper power of anc one of them. For this purpose. we choose
\[
\mathrm{T}^{2}=\mathrm{H}\left(u_{3}\right)=\mathrm{EG}-\mathrm{F}^{2}
\]
we can regard \(V\) as of index unity, and therefore it will be sufficient to divide the relative invariants by a power of \(V\) equal to its index. We therefore have the set of 30 absolute invariants, given by
\[
\begin{aligned}
& \frac{w_{1}}{\mathrm{~V}}, \frac{\mathrm{~J}\left(w_{1}, w_{2}\right)}{\mathrm{V}^{2}}, \frac{w_{2}}{\mathrm{~V}^{2}}, \frac{w_{2}^{\prime}}{\mathrm{V}^{2}}, \frac{\mathrm{H}\left(w_{2}^{\prime}\right) \text { and } \mathrm{I}\left(w_{2}, w_{2}^{\prime}\right)}{\mathrm{V}^{2}}, \frac{w^{\prime \prime}{ }_{2}}{\mathrm{~V}^{2}}, \\
& \frac{\mathrm{H}\left(w^{\prime \prime}\right)}{\mathrm{V}^{0}} \text { and } \frac{\mathrm{I}\left(w_{2}, w_{2}^{\prime \prime}\right)}{\mathrm{V}^{4}}, \frac{w^{\prime \prime \prime}{ }_{2}}{\mathrm{~V}^{4}}, \frac{\mathrm{H}\left(w^{\prime \prime \prime}{ }_{2}\right)}{\mathrm{V}^{6}} \text { and } \frac{\mathrm{I}\left(w_{2}, w^{\prime \prime \prime}{ }_{2}\right)}{\mathrm{V}^{4}}, \frac{\mathrm{~J}\left(w_{2}, w_{0}^{\prime}\right)}{\mathrm{V}^{3}} \text {, } \\
& \frac{\mathrm{J}\left(w_{3}, w_{2 \prime}\right)}{\mathrm{V}^{5}}, \frac{\mathrm{~J}\left(w_{2}, w^{\prime \prime \prime}{ }_{2}\right)}{\mathrm{V}^{5}}, \frac{w_{3}}{\mathrm{~V}^{3}}, \frac{w_{3}^{\prime}}{\mathrm{V}^{7}}, \frac{w^{\prime \prime}{ }_{3}}{\mathrm{~V}^{7}}, \frac{\nabla}{\mathrm{~V}^{\frac{4}{4}}}, \frac{\mathrm{H}\left(w_{3}\right)}{\mathrm{V}^{4}}, \frac{\mathrm{~J}\left(w_{2}, w_{3}\right)}{\mathrm{V}^{4}}, \\
& \frac{\mathrm{H}\left(w^{\prime}{ }_{3}\right)}{\mathrm{V}^{12}}, \frac{\mathrm{~J}\left(w_{3}, w_{3}^{\prime}\right)}{\mathrm{V}^{8}}, \frac{\mathrm{H}\left(w^{\prime \prime}{ }_{3}\right)}{\mathrm{V}^{12}}, \frac{J\left(w_{2}, w^{\prime \prime}{ }_{3}\right)}{\mathrm{V}^{8}}, \frac{w_{4}}{\mathrm{~V}^{4}}, \frac{\mathrm{I}\left(w_{4}\right)}{\mathrm{V}^{4}}, \frac{\mathrm{~J}\left(w_{2}, w_{4}\right)}{\mathrm{V}^{\bar{j}}}, \\
& \frac{\Phi\left(w_{3}\right) \text { and } \Delta\left(w_{3}\right)}{V^{6}}, \frac{\Phi\left(w_{3}^{\prime}{ }^{6}\right)}{V^{18}} \text { and } \frac{\Delta\left(w^{\prime}{ }_{3}\right)}{\mathrm{V}^{22}}, \frac{\Phi\left(w^{\prime \prime}{ }_{3}\right)}{\mathrm{V}^{18}{ }^{18}} \text { and } \frac{\mathrm{V}\left(w^{\prime \prime}{ }_{3}\right)}{\mathrm{V}^{29}}, \frac{\mathrm{H}\left(w_{4}\right)}{\mathrm{V}^{6}}, \frac{\mathrm{~J}\left(w_{4}\right)}{\mathrm{V}^{6}} .
\end{aligned}
\]

These thirty differential invariants constitute the algebraically complete aggregate in terms of which all invariants, involving (i.) some or all of the derivatives of the fundamental magnitudes \(\mathrm{E}, \mathrm{F}, \mathrm{G}, \mathrm{L}, \mathrm{M}, \mathrm{N}\), up to the second order inclusive, as well as the magnitudes themselves, (ii.) the magnitudes \(\mathrm{P}, \mathrm{Q}, \mathrm{R}, \mathrm{S}, \alpha, \beta, \gamma, \delta, \epsilon\), (iii.) and the derivatives of two functions \(\phi\) and \(\psi\) up to the third order inclusive, can be expressed algebraically. But it is to be noted that this inference is concerned solely with the partial differential equations, and it assumes that the various quantities E, F, G, L, M, N, and their derivatives are independent of one another; if any relations should subsist, owing to the intrinsic nature of the magnitudes, then the number of invariants in the above complete aggregate will be diminished by the number of relations.

Now one such relation is known; it is the relation commonly associated with Gauss's name, and it expresses \(L N-M^{2}\) in terms of \(\mathrm{E}, \mathrm{F}, \mathrm{G}\), and their derivatives up to the second order inclusive. But \(\mathrm{LN}-\mathrm{M}^{2}\) is \(\mathrm{H}\left(w_{2}^{\prime}\right)\) in the foregoing set; and, as will be seen later ( \(\$ 35\) ) in the course of the geometrical interpretation, we have
\[
\nabla=4 \mathrm{H}\left(u_{2}\right) \mathrm{H}\left(u_{2}^{\prime}\right)
\]
so that the number must be diminished by unity. Accordingly, the alyebraically complete aggregate of differential invariants, involving the magnitudes up to the specificd order of derivation, contains 29 members; in terms of these members, every other invariant, involving the same magnitules up to the specified order of derication, can be expressed algelraiectly.
24. As an illustration of the remark in \(\S 6\), we can obtain Minding's expression for the geodesic curvature, quoted* by Professor Žorawski as an invariant. Let \(\phi=0\) be the equation of the curve, then
so that
\[
\begin{gathered}
\phi_{10}+\phi_{01} y^{\prime}=0 \\
\phi_{20}+2 \phi_{11} y^{\prime}+\phi_{02} y^{\prime 2}+\phi_{01} y^{\prime \prime}=0
\end{gathered}
\]
\[
\begin{gathered}
-\phi_{01}{ }^{3} y^{\prime \prime}=\phi_{20} \phi_{01}^{2}-2 \phi_{11} \phi_{10} \phi_{01}+\phi_{02} \phi_{10}{ }^{2} . \\
* \text { Loc. cit., p. } 63 .
\end{gathered}
\]

Now \(w_{2 \prime}{ }_{2} \mathrm{~V}^{-4}\) is an invariant, as also is \(w_{2} \mathrm{~V}^{-2}\); hence
\[
\frac{w_{2}^{\prime \prime}}{\overline{\mathrm{V}} v_{2}{ }^{\frac{3}{3}}}
\]
is an invariant, say \(U\), so that
\[
\begin{aligned}
\mathrm{U}=\frac{1}{\mathrm{~V}} \frac{a \phi_{01}{ }^{2}-2 b \phi_{01} \phi_{10}+c \phi_{10}{ }^{2}}{\left(\mathrm{E} \phi_{01}{ }^{2}-2 \mathrm{~F} \phi_{01} \phi_{10}+\mathrm{G} \phi_{10}\right)^{2}} \\
=\frac{1}{\mathrm{~V}\left(\mathrm{E} \phi_{01}{ }^{2}-2 \mathrm{~F} \phi_{01} \phi_{10}+\mathrm{G} \phi_{10}{ }^{2}\right)^{\frac{2}{2}}}\left[\begin{array}{rl} 
& \left\{2 \mathrm{~V}^{2} \phi_{20}+\left(\mathrm{E}_{01}-2 \mathrm{~F}_{10}\right) r-\mathrm{E}_{10} s\right\} \phi_{01}{ }^{2} \\
& \left.-2\left\{2 \mathrm{~V}^{2} \phi_{11}-\mathrm{G}_{10}{ }^{r}-\mathrm{E}_{01}\right\}\right\} \phi_{01} \phi_{10} \\
& \left.+\left\{2 \mathrm{~V}^{2} \phi_{02}-\mathrm{G}_{01} r+\left(\mathrm{G}_{10}-2 \mathrm{~F}_{01}\right) s\right\} \phi_{10}{ }^{2}\right] \\
=\frac{1}{V\left(\mathrm{E}+2 \mathrm{~F} y^{\prime}+\mathrm{G} y^{\prime 2}\right)^{\frac{2}{2}}}\left[-2 \mathrm{~V}^{2} y^{\prime \prime}\right. & +\left(2 \mathrm{GF}_{01}-\mathrm{GG}_{10}-\mathrm{FG}_{01}\right) y^{\prime 3} \\
& +\left(2 \mathrm{GE}_{01}+2 \mathrm{FF}_{01}-3 \mathrm{FG}_{10}-\mathrm{EG}_{01}\right) y^{2} \\
& -\left(2 \mathrm{EG}_{10}+2 \mathrm{FF}_{10}-3 \mathrm{FE}_{01}-\mathrm{GE}_{10}\right) y^{\prime} \\
& \\
& \left.-\left(2 \mathrm{EF}_{10}-\mathrm{EE}_{01}-\mathrm{FE}_{10}\right)\right]
\end{array}\right. \\
=-\frac{2}{\rho^{\prime \prime}},
\end{aligned}
\]
according to Minding's expression for the geodesic curvature; or the geodesic curvature of the curve \(\phi=0\) is the invariant
\[
-\frac{1}{2} \frac{v^{\prime \prime}}{V u_{2}}{ }_{2}
\]
25. It is possible to make further inferences from the results. Thus we can settle the algebraically complete aggregate of invariants up to the order of derivatives retained, when those invariants are required which involve derivatives of \(\mathrm{E}, \mathrm{F}, \mathrm{G}\), and only one function, say \(\phi\). They manifestly constitute the aggregate, complete up to the order specified, of all the functions that remain invariant when the surface is deformed in any way without tearing or stretching, account being taken of a particular curve \(\phi=0\), and the invariance persisting through all changes of the independent variables of the surface. This aggregate, algebraically complete up to the order specified, consists of the nine members
\[
\begin{aligned}
& \frac{w_{2}}{\mathrm{~V}^{2}}, \frac{\nabla}{\mathrm{~V}^{\mathrm{t}}}, \\
& \frac{w^{\prime \prime}}{\mathrm{V}_{2}^{4}}, \frac{\mathrm{H}\left(w_{2}^{\prime \prime}\right)}{\mathrm{V}^{6}} \text { and } \frac{\mathrm{I}\left(w_{2}, w_{2}^{\prime \prime}\right)}{\mathrm{V}^{4}}, \frac{\mathrm{~J}\left(w_{2}, w_{2}^{\prime \prime}\right)}{\mathrm{V}^{5}}, \\
& u_{3}^{\prime} \\
& \mathrm{V}^{7}, \\
& \frac{\mathrm{H}\left(w_{3}^{\prime}\right)}{\mathrm{V}^{22}}, \frac{J\left(w_{2}, w_{3}^{\prime}\right)}{\mathrm{V}^{\mathrm{s}}}, \frac{\Phi\left(w_{3}^{\prime}\right)}{\mathrm{V}^{1 \mathrm{~s}}} \text { and } \frac{\Delta\left(w_{3}^{\prime}\right)}{\mathrm{V}^{22}},
\end{aligned}
\]
the first five of which were given by Professor Z̆orawski, who considered the specific aggregate only up to one order lower.
26. If we require the aggregate of invariants of this class involving derivatives of E, F, G up to order \(n-1\) and derivatives of \(\phi\) up to order \(n\), the number of members in that algebraically complete aggregate can be obtained. The total number of members is
\[
n^{2}
\]
it is composed of \(\frac{1}{2}(n-1)(n-2)\) quantities which do not involve the derivatives of \(\phi\), these quantities being called Gaussian invariants of deformation, and their number having been determined* by Žorawsisi ; and of \(\frac{1}{2} n(n+3)-1\) quantities, each of which involves derivatives of \(\phi\). To make up the latter aggregate of \(\frac{1}{2} n(n+3)-1\) quantities, we need (in addition to the binary forms already used) other binary forms of orders \(4,5, \ldots, n\); among these, the binary form of order \(m\) (for all values of \(m\) ) has \(\phi_{01}\) and \(-\phi_{10}\) for its variables, and its coefficients are linear in the derivatives of \(\phi\) up to order \(m\) inclusive; and the members, that would occur in the simplest expression of the aggregate through the existence of the binary form of order \(m\), would be the quotients (by proper powers of \(V\) ) of the binary form itself, of the \(m-1\) (Hermite's) associated covariants, and of the Jacobian of \(w_{2}\) and the binary form, making \(m+1\) in all. Thus the total number \(\dagger\) up to order \(n\) is
the number in question.
\[
\begin{aligned}
& 1+3+4+\ldots+n \\
& =\frac{1}{2} n(n+3)-1,
\end{aligned}
\]
27. If we require the aggregate of differential invariants, which involve derivatives of \(E, F, G, L, M, N\) up to order \(n-1\) and derivatives of a single function \(\phi\) up to order \(n\), the number in that algebraically complete aggregate can be obtained as follows. We can replace the derivatives of \(L, M, N\) of the specified orders by the introduction of the fundamental magnitudes of orders \(3,4, \ldots, n+1\) defined as the coefficients in the various powers of \(\frac{d x}{d s}\) and \(\frac{d y}{d s}\) in the complete expression of the quantities
\[
d\binom{d}{d s}, \quad \frac{d^{2}}{\rho}\left(\frac{1}{d s^{2}}\left(\frac{d}{\rho}\right), \quad, \quad \frac{d^{n-1}}{d s^{n-1}}\binom{1}{\rho}\right.
\]
where \(\rho\) is the radius of curvature of the normal section through the tangent defined by \(\frac{d x}{d s}, \frac{d y}{d s}\), and the arc-differentiation of \(\frac{d x}{d s}, \frac{d y}{d s}\) is taken along the geodesic tangent.

When \(n=2\), the system of binariants is composed of three quadratic forms with their three discriminants, a cubic form with its set of two associated covariants, and

\footnotetext{
* In his memoir, § 13.
\(\dagger\) It will be noted that \(\nabla V^{-4}\) in the aggregate in \(\S 22\) is a Gaussian invariant of deformation, and so is included among the \(\frac{1}{2}(n-1)(n-2)\) quantities which do not involve \(\phi\).
\(\ddagger\) For the significance of this remark, see \(\S 31\), post.
}
the Jacobian of one of the quadratic forms with the other two quadratic forms and with the cubic form, being 12 in all. To include the next higher order given by \(n=3\), we need a cubic form with its set of two associated covariants, a quartic form with its set of three associated covariants, and the Jacobian of each of the forms with the originally selected quadratic form, being 9 in all. And so on in succession : the total number of binariants is
\[
\begin{aligned}
& 12+\{(9+11+13+\ldots+(2 n+3)\} \\
& =n^{2}+4 n .
\end{aligned}
\]

With these must be associated the \(\frac{1}{2}(n-1)(n-2)\) quantities that do not involve the derivatives of \(\phi\), these being the Gaussian invariants of deformation; hence the total number is
\[
\frac{3}{2} n^{2}+\frac{5}{2} n+1
\]

But these are relative invariants; each of them must be divided by the appropriate power of \(V\) so that, as one of them is \(V^{2}\) and the quotient is unity, thus making the function no longer an invariant of the surface, the number of absolute invariants is
\[
\begin{aligned}
& \frac{3}{2} n^{2}+\frac{5}{2} n \\
= & \frac{1}{2} n(3 n+5) .
\end{aligned}
\]
28. Lastly, if we require the aggregate of differential invariants which involve derivatives of \(\mathrm{E}, \mathrm{F}, \mathrm{G}, \mathrm{L}, \mathrm{M}, \mathrm{N}\) up to order \(n-1\), and derivatives of two functions \(\phi, \psi u p\) to order \(n\), the number can be obtained in a similar manner. As in \(\S 27\), we replace the derivatives of \(\mathrm{L}, \mathrm{M}, \mathrm{N}\) of the specified orders by the fundamental magnitudes of orders \(3,4, \ldots, n+1\). The algebraically complete aggregate of relative invariants of the surface up to the orders specified is composed of two portions. The first includes the \(\frac{1}{2}(n-1)(n-2)\) quantities which do not involve the derivatives of \(\phi\) and \(\psi\), these being the Gaussian invariants of deformation, as before. The second is the algebraically complete aggregate of the system of concomitants of a set of binary forms, each divided by a proper power of V in order to give rise to an absolute invariant of the surface. This set of binary forms contains

being \(3 n\) in all. With them must be coupled (a) their (Heramte's) associated covariants, the number of which is
\[
1 \cdot 0+4 \cdot 1+3\{2+3+. \quad+(n-1)\}+1 \cdot n
\]
\(=\frac{3}{2} n^{2}-\frac{1}{2} n+1\); and (b) the Jacobian of any one of the quantics with each of the rest, being \(3 n-1\) in all. Thus the tale of the concomitants of the binary forms
\[
\begin{aligned}
& =\frac{3}{2} n+\left(\frac{3}{2} n^{2}-\frac{1}{2} n+1\right)+3 n-1 \\
& =\frac{3}{2} n^{2}+\frac{11}{2} n
\end{aligned}
\]

But these are relative invariants ; each of them must be divided by the appropriate power of V , so that, as one of them is \(\mathrm{V}^{2}\), and the quotient is unity, thus making the function no longer an invariant of the surface, the number of absolute invariants from this source is \(\frac{3}{2} n^{2}+\frac{11}{2} n-1\). Thus the required aggregate of invariants of the kind specified up to order \(n\) is, in all, equal to
\[
\begin{aligned}
& \frac{1}{2}(n-1)(n-2)+\frac{3}{2} n^{2}+\frac{11}{2} n-1 \\
= & 2 n^{2}+4 n .
\end{aligned}
\]
29. But all these numbers are subject to diminution by as many units as there are algebraically independent relations among the invariants, which do not occur merely through algebraical forms, but arise through intrinsic relations associated with the general theory of surfaces. One such relation, being Gauss's equation, has already \((\$ 23)\) been mentioned; so that the number \(2 n^{2}+4 n\) would certainly be diminished by unity. It might happen that certain other combinations of the fundamental magnitudes of the various orders could be expressed in terms of E, F, G and their derivatives, the combinations being invariants of the set of binary forms, and the expressions in terms of \(\mathrm{E}, \mathrm{F}, \mathrm{G}\), and their derivatives being invariants of deformation. Each such relation would diminish the number \(2 n^{2}+4 n\) by a single unit.

So far as I am aware, Gauss's equation is the only relation of the type indicated which has already been established; but there is reason (\$56) for surmising that other relations of that type do actually subsist.

\section*{PART II.}

\section*{Geometric Significance of the Invariants.}
30. The algebraically complete aggregate of the invariants of a given surface and of any two curves drawn upon it has been proved to be determinable by the development of Lie's method, as used by Professor Żorawski for the invariants of deformation. The actual determination of the members of those aggregates, which belong to the lowest orders, has been made. Each such invariant has a geometric significance,
and the significance of some of them is known ; we proceed to consider this aspect of the invariants.

In dealing with binariants, several methods are possible. There is the symbolical method. There is the method dependent upon the use of canonical forms for the various functions ; the complete expression of each binariant must be used through each operation; in the present instance, the canonical form would arise by taking \(\phi\) and \(\psi\) as the independent variables on the surface.* There is the method that depends upon the characteristic property of binariants, by which the leading term alone, being sufficient to determine the binariant uniquely, is used to replace the binariant. The last of these methods will be used.
31. We denote by \(s\) an arc of the curve \(\phi=0\), so that \(d / d s\) implies differentiation along the curve ; and we denote by \(d / d n\) differentiation in a direction on the surface perpendicular to the curve. Where no confusion will arise, we shall use \(x^{\prime}, x^{\prime \prime}, \ldots\) in place of \(\frac{d x}{d s}, \frac{d^{2} x}{d s^{2}}, \ldots\); and so with quantities other than \(x\).

In constructing the fundamental quantities of order higher than the second, a normal section through the tangent to \(\phi\) is drawn; successive derivatives of the curvature of this section at the point are constructed, and the values of the second derivatives of \(x\) and \(y\) are those connected with the geodesic property at the point. \(\dot{j}\) Accordingly, it is effectively the geodesic tangent to \(\phi\) that is drawn; we shall denote by \(t\) an arc of this geodesic, so that \(d / d t\) implies differentiation along the geodesic. As the curve and the geodesic touch one another, we have
\[
\frac{d u}{d s}=\frac{d u}{d t}
\]
when the quantities relate to tangential properties only; but
\[
\frac{d u}{d s}-\frac{d u}{d t}
\]
is not zero when the quantities relate to contact of higher orders. Thus
\[
\frac{d x}{d s}=\frac{d x}{d t}, \quad d y=\frac{d y}{d t}
\]
but
\[
\frac{d}{d s}\left(\frac{1}{\rho^{\prime}}\right)-\frac{d}{d t}\left(\frac{1}{\rho^{\prime}}\right)
\]
where \({ }_{\rho^{\prime}}^{1}\) is the circular curvature of the geodesic tangent, is not zero.

\footnotetext{
* This method is used by Darboux, 'Théorie générale des Surfaees,' rol. 3, p. 203.
\(\dagger\) See the paper quoted in \(\S 4\).
}

The Independent Magnitudes connected with the Curve.
32. Various magnitudes connected with the curve \(\phi=0\) are required; we take
\[
\begin{aligned}
& \frac{1}{\rho}=\text { its circular curvature, } \\
& \frac{1}{\tau}=\text { its curvature of torsion, } \\
& \left.\begin{array}{l}
\frac{1}{\rho^{\prime}}=\text { the circular curvature } \\
\frac{1}{\tau^{\prime}}=\text { the curvature of torsion }
\end{array}\right\} \text { of the geodesic tangent, } \\
& \frac{1}{\rho^{\prime \prime}}=\text { its geodesic curvature, } \\
& \mathrm{R}=\text { the radius of the osculating sphere, } \\
& \bar{\omega}=\text { the angle between the normal to the surface and the principal normal } \\
& \text { of } \phi=0 \text {, and } \\
& \mathrm{B}=\frac{d \phi}{d n},
\end{aligned}
\]
where \(d n\) is the normal distance at the point of \(\phi=0\) from the curve \(\phi+d \phi=0\). Further, we write
\[
\begin{aligned}
& \mathrm{A}=\mathrm{L} x^{\prime 2}+2 \mathrm{M} x^{\prime} y^{\prime}+\mathrm{N} y^{\prime 2}, \\
& \mathrm{~W}=\frac{1}{\mathrm{~V}}{\mathrm{E} x^{\prime}+\mathrm{F} y^{\prime},}^{\mathrm{F} x^{\prime}+\mathrm{G} y^{\prime}} \\
& \mathrm{L} x^{\prime}+\mathrm{M} y^{\prime}, \quad \mathrm{M} x^{\prime}+\mathrm{N} y^{\prime}
\end{aligned}, \begin{array}{ll}
\mathrm{E} x^{\prime}+\mathrm{F} y^{\prime}, & m x^{\prime 2}+2 m^{\prime} x^{\prime} y^{\prime}+m^{\prime \prime} y^{\prime 2}+\mathrm{E} x^{\prime \prime}+\mathrm{F} y^{\prime \prime} \\
\mathrm{N}=\frac{\mathrm{F} x^{\prime}+\mathrm{G} y^{\prime},}{} \quad m x^{\prime 2}+2 n^{\prime} x^{\prime} y^{\prime}+n^{\prime \prime} y^{\prime 2}+\mathrm{F} x^{\prime \prime}+\mathrm{C} y^{\prime \prime}
\end{array}
\]
with the customary notation for \(m, m^{\prime}, m^{\prime \prime}, n, n^{\prime}, n^{\prime \prime}\); then \(\mathrm{A}=0\) gives the asymptotic lines, \(\mathrm{W}=0\) gives the lines of curvature, \(\mathrm{N}=0\) gives geodesic lines. Moreover,
\[
\mathrm{W}^{2}=\mathrm{AH}-\mathrm{A}^{2}-\mathrm{K},
\]
where H and K are the mean curvature and the specific curvature of the surface at the point, viz.,
\[
H=\frac{1}{\rho_{1}}+\frac{1}{\rho_{2}}, \quad K=\frac{1}{\rho_{1} \rho_{2}}
\]
\(\rho_{1}\) and \(\rho_{2}\) being the principal radii of curvature. We have the relations*
* See Stahl und Kommerell, 'Die Grundformeln der allgemeinen Flächentheorie,' § 14, for some of them.
\[
\begin{aligned}
\frac{1}{\rho^{\prime}} & =\frac{\cos \bar{w}}{\rho}=\mathrm{A} \\
1 & =\sin \bar{\varpi}=\mathrm{D} \\
\rho^{\prime \prime} & \rho \\
\frac{1}{\tau} & =\frac{d \varpi}{d s}-\mathrm{W} \\
\frac{1}{\tau^{\prime}} & =-\mathrm{W} \\
\mathrm{R}^{2} & =\rho^{2}+\tau^{2}\binom{d \rho}{d s}^{2} \\
\frac{d}{d t}\left(\frac{1}{\rho^{\prime}}\right) & =\left(\mathrm{P}, \mathrm{Q}, \mathrm{R}, \mathrm{~S} \backslash\left(x^{\prime}, y^{\prime}\right)^{3}\right. \\
\frac{d^{2}}{d t^{2}}\left(\frac{1}{\rho^{\prime}}\right) & =\left(\alpha, \beta, \gamma, \delta, \epsilon \chi x^{\prime}, y^{\prime}\right)^{t} ;
\end{aligned}
\]
in the last two equations \(x^{\prime}\) and \(y^{\prime}\) are used in place of \(d x / d t\) and \(d y / d t\), to which they are equal respectively. The relation
\[
\mathrm{W}^{2}=\mathrm{AH}-\mathrm{A}^{2}-\mathrm{K}
\]
at once gives
\[
\frac{1}{\tau^{\prime 2}}=\left(\frac{1}{\rho_{1}}-\frac{1}{\rho^{\prime}}\right)\left(\frac{1}{\rho^{\prime}}-\frac{1}{\rho_{2}}\right) ;
\]
and we also have
\[
\begin{aligned}
{ }^{1}-{ }_{\tau^{\prime}}^{1} & =\frac{1}{\rho^{\prime 2}+\rho^{\prime \prime 2}}\left(\rho^{\prime \prime} \frac{d \rho^{\prime}}{d s}-\rho^{\prime} \frac{d \rho^{\prime \prime}}{d s}\right) \\
\frac{1}{\rho^{2}} & ={ }^{1} \rho^{\prime 2}+\frac{1}{\rho^{\prime \prime 2}},
\end{aligned}
\]
so that \(\tau, \rho\), and R are expressible in terms of \(\rho^{\prime}, \rho^{\prime \prime}, \tau^{\prime}\) and of their derivatives.
\[
\text { The Talues of } \frac{d x}{d s}, \frac{d y}{d s}, \frac{d x}{d x}, \frac{d y}{d x} \text {. }
\]
33. As regards \(\frac{d x}{d s}\left(=x^{\prime}\right)\) and \(\frac{d y}{d s}\left(=y^{\prime}\right)\), we have
\[
\begin{array}{r}
\phi_{10} \mathrm{x}^{\prime}+\phi_{01} y^{\prime}=0, \\
\mathrm{E} x^{\prime 2}+2 \mathrm{~F} x^{\prime} y^{\prime}+\mathrm{G} y^{\prime 2}=1 ;
\end{array}
\]
and therefore
\[
x^{\prime}=\frac{\phi_{01}}{\sqrt{u_{2}},}, \quad y^{\prime}=-\frac{\phi_{10}}{\sqrt{u_{2}}} .
\]

Next, differentiating along a direction in the surface that is perpendicular to the
tangent to \(\phi\), we take the direction determined by \(d x / d n\) and \(d y / d n\) as being perpendicular to the direction determined by \(x^{\prime}\) and \(y^{\prime}\); hence
\[
\mathrm{E} x^{\prime} \frac{d x}{d n}+\mathrm{F}\left(y^{\prime} \frac{d x}{d n}+x^{\prime} \frac{d y}{d n}\right)+\mathrm{G} y^{\prime} \frac{d y}{d n}=0 .
\]

Moreover
\[
\mathrm{E}\left(\frac{d x}{d n}\right)^{2}+2 \mathrm{~F} \frac{d x}{d n} \frac{d y}{d n}+\mathrm{G}\left(\frac{d y}{d n}\right)^{2}=1
\]
and therefore
\[
\begin{aligned}
& \frac{d x}{d n}=-\frac{1}{V}\left(\mathrm{~F} x^{\prime}+\mathrm{G} y^{\prime}\right)=\frac{1}{\mathrm{~V} \sqrt{w_{2}}}\left(-\mathrm{F} \phi_{01}+\mathrm{G} \phi_{10}\right), \\
& \frac{d y}{d x}={ }_{V}^{1}\left(\mathrm{E} x^{\prime}+\mathrm{F} y^{\prime}\right)=\frac{1}{\mathrm{~V} \sqrt{w_{2}}}\left(\mathrm{E} \phi_{01}-\mathrm{F} \phi_{10}\right)
\end{aligned}
\]
the quantities in the brackets in the last expressions being the quantities \(r\) and \(s\) of § 15 .

\section*{Identification of the Simplest Invariants.}
34. Using these results, we can at once obtain the interpretation of several of the invariants. We have
\[
\begin{aligned}
& \mathrm{B}=\frac{d \phi}{d n} \\
&=\phi_{10} \frac{d x}{d n}+\phi_{01} \frac{d y}{d n} \\
&=\sqrt{w_{2}} \\
& \mathrm{~V}
\end{aligned}
\]
and therefore
\[
\frac{v_{3}}{V^{2}}=\mathrm{B}^{2}
\]

Again,
\[
\begin{aligned}
\mathrm{A} & =\left(\mathrm{L}, \mathrm{M}, \mathrm{~N} X x^{\prime}, y^{\prime}\right)^{2} \\
& ={ }_{w_{2}^{\prime}}^{1}\left(\mathrm{~L}, \mathrm{M}, \mathrm{~N} X \phi_{01},-\phi_{16}\right)^{2} \\
& =\frac{w_{2}^{\prime}}{w_{2}^{\prime}} ;
\end{aligned}
\]
and therefore by the relations in \(\S 32\), we have
\[
\frac{w^{\prime}}{V^{2}}=\frac{B^{2}}{\rho^{\prime}} .
\]

Also
\[
\begin{aligned}
\mathrm{W} & ={ }_{V}^{1}\left\{(\mathrm{EM}-\mathrm{FL}) x^{\prime 2}+\ldots\right\} \\
& =\frac{1}{V w_{2}}\left\{(\mathrm{EM}-\mathrm{FL}) \phi_{111}^{2}+\ldots\right\} \\
& =\frac{J\left(w_{2}, w_{2}^{\prime}\right)}{\mathrm{V} w_{2}} ;
\end{aligned}
\]
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and therefore, by the relations in \(\$ 32\), we have
\[
\frac{J\left(w_{2}, w_{2}^{\prime}\right)}{V^{3}}=-\frac{B^{3}}{\tau^{\prime}} .
\]

The result of \(\S 24\) gives
\[
\mathrm{D}=-\frac{1}{2} \frac{w^{\prime \prime}}{w_{2}} \mathrm{~V} w_{2^{\frac{1}{4}}}
\]
and therefore, also by the relations in \(£ 32\), we have
\[
\frac{w^{\prime \prime} 2}{\mathrm{~V}^{4}}=-2 \frac{\mathrm{~B}^{3}}{\rho^{\prime \prime}} .
\]

Also
\[
\begin{aligned}
\frac{d}{d t}\left(\frac{1}{\rho^{\prime}}\right) & =\left(\mathrm{P}, \mathrm{Q}, \mathrm{R}, \mathrm{~S}\left(\cdot x^{\prime}, y^{\prime}\right)^{3}\right. \\
& =\frac{w_{3}}{w_{2}^{\frac{1}{2}}}
\end{aligned}
\]
so that
\[
\frac{w_{3}}{\mathrm{~V}^{3}}=\mathrm{B}^{3} \frac{d}{d t}\left(\frac{1}{\rho^{\prime}}\right)
\]
and
\[
\begin{aligned}
\frac{d^{2}}{d t^{2}}\binom{1}{\rho^{\prime}} & =\left(\alpha, \beta, \gamma, \delta, \epsilon \chi\left(x^{\prime}, y^{\prime}\right)^{4}\right. \\
& =\frac{w_{4}}{w_{2}^{2}}
\end{aligned}
\]
so that
\[
\frac{w_{t}}{\mathrm{~V}^{4}}=\mathrm{B}^{4} \frac{d^{2}}{d t^{2}}\left(\frac{1}{\rho^{\prime}}\right)
\]
35. Certain invariants occur as belonging to the surface, independent of all curves such as \(\phi=0\). Of these, the most important is \(\nabla \mathrm{V}^{-4}\); its value is given by
\[
\frac{\nabla}{\mathrm{V}^{\mathrm{i}}}=\frac{4}{\rho_{1} \rho_{2}}=4 \mathrm{~K}
\]

But, as is well known, we also have
so that we have
\[
\frac{\mathrm{LN}-\mathrm{M}^{2}}{\mathrm{EG}-\mathrm{F}^{2}}=\frac{1}{\rho_{1} \rho_{2}}=\mathrm{K}
\]
\[
\nabla=4 \mathrm{~V}^{v} \mathrm{H}\left(w_{2}^{\prime}\right)
\]

This is a relation among the differential invariants, and it is due to the intrinsic nature of the quantities \(\mathrm{E}, \mathrm{F}, \mathrm{G}, \mathrm{L}, \mathrm{M}, \mathrm{N}\); accordingly, the number of algebraically independent invariants up to the present order must ( \(\$ 23\) ) be diminished by unity, on account of the preceding relation.

It was noted, in \(\S 21\), that \(\mathrm{H}\left(w_{2}^{\prime}\right)\) and \(\mathrm{I}\left(w_{2}, w_{2}^{\prime}\right)\) are alternatives in a complete
system, when \(w_{2}, \mathrm{H}\left(w_{2}\right), w_{2}^{\prime}, \mathrm{J}\left(w_{2}, w_{2}^{\prime}\right)\) are retained; as a matter of fact, the relation
\[
J^{2}\left(w_{2}, w_{2}^{\prime}\right)=\mathrm{I}\left(w_{2}, w_{2}^{\prime}\right) w_{2} w_{2}^{\prime}-\mathrm{H}\left(w_{2}\right) w_{2}^{2}-\mathrm{H}\left(w_{2}^{\prime}\right) w_{2}^{2}
\]
subsists. Now the significance of I \(\left(w_{2}, w_{2}^{\prime}\right)\) is known : we have
\[
\frac{I\left(w_{2}, w_{2}^{\prime}\right)}{\mathrm{V}^{2}}=\frac{1}{\rho_{1}}+\frac{1}{\rho_{2}} .
\]

Accordingly, we substitute the values that have been obtained, and we find
\[
\begin{aligned}
\frac{1}{\tau^{\prime 2}} & =\frac{1}{\rho^{\prime}}\left(\frac{1}{\rho_{1}}+\frac{1}{\rho_{2}}\right)-\frac{1}{\rho^{2,2}}-\frac{1}{\rho_{1} \rho_{2}} \\
& =\left(\begin{array}{c}
1 \\
\rho_{1}
\end{array}-\frac{1}{\rho^{\prime}}\right)\left(\begin{array}{l}
1 \\
\rho^{\prime}
\end{array}-\frac{1}{\rho_{2}}\right)
\end{aligned}
\]
again the well-known relation giving the torsion of a geodesic at any point. This torsion ranishes when the geodesic is a tangent to a line of curvature.

Interpretation of the Remaining Invariants Associated with \(w_{2}, w_{2}^{\prime}, w_{2}^{\prime \prime}, w_{3}\).
36. We require the derivatives of \(w_{2}, w_{2}^{\prime}, w_{2}^{\prime \prime}\) with respect to the are; for this purpose we shall use the property already quoted ( \(\$ 30\) ) -that a binariant is uniquely determined by its leading term which, in the present instance, is the term involving the highest power of \(\phi_{01}\). Writing generally
we have
\[
u=f \phi_{01}^{2}-2 g \phi_{01} \phi_{10}+k \phi_{10}^{2}
\]
\[
\begin{aligned}
d_{l u}^{d s}= & 2 f \phi_{01}\left(\phi_{11} x^{\prime}+\phi_{02} y^{\prime}\right)-2 y \phi_{01}\left(\phi_{20} x^{\prime}+\phi_{11} y^{\prime}\right)+\ldots \\
& +\phi_{01}^{2}\left(f_{10} x^{\prime}+f_{01} y^{\prime}\right)+\ldots
\end{aligned}
\]
so that
\[
\begin{aligned}
\sqrt{\pi_{2}} \frac{d u}{d s}= & \phi_{01}^{2}\left(2 f \phi_{11}-2 g \phi_{20}\right)+\ldots \\
& +\phi_{01}^{3} f_{10}+\ldots \\
= & \frac{1}{V^{2}}\left\{(f l-g a) \phi_{01}^{2}+\ldots\right\} \\
& +\frac{1}{\mathrm{~V}^{2}}\left[\left\{f\left(\mathrm{EG}_{10}-\mathrm{FE}_{01}\right)+g\left(\mathrm{EE}_{01}-2 \mathrm{EF}_{10}+\mathrm{FE}_{10}\right)+\mathrm{V}^{2} f_{10}\right\} \phi_{01}^{3}+\ldots\right] .
\end{aligned}
\]

Firstly, let \(f, g, k=\mathrm{E}, \mathrm{F}, \mathrm{G}\), so that \(u\) becomes \(w_{2}\); then, on reduction, we find
\[
\sqrt{w_{2}} \frac{d w_{2}}{d s}=\frac{\mathrm{J}\left(w_{2}, w_{2}^{\prime \prime}\right)}{\mathrm{V}^{2}}+\frac{w_{2}}{\mathrm{~V}^{2}}\left\{\left(\mathrm{EG}_{10}-2 \mathrm{FF}_{10}+\mathrm{GE}_{10}\right) \phi_{01}+\ldots\right\},
\]
and consequently
\[
\sqrt{u_{2}} \frac{d}{d s}\binom{u_{0}}{V^{2}}=\frac{J\left(u_{2}, u^{\prime \prime},\right.}{V^{4}} .
\]

Secondly, let \(f, g, k=\mathrm{L}, \mathrm{M}, \mathrm{N}\), so that \(u\) becomes \(u_{z}^{\prime}\); then, on reduction, we find
\[
\begin{aligned}
\sqrt{w_{2}} \frac{d w_{2}^{\prime}}{d s}=u_{3} & +\frac{1}{V^{2} w_{2}}\left\{w_{2}^{\prime} J\left(u_{2}^{\prime}, w_{2}^{\prime \prime}\right)-w_{2}^{\prime \prime} J\left(w_{2}, w_{2}^{\prime}\right)\right\} \\
& +\frac{w_{2}^{\prime}}{V^{2}}\left\{\left(\mathrm{EG}_{10}-2 \mathrm{FF}_{10}+\left(\mathrm{E}_{10}\right) \phi_{01}+\ldots\right\}\right.
\end{aligned}
\]
and consequently
\[
\sqrt{ } w_{2} d\left(\frac{w_{2}^{\prime}}{d s}\left(\frac{v_{3}^{2}}{V^{2}}\right)=\frac{1}{V^{2}}+\frac{V^{2} w_{2}}{}\left\{w_{2}^{\prime} J\left(w_{2}, w_{2}^{\prime \prime}\right)-w_{2}^{\prime \prime} \mathrm{J}\left(w_{2}, w_{2}^{\prime}\right)\right\} .\right.
\]

Thirdly, let \(f, g, h=a, b, c\), so that \(u\) becomes \(u u^{\prime \prime}\); then, on reduction, we find
\[
\left.\sqrt{w_{2}} \frac{d w^{\prime \prime}}{d s}=\frac{1}{2} w_{3}^{w^{\prime}}+\frac{2 w^{\prime \prime}}{\mathrm{V}^{2}}\left\{\left(\mathrm{EG}_{10}-2 \mathrm{FF}_{10}+\mathrm{GE}_{10}\right) \phi_{01}+\ldots\right)\right\}
\]
and consequently
\[
\sqrt{w_{2}} \frac{d}{d s}\left(\frac{u^{\prime \prime}}{\mathrm{V}^{\frac{1}{2}}}\right)=\frac{1}{2} \frac{u_{3}^{\prime}}{\mathrm{V}^{6^{6}}}
\]

The first of these gives
\[
\frac{J\left(w_{2}, w_{2}^{\prime \prime}\right)}{\mathrm{V}^{5}}=2 \mathrm{~B}^{2} \frac{d \mathrm{~B}}{d s}
\]
and the third of them, taking account of the value of \(w^{\prime \prime}\), which has already been obtained, gives
\[
\frac{w_{3}^{\prime}}{\mathrm{V}^{7}}=-4 \mathrm{~B}_{d s}^{d}\left(\frac{\mathrm{~B}^{3}}{\rho^{\prime \prime}}\right)
\]

The second of them can also be used to identify \(\mathrm{J}\left(w_{2}, w^{\prime \prime}{ }_{2}\right)\), because all the other quantities occurring in the relation have been identified; the value is
\[
\frac{J\left(u^{\prime}, w^{\prime \prime}\right)}{V^{5}}=\mathrm{B}^{\prime} \frac{d}{d s}\left(\frac{\mathrm{~B}^{2}}{\rho^{\prime}}\right)-\mathrm{B}^{3} \rho^{\prime}\left\{\begin{array}{c}
d \\
d t
\end{array}\left(\frac{1}{\rho^{\prime}}\right)-\begin{array}{c}
2 \\
\rho^{\prime \prime} \tau^{\prime}
\end{array}\right\}
\]

Substituting the earlier value on the left-hand side, we have (after a slight reduction)
\[
\frac{d}{d t}\left(\frac{1}{\rho^{\prime}}\right)-\frac{d}{d s}\left(\frac{1}{\rho^{\prime}}\right)=\frac{2}{\rho^{\prime \prime} \tau^{\prime \prime}}
\]
being an illustration of the remark in \(\S 31\), and showing that in general the rate of change of the curvature of a normal section is not the same along the curve \(\phi=0\) and the geodesic, both of which touch that section. The result can also be written in the form
\[
\frac{d \mathrm{~A}}{d s}=\Upsilon+2 \mathrm{DW}, \frac{d \mathrm{~A}}{d t}=\Upsilon
\]
with the earlier significance for \(\mathrm{A}, \mathrm{D}, \mathrm{W}\), and \(\Upsilon\) is given by
and another form is
\[
\Upsilon=\left(\mathrm{P}, \mathrm{Q}, \mathrm{R}, \mathrm{~S} \zeta x^{\prime}, y^{\prime}\right)^{3} ;
\]
\[
\frac{d}{d s}\left(\frac{w_{2}^{\prime}}{w_{2}}\right)=\frac{w_{3}}{w_{2}}-\frac{w_{2}^{\prime \prime} J\left(w_{2}, w_{2}^{\prime}\right)}{V_{2}^{2} w_{2}^{\frac{1}{2}}} .
\]
37. We require derivatives of some of the binary quadratics with respect to an arc in the surface normal to the curve \(\phi=0\); for this purpose, we proceed as in \(\S 36\). We take
\[
u=f \phi_{01}{ }^{2}-2 g \phi_{01} \phi_{10}+h \phi_{10}{ }^{2},
\]
and we have
\[
\begin{aligned}
& \mathrm{V} \sqrt{u_{2}} \frac{d u}{d n}=2 f \phi_{01}\left\{\phi_{11}\left(-\mathrm{F} \phi_{01}+\ldots\right)+\phi_{02}\left(\mathrm{E} \phi_{01}+\ldots\right)\right\} \\
&-2 g \phi_{01}\left\{\phi_{20}\left(-\mathrm{F} \phi_{01}+\ldots\right)+\phi_{11}\left(\mathrm{E} \phi_{01}+\ldots\right)\right\} \\
&+\phi_{01}^{2}\left\{f_{10}\left(-\mathrm{F} \phi_{01}+\ldots\right)+f_{01}\left(\mathrm{E} \phi_{01}+\ldots\right)\right\}+\ldots ;
\end{aligned}
\]
and so, after some transformation and reduction, we find
\[
\begin{aligned}
\mathrm{V}^{3} \sqrt{w_{2}} \frac{d u}{d n}= & \phi_{01}{ }^{2}\{f(\mathrm{E} c-\mathrm{F}()-g(\mathrm{E} b-\mathrm{F}(t)\}+\ldots \\
& +\phi_{01}{ }^{3}\left\{f \mathrm{E}\left(\mathrm{EG}_{01}+\mathrm{FG}_{10}-2 \mathrm{FF}_{01}\right)-(f \mathrm{~F}+g \mathrm{E})\left(\mathrm{EG}_{10}-\mathrm{FE}_{01}\right)\right. \\
& \left.+g \mathrm{~F}\left(-\mathrm{EE}_{01}+2 \mathrm{EF}_{10}-\mathrm{FE}_{10}\right)+\mathrm{V}^{2}\left(-\mathrm{F} f_{10}+\mathrm{E} f_{01}\right)\right\}+\ldots .
\end{aligned}
\]

Firstly, let \(f, g, h=\mathrm{E}, \mathrm{F}, \mathrm{G}\), so that \(u\) becomes \(u_{2}\). The coefficient of the first term in the earlier aggregate is
\[
\begin{aligned}
& =\mathrm{E}^{2} c-2 \mathrm{EF} b+\mathrm{F}^{2} c b \\
& =\mathrm{E}\left(\mathrm{E} c-2 \mathrm{~F} b+\mathrm{G}^{\prime} \ell\right)-\mathrm{V}^{2} c t
\end{aligned}
\]
and therefore that aggregate is
\[
=u_{2} \mathrm{I}\left(w_{2}, w_{2}^{\prime \prime}\right)-\mathrm{V}^{2} w_{2}^{\prime \prime}{ }_{2} .
\]

The coelficient of the first term in the later aggregate is
\[
\mathrm{E}\left\{-\mathrm{F}\left(\mathrm{EG}_{10}-2 \mathrm{FF}_{10}+\mathrm{GE}_{10}\right)+\mathrm{E}\left(\mathrm{EG}_{01}-2 \mathrm{FF}_{01}+\mathrm{GE}_{01}\right)\right\}
\]
and therefore that aggregate is
\[
=w_{2} \mathrm{~V} \sqrt{w_{2}} \frac{d \mathrm{~V}^{2}}{d n} .
\]

Consequently
\[
\mathrm{V}^{3} \sqrt{w_{2}} \frac{d w_{2}}{d n}=w_{2} \mathrm{I}\left(w_{2}, w_{2}^{\prime \prime}\right)-\mathrm{V}^{2} w_{2}^{\prime \prime}+w_{2} \mathrm{~V} \sqrt{w_{2}} \frac{d \mathrm{~V}^{3}}{d n}
\]
and therefore
\[
\mathrm{V}^{\prime} \sqrt{w_{2}} \frac{d}{d n}\binom{w_{2}}{\mathrm{~V}^{2}}=w_{2} \mathrm{I}\left(w_{2}, w_{2}^{\prime \prime}\right)-\mathrm{V}^{2} w_{2}^{\prime \prime} .
\]

Inserting the values of the invariants that are already known, we have
and therefore
\[
\mathrm{B} \cdot 2 \mathrm{~B} \frac{d \mathrm{~B}}{d n}=\mathrm{B}^{2} \mathrm{I} \frac{\left(w_{2}, w^{\prime \prime}\right)}{\mathrm{V}^{4}}+2 \frac{\mathrm{~B}^{3}}{\rho^{\prime \prime}}
\]
\[
\frac{\mathrm{I}\left(w_{2}, w^{\prime \prime}\right)_{2}}{\mathrm{~V}^{4}}=2\left(\frac{d \mathrm{~B}}{d n}-\frac{\mathrm{B}}{\rho^{\prime \prime}}\right) .
\]

Secondly, let \(f, y, h=\mathrm{L}, \mathrm{M}, \mathrm{N}\), so that \(u\) becomes \(w_{2}^{\prime}\). Proceeding in the same way, we find
\(\mathrm{V}^{5} \sqrt{w_{2}} \frac{d}{d u}\binom{w_{2}^{\prime}}{\mathrm{V}^{2}}=w_{2}^{\prime} \mathrm{I}\left(w_{2}, w_{2}^{\prime \prime}\right)+\mathrm{V}^{2} J\left(w_{2}, u_{3}\right)-\frac{1}{w_{2}}\left(\mathrm{~V}^{2} w_{2}^{\prime} w_{2}^{\prime \prime}{ }_{2}+J\left(w_{2}, w_{2}^{\prime}\right) J\left(u_{2}, w^{\prime \prime}\right)_{2}^{\prime}\right.\),
Inserting the values of those invariants which have already been obtained, we have (after a little reduction)
\[
\frac{J\left(w_{3}, w_{3}\right)}{V^{4}}=\mathrm{B}^{3} \frac{d}{d n}\left(\frac{1}{\rho^{\prime}}\right)-\frac{2 \mathrm{~B}^{2}}{\tau^{\prime}} \frac{d \mathrm{~B}}{d s}
\]

Thirdly, let \(f, g, h=a, b, c\), so that \(u\) becomes \(w^{\prime \prime}{ }_{2}\). Proceeding in the same way as for \(w_{2}\), we find
\[
\mathrm{V}^{7} \sqrt{w_{2}} \frac{d}{d n}\left(w^{\prime \prime} \mathrm{V}^{4}\right)=w_{2} \mathrm{H}\left(w_{2}^{\prime \prime}\right)-\frac{2}{3} w_{2}^{2} \nabla+\frac{1}{2} J\left(w_{2}, w_{3}^{\prime}\right)
\]

Now we have retained I \(\left(w_{2}, w_{2}^{\prime \prime}{ }_{2}\right)\) in our aggregate, in place of \(\mathrm{H}\left(w^{\prime \prime}{ }_{2}\right)\), so that the latter must be removed from the foregoing expression : as the relation
holds, we have
\[
J^{2}\left(w_{2}, w_{2}^{\prime \prime}\right)=w_{2} w^{\prime \prime}{ }_{2} I\left(w_{2}, w_{2}^{\prime \prime}\right)-w_{2}{ }^{2} \mathrm{H}\left(w_{2}^{\prime \prime}\right)-w_{2}^{\prime \prime}{ }_{2}^{2} V^{2}
\]
\[
\mathrm{V}^{7} w_{2}^{\frac{3}{2}} \frac{d}{d n}\binom{w^{\prime \prime}}{\mathrm{V}^{4}}=\frac{1}{2} w_{2} J\left(w_{2}, w_{3}^{\prime}\right)-\frac{2}{3} w_{2}^{3} \nabla+w_{2} w_{2}^{\prime \prime}{ }_{2} \mathrm{I}\left(w_{2}, w_{2}^{\prime \prime}\right)-w_{2}^{\prime \prime}{ }_{2}^{2} \mathrm{~V}^{2}-\mathrm{J}^{2}\left(w_{2}, w_{2}^{\prime \prime}\right)
\]

Inserting the values of those invarimts which have already been obtained, and reducing the equation, we ultimately have
\[
\frac{J}{V^{8}}\left(w_{2}, w_{3}^{\prime}\right)=-4 \mathrm{~B}^{3} \frac{d}{d n}\binom{\mathrm{~B}}{\rho^{\prime \prime}}+8 \mathrm{~B}^{2}\left(\frac{d \mathrm{~B}}{d s}\right)^{2}+\frac{16}{3} \mathrm{~B}^{4} \mathrm{~K}
\]

It may be noted, in passing, that the above equation, which gives the relation between \(I\left(w_{2}, w_{2}^{\prime \prime}\right)\) and \(H\left(w_{2}^{\prime \prime}\right)\), leads to the expression for \(H\left(w^{\prime \prime}{ }_{2}\right)\) in the form
\[
\frac{H\left(w^{\prime \prime}\right)}{V^{6}}=-4 \frac{\mathrm{~B}}{\rho^{\prime \prime}} \frac{d \mathrm{~B}}{d n}-4\left(\frac{d \mathrm{~B}}{d s}\right)^{2}
\]
38. Again, it is known that
\[
\left.\begin{array}{ll}
\mathrm{V}^{2} \frac{\partial \mathrm{H}}{\partial x}=\mathrm{GP}-2 \mathrm{FQ}+\mathrm{ER}, & \mathrm{~V}^{2} \frac{\partial \mathrm{~K}}{\partial x}=\mathrm{NP}-2 \mathrm{MQ}+\mathrm{LR} \\
\mathrm{~V}^{2} \frac{\partial \mathrm{H}}{\partial y}=\mathrm{GQ}-2 \mathrm{FR}+\mathrm{ES}, & \mathrm{~V}^{2} \frac{\partial \mathrm{~K}}{\partial y}=\mathrm{NQ}-2 \mathrm{MR}+\mathrm{LS}
\end{array}\right\} ;
\]
and therefore
\[
\begin{aligned}
\sqrt{w_{\mathrm{Q}}} \mathrm{~V}^{2} \frac{d \mathrm{H}}{d s} & =(\mathrm{GP}-2 \mathrm{FQ}+\mathrm{ER}) \phi_{01}+(\mathrm{GQ}-2 \mathrm{FR}+\mathrm{ES})\left(-\phi_{10}\right) \\
& =\mathfrak{a}_{1}
\end{aligned}
\]
say, where \(\mathfrak{a}_{1}\) is a covariant of the system with index easily seen to be equal to 3 . Now it is easy to verify that
\[
(\mathrm{EQ}-\mathrm{FP})^{2}=(\mathrm{GP}-2 \mathrm{FQ}+\mathrm{ER}) \mathrm{EP}-\left(\mathrm{EG}-\mathrm{F}^{2}\right) \mathrm{P}^{2}-\left(\mathrm{PR}-\mathrm{Q}^{2}\right) \mathrm{E}^{2},
\]
and therefore that
\[
\mathrm{J}^{2}\left(w_{2}, w_{3}\right)=w_{2} w_{3} \mathrm{\pi}_{1}-\mathrm{V}^{2} w_{3}^{2}-w_{2}^{2} \mathrm{H}\left(w_{3}\right)
\]

Consequently \(a_{1}\) is expressible in terms of the members of the system; when the expression is substituted above, the result enables us to obtain the value of \(\mathrm{H}\left(\mu_{3}\right) \mathrm{V}^{-4}\). But it is simpler to modify the original system of concomitants in § 21 : we can replace \(H\left(w_{3}\right)\) in that aggregate by \(\mathfrak{a}_{1}\), and the modified aggregate still is complete. For the significance of \(a_{1}\), we have
\[
\frac{\mathfrak{a}_{1}}{\mathrm{~V}^{3}}=\mathrm{B} \frac{d \mathrm{H}}{d s}
\]

Further, we have
\[
\begin{aligned}
\sqrt{w_{2}} \mathrm{~V}^{3} \frac{d \mathrm{H}}{d n}= & (\mathrm{GP}-2 \mathrm{FQ}+\mathrm{ER})\left(-\mathrm{F} \phi_{01}+\mathrm{G} \phi_{10}\right) \\
& +(\mathrm{GQ}-2 \mathrm{FR}+\mathrm{ES})\left(\mathrm{E} \phi_{01}-\mathrm{F} \phi_{10}\right) \\
= & \mathfrak{a}_{2}
\end{aligned}
\]
say, where \(\mathfrak{a}_{2}\) is a covariant of the system with index easily seen to be 4 . It is easy to verify that
\[
\mathrm{E}^{3}\left(\mathrm{P}^{2} \mathrm{~S}-3 \mathrm{PQR}+2 \mathrm{Q}^{3}\right)-\mathrm{EP}^{2}\left\{\mathrm{E}^{2} \mathrm{~S}-3 \mathrm{EFR}+\left(\mathrm{EG}+2 \mathrm{~F}^{2}\right) \mathrm{Q}-\mathrm{FGP}\right\}
\]
\[
=-3 \mathrm{EP}(\mathrm{EQ}-\mathrm{FP})(\mathrm{GP}-2 \mathrm{FQ}+\mathrm{ER})+2(\mathrm{EQ}-\mathrm{FP})^{3}+2 \mathrm{~V}^{2} \mathrm{P}^{2}(\mathrm{EQ}-\mathrm{FP})
\]
and therefore
\[
w_{2}^{3} \Phi\left(w_{3}\right)-w_{2} w_{3}{ }^{2} \mathfrak{a}_{2}+3 w_{2} w_{3} \mathfrak{a}_{1} J\left(w_{2}, w_{3}\right)-2 J^{3}\left(w_{2}, w_{3}\right)-2 \mathrm{~V}^{2} w_{3}^{2} J\left(w_{2}, w_{3}\right)=0
\]

Consequently \(\mathfrak{a}_{2}\) is expressible in terms of members of the system; when the expression is substituted above, the result enables us to obtain the value of \(\Phi\left(w_{3}\right) \mathrm{V}^{-6}\). But, as in the last case, it is simpler to modify the original system of concomitants in § 21 : we can replace \(\Phi\left(w_{3}\right)\) in that aggregate by \(\mathfrak{a}_{2}\), and the modified aggregate still is complete. For the significance of \(a_{2}\), we have
\[
\frac{\mathrm{a}_{2}}{\mathrm{~V}^{\mathrm{t}}}=\mathrm{B} \frac{d \mathrm{H}}{d n} .
\]

\section*{An Aggregate for the Lowest Ordens of Derivatives.}
39. It may be remarked (and it is easy to verify the statement) that, if we desire an algebraically complete aggregate of invariants, involving derivatives of \(\phi\) alone up to order 2 at the utmost, and derivatives of E, F, G up to order 1 , and the fundamental magnitudes of the first three orders and no other quantities, such an aggregate is composed of
\[
\begin{aligned}
& \frac{w_{2}}{V^{2}}, \frac{w_{2}^{\prime}}{V^{2}}, \frac{H\left(w_{2}^{\prime}\right)}{V^{2}} \text { or } \frac{I\left(w_{2}, w_{2}^{\prime}\right)}{V_{2}^{2}}, w_{2}^{\prime \prime} V_{2}^{2}, \frac{H\left(w_{0}^{\prime \prime}\right)}{\mathrm{V}^{6}} \text { or } \frac{I\left(w_{2}, w_{2}^{\prime \prime}\right)}{\mathrm{T}_{2}} \text {, } \\
& \frac{w_{3}}{V^{3}}, \frac{H\left(w_{3}\right)}{V^{4}} \text { or } \frac{a_{1}}{V^{3}}, \frac{\Phi\left(w_{3}\right)}{V^{6}} \text { or } \frac{\Delta\left(w_{3}\right)}{V^{6}} \text { or } \frac{a_{2}}{V^{4}}, \frac{J\left(w_{2}, w_{2}^{\prime}\right)}{V^{3}} \text {, } \\
& \frac{J\left(w_{2}, w^{\prime \prime}\right)}{V^{3}} \text {, and } \frac{J\left(w_{2}, w_{3}\right)}{V^{5}} \text {. }
\end{aligned}
\]

Every other invariant of the surface involving only the same quantities that occur in these invariants can be expressed algebraically in terms of the members of this aggregate. The geometrical significance of each of the members has been obtained; if, therefore, the geometrical significance of any additional invariant is known, the algebraic equation expressing the invariant in terms of the retained aggregate will express a property of the surface and the curve. Such additional invariants are provided by \(\frac{d \mathrm{~K}}{d s}\) and \(\frac{d \mathrm{~K}}{d n}\); they should accordingly lead to properties of the surface and the curve.

\section*{Two Ner Relations.}
40. We have
\[
\sqrt{w_{2}} \mathrm{~T} \cdot \frac{d \mathrm{~K}}{d s}=(\mathrm{NP}-2 \mathrm{MQ}+\mathrm{LR}) \phi_{01}+(\mathrm{NQ}-2 \mathrm{MR}+\mathrm{LS})\left(-\phi_{10}\right)
\]

But
\[
(L Q-M P)^{2}=(N P-2 M Q+L R) L P-\left(L N-M^{2}\right) P^{2}-L^{2}\left(P R-Q^{2}\right)
\]
and
\[
\mathrm{LQ}-\mathrm{MP}=\frac{1}{\mathrm{E}}\{\mathrm{~L}(\mathrm{EQ}-\mathrm{FP})-\mathrm{P}(\mathrm{EM}-\mathrm{FL})\}
\]
hence, taking account of the relation among the leading terms of the rarious concomitants, we have
\[
\frac{\left\{w_{2}^{\prime} \mathrm{J}\left(w_{2}, w_{3}\right)-w_{3} \mathrm{~J}\left(w_{2}, w_{2}^{\prime}\right)\right\}^{2}}{w_{2}^{2}}=\sqrt{w_{2} u_{3}^{\prime} u_{3} \mathrm{~V}^{2}} \frac{d \mathrm{~K}}{d s}-u_{3}^{2} \mathrm{H}\left(u_{3}^{\prime}\right)-u_{3}^{\prime} \mathrm{H}\left(u_{3}\right)
\]

Consequently
\[
\begin{aligned}
& \sqrt{w_{2}} \mathrm{~V}^{2} \frac{d \mathrm{~K}}{d s}=\frac{w_{2}^{\prime}}{w_{2}^{2} w_{3}}\left\{\mathrm{~J}^{2}\left(w_{2}, w_{3}\right)+w_{2}^{2} \mathrm{H}\left(w_{3}\right)\right\}-\frac{2}{w_{2}^{2}} \mathrm{~J}\left(w_{2}, w_{3}\right) \mathrm{J}\left(w_{2}, w_{2}^{\prime}\right) \\
&+\frac{w_{3}}{w_{2}^{2} w_{2}^{\prime}\left\{\mathrm{J}^{2}\left(w_{2}, w_{2}^{\prime}\right)+w_{2}^{2} \mathrm{H}\left(w_{2}^{\prime}\right)\right\}} \\
&=\frac{w_{2}^{\prime}}{w_{2}^{2} w_{3}}\left(w_{2} w_{3} \mathrm{r}_{1}-\mathrm{V}^{2} u_{3}^{2}\right)-\frac{2}{w_{2}^{2}} J\left(w_{2}^{2}, w_{3}\right) \mathrm{J}\left(w_{2}, w_{2}^{\prime}\right) \\
&+\frac{w_{3}}{w_{2}^{2} w_{2}^{\prime}\left\{w_{2} u_{2}^{\prime} \mathrm{I}\left(w_{2}, w_{2}^{\prime}\right)-\mathrm{V}^{2} w_{2}^{\prime 2}\right\}}
\end{aligned}
\]
so that \(\frac{d \mathrm{~K}}{d s}\) is expressed in terms of the members of the retained aggregate. Sub stituting the values of the invariants in the equation and dividing out by \(\mathrm{V}^{3} \mathrm{~B}\) after substitution, we find
\[
\frac{d \mathrm{~K}}{d s}-\frac{1}{\rho^{\prime} d \mathrm{H}}=\left(\mathrm{H}-\frac{2}{\rho^{\prime}}\right) \frac{d}{d t}\left(\frac{1}{\rho^{\prime}}\right)+\frac{2}{\tau^{\prime} d n}\left(\frac{1}{\rho^{\prime}}\right)-\frac{4}{\mathrm{~B} \tau^{\prime 2}} \frac{d \mathrm{~B}}{d s},
\]
a property which can be changed also into other forms, e.g., by using the relation in \(\$ 36\), which expresses \(\frac{d}{d t}\binom{1}{\rho^{\prime}}\) in terms of \(\frac{d}{d s}\binom{1}{\rho^{\prime}}\) and other magnitudes. Effecting this change, and substituting for \(\frac{d \mathrm{~K}}{d s}, \frac{d \mathrm{H}}{d s}, \frac{d}{d s}\left(\frac{1}{\rho^{\prime}}\right)\), their values in terms of derivatives of \(\rho_{1}, \rho_{2}, \rho^{\prime}\), we can express the relation in the form
\[
-\frac{d}{d s}\left[\left(\frac{1}{\rho_{1}}-\frac{1}{\rho^{\prime}}\right)\left(\frac{1}{\rho^{\prime}}-\frac{1}{\rho_{2}}\right)\right]=\frac{2}{\tau^{\prime}}\left\{\left(\begin{array}{c}
1 \\
\rho_{1}
\end{array}+\frac{1}{\rho_{2}}-\frac{2}{\rho^{\prime}}\right) \frac{1}{\rho^{\prime \prime}}+\frac{d^{\prime}}{d^{\prime}}\binom{1}{\rho^{\prime}}\right\}-\begin{gathered}
4 \\
\mathrm{~B} \tau^{\prime 2} \\
d \mathrm{~B} \\
d s
\end{gathered}
\]
and therefore
\[
\frac{1 d \tau^{\prime}}{\tau^{\prime 2} d s}=\left(\begin{array}{l}
1 \\
\rho_{1}
\end{array}+\frac{1}{\rho_{2}}-\frac{2}{\rho^{\prime}}\right) \frac{1}{\rho^{\prime \prime}}+\frac{d}{d n}\binom{1}{\rho^{\prime}}-\underset{\mathrm{B} \tau^{\prime}}{2}{ }^{2} \mathrm{~dB} .
\]
or, what is the same thing,
\[
\begin{aligned}
-\frac{d}{d s}\left(\frac{1}{\tau^{\prime}}\right) & =\left(\frac{1}{\rho_{1}}+\frac{1}{\rho_{2}}-\stackrel{2}{\rho^{\prime}}\right) \frac{1}{\rho^{\prime \prime}}+\frac{d}{d n}\binom{1}{\rho^{\prime}}-\frac{2}{\mathrm{~B} \tau^{\prime} d s}\left(\frac{\mathrm{~B}}{d^{-}}\right. \\
& =\frac{d}{d n}\left(\frac{1}{\rho^{\prime}}\right)+\left(\mathrm{H}-\frac{2}{\rho^{\prime}}\right) \frac{1}{\rho^{\prime \prime}}-\underset{\tau^{\prime} \mathrm{B} d s}{\stackrel{2}{d} d \mathrm{~B}}
\end{aligned}
\]

Proceeding to construct the other invariant that was suggested in \(\S 39\), we have
\[
\begin{aligned}
\sqrt{ } w_{2} \mathrm{~V}^{3} \frac{d \mathrm{~K}}{d n}=(\mathrm{NP} & -2 \mathrm{MQ}+\mathrm{LR})\left(-\mathrm{F} \phi_{01}+\mathrm{G} \phi_{10}\right) \\
& +(\mathrm{NQ}-2 \mathrm{MR}+\mathrm{LS})\left(\mathrm{E} \phi_{01}-\mathrm{E} \phi_{10}\right)
\end{aligned}
\]

Let \(u\) denote the leading coefficient on the right-hand side, so that
\[
u=\mathrm{SEL}-\mathrm{R}(2 \mathrm{EM}+\mathrm{FL})+\mathrm{Q}(\mathrm{EN}+2 \mathrm{FM})-\mathrm{PFN}
\]
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and let \(a_{1}, a_{2}\) denote the learling coefficients of \(a_{1}, a_{2}\) respectively. so that
\[
\begin{aligned}
& a_{1}=G \mathrm{P}-2 \mathrm{FQ}+\mathrm{ER} \\
& c_{2}=\mathrm{E}^{2} \mathrm{~S}-3 \mathrm{EFR}+\left(\mathrm{EG}+2 \mathrm{~F}^{2}\right) \mathrm{Q}-\mathrm{FGP}
\end{aligned}
\]

Then it is not difficult to establish the identity
\[
\begin{aligned}
& \mathrm{E}^{\prime \prime}=\mathrm{L}_{2}-2(\mathrm{EM}-\mathrm{FL}) \alpha_{1}+(\mathrm{EN}-2 \mathrm{FM}+\mathrm{GL})(\mathrm{EQ}-\mathrm{FP}) \\
&-\frac{2}{\mathrm{E}}\left(\mathrm{EG}-\mathrm{F}^{2}\right)\{\mathrm{L}(\mathrm{EQ}-\mathrm{FP})-\mathrm{P}(\mathrm{EN}-\mathrm{FL})\}
\end{aligned}
\]

Noting that all the quantities on the right-hand side are leading coefficients of covariants, we change the identity into a relation among covariants; and the result. on division throughout by \(w_{2}\), is
\[
\begin{aligned}
\sqrt{\prime} u_{2} \mathrm{~V}_{3}^{d \mathrm{~K}}=\frac{w_{2}^{\prime}}{u_{2}} a_{2}- & u_{3}^{2} J\left(u_{2}^{2} u_{2}^{\prime}\right) a_{1}+\frac{1}{u_{2}} \mathrm{I}\left(u_{2} u_{2}^{\prime}\right) \cdot \mathrm{T}\left(u_{2} u_{3}\right) \\
& -2 \mathrm{~V}^{2} \frac{w_{2}^{\prime}}{u_{2}^{2}} J\left(w_{2}, u_{3}\right)+2 \mathrm{~V}^{2} u_{3} J\left(u_{2}, u_{2}^{\prime}\right)
\end{aligned}
\]
so that \(d \mathrm{~K} / d n\) is expressed in terms of the members of the retained aggregate Substituting the values of the invariants in the equation and dividing out by V B after substitution, we find
\[
\frac{d \mathrm{~K}}{d n}-\frac{1}{\rho^{\prime} d \mathrm{H}}=\left(\mathrm{H}-\stackrel{2}{\rho^{\prime}}\right) d d^{d}\binom{1}{\rho^{\prime}}-\frac{2}{\tau^{\prime} d t}\binom{1}{\rho^{\prime}}+\underset{\mathrm{B} \rho^{\prime} \tau^{\prime} d s}{+}+\frac{2 \mathrm{~B}}{\tau^{\prime} d \mathrm{H}}-\frac{2 \mathrm{H}}{\mathrm{~B} \tau^{\prime}} d \mathrm{~B}
\]

Effecting the same transformation as before by taking
\[
._{d_{n}}^{d}\left(\mathrm{~K}-\frac{H}{\rho^{\prime}}+\frac{1}{\rho^{\prime 2}}\right)=\frac{d}{d n}\left(-\frac{1}{\tau^{\prime 2}}\right)
\]
we find
\[
\begin{aligned}
\frac{d}{d n}\binom{1}{\tau^{\prime}} & =\frac{d}{d t}\binom{1}{\rho^{\prime}}-\frac{2}{\rho^{\prime} \mathrm{B} d s}-\frac{d \mathrm{~B}}{d s}+\frac{\mathrm{H}}{\mathrm{~B}} d \mathrm{~B} \\
& =\frac{d}{d s}\left(\frac{1}{\rho^{\prime}}\right)+\frac{2}{\rho^{\prime \prime} \tau^{\prime}}+\left(\mathrm{H}-\frac{\ddot{ }}{\rho^{\prime}}\right) \frac{1}{\mathrm{~B}} d_{s}-\frac{\mathrm{B}}{d \mathrm{H}}
\end{aligned}
\]

Identification of the remaining Invariants obtained in \(\$ 23\), with some Modifications of the System.
41. We proceed now to the identification of the invariants of the next higher order of derivatives; these involve derivatives of \(\phi\) of the third order, derivatives of \(\psi\) of the thind order, and the fundamental magnitudes of the fourth order. The method used is similar to that adopted in the preceding sections; we form derivatives, with
regard to \(s\) and to \(n\), of the invariants already interpreted, identify the new forms by means of some member of the complete aggregate, and thus we obtain the interpretation of that member. Accordingly, we shall usually state the results without the calculations, the laborious character of which is greatly lightened by using the leading terms of the covariants only.

We have
\[
V^{\prime} m_{2} d_{s}\binom{w_{3}}{V_{3}^{3}}=\frac{w_{+}}{V_{3}}+\frac{3}{2 V^{3} u_{2}}\left\{w_{3} J\left(w_{0}, w_{0}^{\prime \prime}\right)-u_{2}^{\prime \prime} \cdot J\left(u_{0}, u_{3}\right)\right\} .
\]

Inserting the salues of the invariants which occur in this equation, and using the relation
\[
\frac{d}{d t}\left(\frac{1}{\rho^{\prime}}\right)=d_{d s}^{d}\binom{1}{\rho^{\prime}}+\frac{2}{\rho^{\prime \prime} \tau}
\]
obtained in \$ \(3 f\). we have
\[
\begin{aligned}
& \mathrm{B}_{d_{s}^{\prime}}^{\lambda}\left\{\mathrm{B}^{3}{ }_{\pi \cdot s}^{d}\left(\frac{1}{\rho^{\prime}}\right)+\frac{2 \mathrm{~B}^{3}}{\rho^{\prime \prime} \tau^{\prime}}\right\}
\end{aligned}
\]
and this easily leads to the relation
\[
\begin{aligned}
& d^{2}\binom{1}{\rho^{\prime}}-\frac{d^{2}}{d s^{2}}\binom{1}{\rho^{\prime}}=\frac{2}{B^{3}} \frac{d}{d s}\binom{\mathrm{~B}^{3}}{\rho^{\prime \prime} \tau^{\prime}}-\rho^{3} \rho^{\prime \prime} d_{n}\binom{1}{\rho^{\prime}} \\
& =2 \frac{d}{d \cdot}\binom{1}{\rho^{\prime \prime} \tau^{\prime}}+\frac{3}{\rho^{\prime \prime}} \frac{d}{d \cdot}\binom{1}{\tau^{\prime}}+\frac{3}{\rho^{\prime 2}}\left(\mathrm{H}-\frac{2}{\rho^{\prime}}\right),
\end{aligned}
\]
on using the expression for \(\frac{1}{d s}\binom{1}{\tau^{\prime}}\) obtained in \(\S 40\). The fact that the value of
\[
\pi t^{2}\binom{1}{\rho^{\prime}}-\frac{N^{2}}{N^{2}}\left(\begin{array}{l}
1 \\
p^{2} \\
\rho^{\prime}
\end{array}\right)
\]
is different from zero is another illustration of the remark in \(\$ 36\).
We also have
\[
\left.\begin{array}{rl}
\mathrm{V}^{+} \sqrt{ } w_{2}^{\prime}, m_{n}^{\prime}\binom{w_{3}}{V^{3}}= & \mathrm{J}\left(w_{2}, w_{+}\right)-\frac{3}{2} \frac{H\left(w_{a}^{\prime}\right)}{V^{2}} w_{2} J\left(w_{2}, w_{2}^{\prime}\right) \\
& +\frac{3}{2 \mathrm{~V}^{2}}\left\{w_{3} \mathrm{I}\left(w_{2}, w_{2}^{\prime \prime}\right)-\frac{1}{w_{2}} J\left(w_{2}, w_{2}^{\prime \prime}\right) \mathrm{J}\left(w_{2}, w_{3}\right)-\mathrm{V}^{2} w_{2}^{\prime \prime} w_{3}\right\} \\
w_{2}
\end{array}\right\} ;
\]
when we substitute for the respective invariants and reduce, we obtain an expression for \(J\left(w_{2}, w_{+}\right)\)in the form
\[
\begin{aligned}
& 302
\end{aligned}
\]
and the expression can be further modified by substituting the value of \(\frac{1}{\mathrm{~B}} \frac{d \mathrm{~B}}{\mathrm{ds}}\) given in § 40.
42. As the quantity H , the measure of the mean curvature of the surface at the point, has occurred in the invariants \(\mathfrak{a}_{1}\) and \(a_{2}\), and as the quantities \(\frac{d^{2} H}{d s} d \mathfrak{d}\) and \(\frac{d^{2} H}{d n} d_{s}\) are not equal to one another, we construct the quantities
\[
d\binom{a_{1}}{V^{3}} \cdot \frac{d}{d n}\binom{a_{1}}{V^{3}} \cdot \frac{d}{d s}\binom{a_{2}}{V_{4}}, \frac{d}{d n}\binom{a_{2}}{V^{+}} .
\]

It will appear that. ly means of the second and the third of these, we can obtain the value of \(\frac{d^{2} \mathrm{H}}{d_{s} d_{n}-d^{2} \mathrm{H}} d_{s}\).

We have
\[
\begin{aligned}
& +\frac{1}{2} \frac{H\left(w_{2}^{\prime}\right)}{V^{5}}\left\{I\left(u_{2}, u_{2}^{\prime}\right) w_{2}-2 V^{2} w_{2}^{\prime}\right\} \\
& +\frac{1}{2 \mathrm{~V}^{5} u^{2}}\left\{a_{1} J\left(w_{2}, w_{2}^{\prime \prime}\right)-a_{2} u u^{\prime \prime}{ }_{2}\right\} .
\end{aligned}
\]

Let
\[
\mathfrak{h}_{1}=(\mathrm{E} \gamma-2 \mathrm{~F} \beta+\mathrm{G} a) \phi_{01}{ }^{2}+\ldots ;
\]
then as
\[
(\mathrm{E} \beta-\mathrm{F} \alpha)^{2}=\mathrm{E} \alpha(\mathrm{E} \gamma-2 \mathrm{~F} \beta+\mathrm{G} \alpha)-\left(\alpha \gamma-\beta^{3}\right) \mathrm{E}^{3}-\left(\mathrm{EG}-\mathrm{F}^{2}\right) \alpha^{2},
\]
we have
\[
J^{2}\left(w_{2}, w_{4}\right)=w_{2} w_{4} h_{1}-w_{2}^{2} H\left(w_{4}\right)-V^{2} w_{4}^{2} .
\]

Hence the invariant \(\mathfrak{f}_{1}\) is expressible in terms of the members of the system; when the expression is substituted abore, the result enables us to obtain the value of \(H\left(w_{4}\right) \mathrm{V}^{-6}\). But it is simpler to modify the original system of concomitants in \(\S 21\); we can replace \(H\left(w_{4}\right)\) in the aggregate by \(\mathfrak{h}_{1}\), and the modified aggregate is still complete. The index of \(\mathfrak{h}_{1}\) is manifestly 4 .

When the various values are substituted, we find
\[
\frac{\mathfrak{h}_{1}}{\mathrm{~V}^{4}}=\mathrm{B}^{2}\left\{\begin{array}{l}
d^{2} \mathrm{H} \\
d s^{2}
\end{array}-\frac{1}{2} \mathrm{~K}\left(\mathrm{H}-\underset{\rho^{\prime}}{2}\right)-\frac{1}{\rho^{\prime \prime}} d \mathrm{H},\right.
\]
43. We have
\[
\begin{aligned}
V \sqrt{ } w_{2} d_{n}^{d}\left(\frac{a_{1}}{V_{3}^{3}}\right)= & V_{V_{3}^{3}\left[\{\mathrm{E}(\mathrm{G} \beta-2 \mathrm{~F} \gamma+\mathrm{E} \delta)-\mathrm{F}(\mathrm{G} a-2 \mathrm{~F} \beta+\mathrm{E} \gamma)\} \phi_{11}^{2}+\ldots\right]} \\
& +\frac{1}{2 V^{5} u_{2}}\left[\left\{w_{2} \mathrm{I}\left(u_{2}, u_{2}^{\prime \prime}\right)-\mathrm{V}_{2}^{2} u_{2}^{\prime \prime}\right\} a_{1}-\mathrm{J}\left(u_{3}, u_{2}^{\prime \prime}\right) a_{2}\right] \\
& -\frac{H\left(u_{2}^{\prime}\right)}{V^{3}} \mathrm{~J}\left(u_{2}, u_{2}^{\prime}\right) .
\end{aligned}
\]

Let
\[
\mathfrak{H}_{2}=\left\{\mathrm{E}(\mathrm{G} \beta-2 \mathrm{~F} \gamma+\mathrm{E} \delta)-\mathrm{F}\left(\mathrm{G} \alpha-2 \mathrm{~F} \beta+\mathrm{E}_{\gamma}\right)\right\} \phi_{01}{ }^{2}+\ldots:
\]
then as
\[
\begin{gathered}
\left.\mathrm{E}^{3}\left(\alpha^{2} \delta-3 \alpha \beta \gamma+2 \beta^{3}\right)-\mathrm{E} \alpha^{2} \mathrm{E}^{2} \delta-3 \mathrm{EF} \gamma+\left(\mathrm{EG}+2 \mathrm{~F}^{2}\right) \beta-\mathrm{FG}_{\mathrm{G}}\right\} \\
=-3 \mathrm{E} \mu(\mathrm{E} \beta-\mathrm{F} \alpha)(\mathrm{G} \mu-2 \mathrm{~F} \beta+\mathrm{E} \gamma)+2(\mathrm{E} \beta-\mathrm{F} \alpha)^{3}+2 \mathrm{~V}^{2} \alpha^{2}(\mathrm{E} \beta-\mathrm{F} \alpha) .
\end{gathered}
\]
we have
\[
w_{2}^{3} \Phi\left(w_{1}\right)-w_{2} w_{1}^{2} h_{2}+3 w_{2} w_{1} \operatorname{G}_{1} J\left(w_{2}, w_{4}\right)-2 \cdot J^{3}\left(w_{2}, w_{4}\right)-2 \mathrm{~V}^{2} w_{4}^{2} J\left(w_{2} w_{4}\right)=0
\]

Consequently \(r_{2}\) is expressible in terms of members of the system and of \(\Phi\left(w_{4}\right)\); and \(\Phi\left(w_{4}\right)\) is expressible in terms of \(w_{4}, \mathrm{H}\left(w_{4}\right), \mathrm{I}\left(w_{4}\right), J\left(w_{+}\right)\). When the various expressions are substituted, we can modify the system of concomitants in \(\S 21\); we replace any one of them, say \(I\left(w_{4}\right)\), by \(\mathfrak{h}_{2}\), and the modified aggregate is still complete. The expression for \(\frac{d}{d / 2}\binom{\mathfrak{a}_{1}}{V^{3}}\) then gives the significance of \(y_{2}\), the index of which is 5 ; when the values of the invariants already interpreted are substituted, we find
\[
\frac{f_{8}}{V^{5}}=\mathrm{B}^{2}\left\{\begin{array}{l}
d^{2} \mathrm{H} \\
\operatorname{dnds}
\end{array}-\begin{array}{l}
\mathrm{K} \\
\tau^{\prime}
\end{array}+\begin{array}{l}
1 d \mathrm{~B} d \mathrm{H} \\
\mathrm{~B} d s \\
d n
\end{array}\right\} .
\]

Similarly, we have
\[
\sqrt{w_{2}} \frac{d}{d s}\binom{\mathfrak{a}_{2}}{V^{4}}=\frac{\mathfrak{h}_{2}}{V^{4}}-\begin{gathered}
H\left(u^{\prime}\right) \\
\mathrm{V}^{+}
\end{gathered} \mathrm{J}\left(u_{2}^{2}, u_{2}^{\prime}\right)+\underset{2}{1} \mathrm{~V}_{2}^{2} w_{2}\left\{J\left(w_{2}, w_{2}^{\prime \prime}\right) \mathfrak{a}_{2}+\mathrm{V}^{2} w_{2 \prime \prime}^{\prime \prime} \mathfrak{a}_{1}\right\} ;
\]
and thus we obtain another expression for \(\mathfrak{h}_{2} \mathrm{~V}^{-5}\) in the form
\[
\frac{\mathfrak{b}_{2}}{V^{5}}=\mathrm{B}^{2}\left\{\begin{array}{l}
d^{2} \mathrm{H} \\
d s d^{2} d
\end{array}-\frac{\mathrm{K}}{\tau^{\prime}}+\frac{1}{\rho^{\prime \prime}} d_{s}\right\}
\]

Comparing the two values thus obtained for we at once have an expression for \(\frac{d^{2} \mathrm{H}}{d \dot{d} d n}-\frac{d^{2} \mathrm{H}}{d n d s}\), given by
\[
\frac{d^{2} \mathrm{H}}{d s d n}-\frac{d^{3} \mathrm{H}}{d d d s}=-\frac{1}{\rho^{\prime \prime}} d \mathrm{H}+\frac{1}{\mathrm{~B}} \frac{d \mathrm{~B}}{d_{s}^{\prime}} \frac{d \mathrm{H}}{d w}
\]
44. We proceed in the same way with \(\frac{d}{d n}\left(\frac{a_{0}}{V^{+}}\right)\). To simplify the system we introduce a covariant \(\mathfrak{f}_{3}\) of index 6 , defined as
\[
\mathfrak{h}_{3}=\left\{\mathrm{F}^{2}(\mathrm{G} \gamma-2 \mathrm{~F} \delta+\mathrm{E} \epsilon)-2 \mathrm{EF}(\mathrm{G} \beta-2 \mathrm{~F} \gamma+\mathrm{E} \delta)+\mathrm{F}^{2}(\mathrm{G} \alpha-2 \mathrm{~F} \beta+\mathrm{E} \gamma)\right\} \phi_{01}{ }^{2}+\ldots ;
\]
this corariant is expressible in terms of \(u_{4}, \mathrm{H}\left(w_{4}\right), \mathrm{I}\left(u_{4}\right), J\left(x_{4}\right), \mathrm{J}\left(w_{2}, w_{4}\right)\) and, as
\(H\left(w_{4}\right)\) and \(I\left(w_{4}\right)\) have alrcady been replaced by \(\mathfrak{r}_{1}\) and \(\mathfrak{f}_{2}\), we replace \(\mathrm{J}\left(w_{4}\right)\) by \(\mathfrak{h}_{3}\), leaving the modified aggregate still complete. Then we have
\[
\begin{aligned}
\mathrm{V} \sqrt{w_{2}} d_{n}^{d}\left(\frac{a_{2}}{T^{+}}\right)= & \frac{\mathfrak{b}_{3}}{V_{1}}+\mathrm{K} u_{2}^{\prime}-\frac{1}{2} \mathrm{HK} u_{2}+\frac{a_{2}}{2 \mathrm{~V}^{B}} T\left(w_{2} u^{\prime \prime}\right) \\
& +\frac{1}{2 V^{+} w_{2}}\left\{a_{1} T\left(w_{2} \cdot w_{2}^{\prime \prime}\right)-u^{\prime \prime}\right.
\end{aligned}
\]
which, after substitution of the known invariants and some reduction, leads to an expression for \(\mathfrak{h}_{3}\) in the form
giving also the value of \(\frac{d^{2} H}{d n^{2}}\) as an invariant.
45. The expressions for \(\frac{d^{2} \mathrm{H}}{d s^{2}}, d^{2} \mathrm{H} \cdot d^{2} \mathrm{H}\) d \(d^{2} \mathrm{H}\) an be oltained in another way ; it will be sufficiently illustrated by constructing the first of them. From the expressions for \(\mathrm{V}^{2} \frac{\partial \mathrm{H}}{\partial x}\). \(\mathrm{V}^{2} \frac{\partial \mathrm{H}}{\partial y}\) in \(\$ 38\), we find the following ly differentiation:
\[
\begin{aligned}
& \mathrm{V}^{2} \mathrm{H}_{2 i}-\frac{1}{2} \frac{\mathrm{LN}-\mathrm{M}^{2}}{\mathrm{~V}^{2}}\left(\mathrm{E}(\mathrm{EN}-2 \mathrm{FMI}+G \mathrm{~L})-2 \mathrm{~T}^{2} \mathrm{~L} ?\right. \\
& =\mathrm{G} \alpha-2 \mathrm{~F} \beta+\mathrm{E} \gamma+\mathrm{P}(\mathrm{~T}+\mathrm{O}(\mathrm{G} \Delta-2 \mathrm{Fr})+\mathrm{R}(\mathrm{Er}-2 \mathrm{~F} \Delta)+\mathrm{ES} \perp . \\
& \mathrm{T}^{2} \mathrm{H}_{11}-\frac{1}{2} \frac{\mathrm{LN}-\mathrm{M}^{2}}{\mathrm{~V}^{2}}\left\{\mathrm{~F}(\mathrm{EN}-2 \mathrm{FM}+\mathrm{GL})-2 \mathrm{~T}^{2} \mathrm{MI}^{2} ;\right. \\
& =\mathrm{G} \beta-2 \mathrm{~F} \gamma+\mathrm{E} \partial+\mathrm{P}\left(\Gamma^{\prime}+\mathrm{Q}\left(\mathrm{G} د^{\prime}-2 \mathrm{~F} \Gamma^{\prime}\right)+\mathrm{R}\left(\mathrm{EN}^{\prime}-2 \mathrm{~F} \nu^{\prime}\right)+\mathrm{ES} د^{\prime} .\right. \\
& \mathrm{V}^{2} \mathrm{H}_{02}-\frac{1}{2} \frac{\mathrm{LN}}{\mathrm{~V}^{2}}: \mathrm{M}^{2}: \mathrm{G}(\mathrm{EN}-2 \mathrm{FM}+\mathrm{GL})-2 \mathrm{~V}^{2} \mathrm{~N}^{2}: \\
& =\mathrm{G} \gamma-2 \mathrm{~F} \delta+\mathrm{E} \varepsilon+\mathrm{PG} \Gamma^{\prime \prime}+\mathrm{Q}\left(\mathrm{C} د^{\prime \prime}-2 \mathrm{~F} \Gamma^{\prime \prime}\right)+\mathrm{R}\left(\mathrm{E} \Gamma^{\prime \prime}-2 \mathrm{E} \Delta^{\prime \prime}\right)+\mathrm{ES} \Delta^{\prime \prime} .
\end{aligned}
\]
where (§6)
\[
\left.\left.\begin{array}{rl}
2 \mathrm{~V}^{2} \mathrm{\Gamma} & =\mathrm{GE}_{10}-\mathrm{F}\left(2 \mathrm{~F}_{11}-\mathrm{E}_{01}\right) \\
2 \mathrm{~V}^{2} \mathrm{\Gamma}^{\prime} & =\mathrm{GE}_{01}-\mathrm{F} \mathrm{G}_{10} \\
2 \mathrm{~V}^{2} \mathrm{~T}^{\prime \prime} & =\mathrm{G}\left(2 \mathrm{~F}_{01}-\mathrm{G}_{10}\right)-\mathrm{F} \mathrm{C}_{01}
\end{array}\right\}, \quad \begin{array}{ll}
2 \mathrm{~V}^{2} د & =\mathrm{E}\left(2 \mathrm{~F}_{10}-\mathrm{E}_{01}\right)-\mathrm{FE}_{10} \\
2 \mathrm{~T}^{2} د^{\prime} & =\mathrm{E} G_{10}-\mathrm{FE}_{01} \\
2 \mathrm{~V}^{2} \Delta^{\prime \prime} & =\mathrm{E} G_{01}-\mathrm{F}\left(2 \mathrm{~F}_{01}-\mathrm{G}_{10}\right)
\end{array}\right\} .
\]

Knowing the values of \(x^{\prime}\) and \(y^{\prime}\), we form \(\frac{\int x x^{\prime}}{d x}\), \(\frac{d x}{} x^{\prime}\). \(\frac{d y}{\prime}\). \(\frac{d y}{} y^{\prime}\). and then we have
\[
\begin{aligned}
& \frac{d^{2} x}{d s^{2}}=x^{\prime} \frac{d x^{\prime}}{d x}+y^{\prime} \frac{d x^{\prime}}{d y} \\
& \frac{d^{2} y}{d s^{2}}=x^{\prime} \frac{d y^{\prime}}{d x}+y^{\prime} \frac{d y^{\prime}}{d y}
\end{aligned}
\]

The actual values are found to be
\[
\begin{aligned}
& \frac{d^{2} \cdot x}{d s^{2}}=\frac{s}{u_{2}^{2}}\left(-\phi_{01}{ }^{2} \phi_{20}+2 \phi_{01} \phi_{10} \phi_{11}-\phi_{10}{ }^{2} \phi_{12}\right) \\
& -\frac{1}{2} \frac{\phi_{01}{ }^{2}}{u_{2}{ }^{2}}\left(\mathrm{E}_{10} \phi_{01}{ }^{2}-2 \mathrm{~F}_{10} \phi_{01} \phi_{10}+\left(\mathrm{T}_{10} \phi_{10}{ }^{2}\right)\right. \\
& +\frac{1}{2} \phi_{101} \phi_{10}{ }^{2}\left(\mathrm{E}_{01} \phi_{01}{ }^{2}-2 \mathrm{~F}_{01} \phi_{01} \phi_{10}+\mathrm{G}_{01} \phi_{111}{ }^{2}\right), \\
& \frac{d^{2} y}{d s^{2}}=\frac{r}{w_{2}^{2}}\left(-\phi_{111}{ }^{2} \phi_{20}+2 \phi_{01} \phi_{10} \phi_{11}-\phi_{10}{ }^{2} \phi_{12}\right) \\
& +\frac{1}{2} \frac{\phi_{01} \phi_{11}}{w_{2}^{2}}\left(\mathrm{E}_{10} \phi_{111}{ }^{2}-2 \mathrm{~F}_{10} \phi_{111} \phi_{11}+\mathrm{G}_{10} \phi_{11}{ }^{2}\right) \\
& -\frac{1}{2} \frac{\phi_{10}{ }^{2}}{u_{2}^{2}}\left(\mathrm{E}_{011} \phi_{01}{ }^{2}-2 \mathrm{~F}_{11} \phi_{011} \phi_{10}+\mathrm{C}_{01} \phi_{10}{ }^{2}\right),
\end{aligned}
\]
where \(r\) and \(s\) on the right-hand sides have the values given in \(\S 15\). Now
\[
\mathrm{V}^{2} \frac{d^{2} \mathrm{H}}{d s^{2}}=\mathrm{V}^{2} \mathrm{H}_{20} x^{\prime 2}+2 \mathrm{~V}^{2} \mathrm{H}_{11} x^{\prime} y^{\prime}+\mathrm{V}^{2} \mathrm{H}_{02} y^{\prime 2}+\mathrm{V}^{2} \mathrm{H}_{10} x^{\prime \prime}+\mathrm{V}^{2} \mathrm{H}_{01} y^{\prime \prime} ;
\]
when we substitute the values of the various quantities and reduce, we have
\[
\frac{d^{2} \mathrm{H}}{d s^{2}}=\frac{1}{\mathrm{~B}^{2} \mathrm{~b}^{2}}+\frac{1}{2} \mathrm{~K}\left(\mathrm{H}-\ddot{2}_{\rho^{\prime}}^{\prime}\right)+\frac{1}{\rho^{\prime \prime}} d \mathrm{I}^{\prime}
\]
the same value as before ( \((\$ 42)\).
Again, we know \({ }^{\text {* }}\) that
\[
\begin{gathered}
d x=r^{\prime}, \quad d y=y^{\prime}, \\
d t=\left[x^{\prime}\right. \\
\frac{d^{2} x}{d t^{2}}=\Gamma x^{\prime 2}+2 \Gamma^{\prime} x^{\prime} y^{\prime}+\Gamma^{\prime \prime} y^{\prime 2} \\
\frac{d^{2} y}{d t^{2}}=\Delta x^{\prime 2}+2 \Delta^{\prime} x^{\prime} y^{\prime}+\Delta^{\prime \prime} y^{\prime 2} .
\end{gathered}
\]

Hence, as
\[
\frac{d^{2} \mathrm{H}}{d t^{2}}=\mathrm{H}_{20} x^{\prime 2}+2 \mathrm{H}_{11} x^{\prime} y^{\prime}+\mathrm{H}_{02} y^{\prime 2}+\mathrm{H}_{10} \frac{d^{2} x}{d t^{2}}+\mathrm{H}_{01} \frac{d^{2} y}{d t^{2}}
\]
we find, after substitution,
\[
\frac{d^{2} \mathrm{H}}{d t^{2}}=\frac{1}{\mathrm{~B}^{2}} \frac{h_{1}}{\mathrm{~V}^{4}}+\frac{1}{2} \mathrm{~K}\left(\mathrm{H}-\frac{2}{\rho^{\prime}}\right)
\]

Consequently we have
\[
\frac{d^{2} \mathrm{H}}{d s^{2}}-\frac{d^{2} \mathrm{H}}{d t^{2}}=\frac{1}{\rho^{\prime \prime}} \frac{d \mathrm{H}}{d n}
\]
* See the paper by the author, quoted in §4.
\[
\frac{d^{2} \mathrm{~K}}{d s^{2}}-\frac{d^{2} \mathrm{~K}}{d t^{2}}=\frac{1}{\rho^{\prime \prime}} \frac{d \mathrm{~K}}{d u}
\]

These are particular cases of the theorem, which can similarly be established: If \(\Omega\) denote any quentity. which is comnected with any point on the surface and the xppession of whime is imdepentent of the curve \(\phi=0\) through the point, then
\[
\frac{d^{2} \Omega}{d s^{2}}-\frac{d^{2} \Omega}{d t^{2}}=\frac{1 d \Omega}{\rho^{\prime \prime} d n}
\]
46. Proceeding to the identification of the two invariants \(\mathrm{H}\left(w_{3}^{\prime}\right)\) and \(\Phi\left(w_{3}^{\prime}\right)\), which involve the coetficients of \(m_{3}^{\prime}\), we construct \(\frac{d}{d s} \mathrm{I}\left(w_{2}, w_{z}^{\prime \prime}\right)\) and \(\frac{d}{d n} \mathrm{I}\left(w_{2}, w_{2}^{\prime \prime}\right)\), and we find
\[
\begin{aligned}
& \left.\mathrm{V} \sqrt{u_{2}}{ }_{2}^{d}\left\{\frac{\mathrm{I}\left(\mu_{2}, u^{\prime \prime}{ }_{2}\right)}{\mathrm{V}^{4}}\right\}=\underset{2 \mathrm{~V}^{6}}{1}\left[\mathrm{E}(\mathrm{E} \|-2 \mathrm{Fm}+\mathrm{G} 7)-\mathrm{F}\left(\mathrm{Em}-2 \mathrm{Fl}+\mathrm{G} \mathrm{~F}_{1}\right)\right\} \phi_{01}+\ldots\right]-\frac{1}{3} \mu_{2} \nabla
\end{aligned}
\]

Let these covariants be denoted by \(c_{1}\). \(r_{2}\). respectively so that
\[
\begin{aligned}
& \mathrm{c}_{1}=(\mathrm{E} m-2 \mathrm{~F} l+\mathrm{G} l) \phi_{01}+\ldots \\
& \mathrm{c}_{2}=\{\mathrm{E}(\mathrm{E} n-2 \mathrm{~F} m+\mathrm{G} l)-\mathrm{F}(\mathrm{E} m-2 \mathrm{~F} l+\mathrm{G} k)\} \phi_{01}+\ldots
\end{aligned}
\]

Then \(\mathfrak{r}_{1}\) can be used to replace \(H\left(w_{3}^{\prime}\right)\) in the aggregate as \(\mathfrak{a}_{1}\) replaced \(\mathrm{H}\left(w_{3}\right)\), and \(f_{2}\) can be used to replace \(\Phi\left(w_{3}^{\prime}\right)\) in the aggregate as \(\mathfrak{a}_{2}\) replaced \(\Phi\left(u_{3}\right)\), in each case without affecting the completeness of the aggregate. The index of \(s_{1}\) is 7 ; that of \(\mathfrak{c}_{2}\) is 8 . Their significance is given by
\[
\frac{c_{1}}{V_{\gamma}^{\gamma}}=4 \mathrm{~B}{\underset{d s}{\prime 2} \mathrm{~B}}_{d^{\prime}+4 \mathrm{~B}}^{d_{s}^{\prime}}\left(\frac{d^{\prime}}{\rho^{\prime \prime}}\right),
\]
and
\[
\frac{r_{9}}{V^{8}}=4 \mathrm{~B}^{\left(l^{\prime} \mathrm{I}^{2}\right.}-4 \mathrm{~B}\left(d_{n}^{d}\binom{\mathrm{~B}}{\rho^{\prime \prime}}+\frac{8}{3} \mathrm{~B}^{2} \mathrm{~K}\right.
\]
47. We have
and
\[
\begin{aligned}
\sqrt{w_{2}} \frac{d}{d s}\left\{\frac{\mathrm{~J}\left(w_{2}, w_{2}^{\prime}\right)}{\mathrm{V}^{3}}\right\} & -\frac{\mathrm{J}\left(w_{2}, u_{3}\right)}{V^{3}} \\
& =\frac{1}{V^{3} w_{2}} \mathrm{~J}\left(w_{2}, w_{2}^{\prime}\right) \mathrm{J}\left(u_{2}, u_{2}^{\prime \prime}\right)-\frac{1}{2} \mathrm{~V}^{3} u^{\prime \prime}{ }_{2} \mathrm{I}\left(w_{2}, w_{2}^{\prime}\right)+\frac{u^{\prime} u_{2}^{\prime \prime}}{V_{2}} w_{2}
\end{aligned}
\]
\[
\begin{aligned}
& \mathrm{V} \sqrt{ } w_{2} \frac{d}{d n}\left\{\frac{J\left(w_{2}, w_{2}^{\prime}\right)}{\mathrm{V}^{3}}\right\}-\frac{w_{2} \mathrm{a}_{1}-w_{3} \mathrm{~V}^{2}}{\mathrm{~V}^{3}} \\
&= \frac{1}{\mathrm{~V}^{5}} J\left(w_{2}, w_{2}^{\prime}\right) \mathrm{I}\left(w_{2}, w_{2}^{\prime \prime}\right)-\frac{1}{2 \mathrm{~V}^{5}} J\left(w_{2}, w_{2}^{\prime \prime}\right) I\left(w_{2}, w_{2}^{\prime}\right) \\
&+\frac{1}{\mathrm{~V}^{3} w_{2}}\left\{w_{2}^{\prime} J\left(w_{2}, w_{2}^{\prime \prime}\right)-w_{2}^{\prime \prime} J\left(w_{2}, w_{2}^{\prime}\right)\right\} .
\end{aligned}
\]

When substitution is made for the various invariants, and the reduction is effected, we find
\[
\begin{aligned}
-\frac{d}{d s}\left(\frac{1}{\tau^{\prime}}\right) & =\frac{d}{d n}\left(\frac{1}{\rho^{\prime}}\right)+\left(\mathrm{H}-\frac{2}{\rho^{\prime}}\right) \frac{1}{\rho^{\prime \prime}}-\frac{2}{\mathrm{~B}} \frac{d \mathrm{~B}}{d s} \frac{1}{\tau^{\prime}} \\
-\frac{d}{d n}\left(\frac{1}{\tau^{\prime}}\right) & =-\frac{d}{d s}\left(\frac{1}{\rho^{\prime}}\right)-\frac{2}{\rho^{\prime \prime} \tau^{\prime}}-\left(\mathrm{H}-\frac{2}{\rho^{\prime}}\right) \frac{1}{\mathrm{~B}} \frac{d \mathrm{~B}}{d s}+\frac{d \mathrm{H}}{d s} \\
& =-\frac{d}{d t}\left(\frac{1}{\rho^{\prime}}\right)-\left(\mathrm{H}-\frac{2}{\rho}\right) \frac{1}{\mathrm{~B}} \frac{d \mathrm{~B}}{d s}+\frac{d \mathrm{H}}{d s}
\end{aligned}
\]
which are relations obtained earlier \((\S 40)\). They show that \(\frac{d}{d s}\left(\frac{1}{\tau^{\prime}}\right)\) and \(\frac{d}{d n}\left(\frac{1}{\tau^{\prime}}\right)\) can be expressed in terms of the other magnitudes.

We also have
\[
\mathrm{V}^{3} \sqrt{w_{2}} \frac{d}{d n}\left\{\frac{J}{J}\left(u_{2}, w^{\prime \prime}{ }_{2}\right)\right\}=\frac{1}{\mathrm{~V}^{5}} J\left(w_{2}, u_{2}^{\prime \prime}\right) \mathrm{I}\left(w_{2}, w_{2}^{\prime \prime}\right)+\frac{1}{2} \frac{w_{2} \mathrm{R}_{1}}{\mathrm{~V}^{5}}-\frac{1}{2} \frac{w_{3}^{\prime}}{\mathrm{V}^{3}} .
\]

All the covariants that occur in this relation are known; when we substitute their values and reduce the resulting expression, we find
\[
\frac{d^{2} \mathrm{~B}}{d s d n}-\frac{d^{2} \mathrm{~B}}{d n d s}=\frac{1}{\mathrm{~B}} \frac{d \mathrm{~B}}{d s} \frac{d \mathrm{~B}}{d n}-\frac{1}{\rho^{\prime \prime}} \frac{d \mathrm{~B}}{d s} .
\]

This result, and the corresponding result obtained for H in \(\S 43\), are special cases of the theorem, which can be established by using the invariantive forms: If \(\Omega\) denote any quantity, which is connected with any point on the surface and the expression of which is independent* of the curve \(\phi=0\) through the point, then
\[
\frac{d^{2} \Omega}{d s d n}-\frac{d^{2} \Omega}{d n d s}=\frac{1}{\mathrm{~B}} \frac{d \mathrm{~B}}{d s} \frac{d \Omega}{d n}-\frac{1}{\rho^{\prime \prime}} \frac{d \Omega}{d s}
\]
48. Similarly
\[
\sqrt{w_{2}} \frac{d}{d s}\left\{\frac{J\left(w_{2}, w^{\prime \prime}\right)}{V^{5}}\right\}=\frac{1}{V^{7}}\left\{\frac{1}{2} w_{2}^{\prime \prime} I\left(w_{2}, w_{2}^{\prime \prime}\right)-w_{2} \mathrm{H}\left(w_{2}^{\prime \prime}\right)\right\}+\frac{J\left(w_{2}, w_{3}^{\prime}\right)}{2 \mathrm{~V}^{7}}+\frac{\nabla}{3 \mathrm{~V}^{7}} w_{2}^{2} ;
\]

\footnotetext{
* The value of \(B\) is not independent of the curve; but \(B\) is one of the fundamental quantities for the expression of properties of the curve, and its expression is an irresoluble variable.
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}
after substitution and reduction, we have
\[
\frac{1}{\mathrm{~B}} \frac{d^{2} \mathrm{~B}}{d s^{2}}=2 \mathrm{~K}-\frac{d}{d n}\left(\frac{1}{\rho^{\prime \prime}}\right)+\frac{1}{\rho^{\prime \prime 2}}+2\left(\frac{1}{\mathrm{~B}} \frac{d \mathrm{~B}}{d s}\right)^{2} .
\]

Also, we have
\[
\begin{aligned}
& \sqrt{w_{2}} \frac{d}{d y}\left\{\frac{J\left(w_{2}, w_{3}\right)}{V^{4}}\right\}-\frac{J\left(w_{2}, w_{4}\right)}{V^{4}}-\frac{1}{2} \frac{\mathrm{~K} w_{2} J\left(w_{2}, w_{2}^{\prime}\right)}{V^{4}} \\
& =\frac{1}{2 \mathrm{~V}^{-6}}\left\{-2 w^{\prime \prime}{ }_{2} \mathrm{a}_{1}+\frac{3}{w_{2}} J\left(w_{2}, w_{2}^{\prime \prime}\right) \mathrm{J}\left(w_{2}, w_{3}\right)+\mathrm{V}^{2} \frac{w_{2}^{\prime \prime} u_{3}}{w_{2}}\right\} ;
\end{aligned}
\]
thence a value of \(J\left(w_{2}, w_{4}\right)\) is obtained in the form
\[
\begin{aligned}
& \frac{J\left(w_{0}, w_{+}\right)}{\mathrm{B}^{3} V^{\frac{5}{2}}}=\frac{d^{2}}{d s d n}\left(\frac{1}{\rho^{\prime}}\right)+\frac{1}{2} \frac{\mathrm{~K}}{\tau^{\prime}}-\frac{2}{\rho^{\prime \prime}} \frac{d \mathrm{H}}{d s}+\frac{1}{\rho^{\prime \prime}} \frac{d}{d t}\left(\frac{1}{\rho^{\prime}}\right)-\frac{2}{\tau^{\prime}}\left(\frac{1}{\mathrm{~B}} \frac{d \mathrm{~B}}{d s}\right)^{2} \\
&+\frac{2 d \mathrm{~B}}{\mathrm{~B} d s}\left\{\frac{d}{d n}\left(\frac{1}{\rho^{\prime}}\right)+\left(\mathrm{H}-\frac{2}{\rho^{\prime}}\right) \frac{1}{\rho^{\prime \prime}}\right\} .
\end{aligned}
\]

Comparing this value of \(J\left(w_{2}, w_{4}\right)\) with the value that was obtained in \(\oint 41\), we find
\[
\begin{aligned}
\frac{d s}{d s}\left(n\left(\frac{1}{\rho^{\prime}}\right)\right. & -\frac{d^{2}}{d n}\binom{1}{\rho^{\prime}} \\
& =\frac{2}{\tau^{\prime}} \frac{d}{d n}\left(\frac{1}{\rho^{\prime \prime}}\right)+\frac{1}{\mathrm{~B}} \frac{d \mathrm{~B}}{d s} \frac{d}{d n}\binom{1}{\rho^{\prime}}+\frac{1}{\rho^{\prime \prime}} \frac{d}{d t}\left(\frac{1}{\rho^{\prime}}\right)-2 \frac{\mathrm{~K}}{\tau^{\prime}}-\frac{4}{\tau^{\prime}}\left(\begin{array}{l}
1 \\
\mathrm{~B} \\
\frac{d \mathrm{~B}}{d s}
\end{array}\right)^{2} .
\end{aligned}
\]

Lastly, we have
\[
\begin{gathered}
\mathrm{V} \sqrt{w_{2}} \frac{d}{d n}\left\{\frac{J\left(w_{2}, w_{3}\right)}{\mathrm{V}^{4}}\right\}-\frac{w_{2} \mathfrak{h}_{1}}{\mathrm{~V}^{4}}+\frac{w_{4}}{\mathrm{~V}^{4}}-\frac{1}{2} \mathrm{~K} \bar{V}^{4}\left\{2 w_{2} w_{2}^{\prime} \mathrm{T}^{2}-\mathrm{I}\left(w_{2}, w_{2}^{\prime}\right) w_{2}^{2}\right\} \\
=-\frac{J\left(w_{2}, w_{2}^{\prime \prime}\right)}{\mathrm{V}_{2}^{6}} \mathfrak{a}_{1}+\frac{3}{2 \overline{V^{6}} J\left(w_{2}^{2}, w_{3}\right) \mathrm{I}\left(w_{2}, w_{2}^{\prime \prime}\right)} \\
\quad+\frac{3}{2 w_{2} V^{4}}\left\{w_{3} J\left(w_{2}, w_{2}^{\prime \prime}\right)-w_{2}^{\prime \prime} J\left(w_{2}, w_{3}\right)\right\} .
\end{gathered}
\]

When we substitute the values of the invariants in this expression and reduce the result, we find
\[
\begin{aligned}
\left(d^{2}\binom{1}{\rho^{\prime}}=\frac{d^{2} \mathrm{H}}{d s^{2}}\right. & -\mathrm{K}\left(\mathrm{H}-\frac{2}{\rho^{\prime \prime}}\right)-\frac{1}{\rho^{\prime \prime}} \frac{d \mathrm{H}}{d n}-\frac{d^{2}}{d t^{2}}\binom{1}{\rho^{\prime}} \\
& +\frac{1}{\mathrm{~B}}\left[\frac{2}{\tau^{\prime}} d d^{2} \mathrm{~B}-4 \frac{d \mathrm{~B}}{d s} d \mathrm{H}+5 \frac{d \mathrm{~B}}{d s}\left(\frac{1}{d t}\left(\frac{1}{\rho^{\prime}}\right)\right]\right. \\
& +\frac{2}{\mathrm{~B}^{2}} \frac{d \mathrm{~B}}{d s}\left\{\left(\mathrm{H}-\frac{2}{\rho^{\prime}}\right) \frac{d \mathrm{~B}}{d s}-\frac{1}{\tau^{\prime}} d \mathrm{~B}\right\} .
\end{aligned}
\]

It is to be noted, from the results obtained in this section, that \(\frac{d^{2} B}{d s^{2}}\) and \(\frac{d^{2}}{d n^{2}}\left(\frac{1}{\rho^{\prime}}\right)\) are expressed in terms of the other magnitudes retained; or, if we choose, we can regard the last relation as determining \(\frac{d^{2} \mathrm{~B}}{d n d s}\) in terms of the other magnitudes retained.

\section*{Invariants involving Derivatives of Two Functions.}
49. Among the aggregate of invariants set out in \(\S 23\), there still remain nine as yet uninterpreted; but their expressions involve derivatives of the function \(\psi\). Five out of these nine involve derivatives of no higher order than those which occur in the invariants interpreted in \(\$ \$ 34-38\). In order to obtain their interpretation, it is convenient to associate with them invariants which depend upon \(\psi\) alone and bear the same relation to \(\psi\) alone as some of those already interpreted bear to \(\phi\) alone; and then the complete aggregate can be simplified by replacing some of the original forms by some of the associated forms.

For this purpose, let
\[
\begin{aligned}
& \left.W^{\prime \prime \prime}{ }_{2}=\left(a^{\prime}, b^{\prime}, c^{\prime}\right\rangle \psi_{01},-\psi_{10}\right)^{2}, \\
& W_{z}=\left(\mathrm{E}, \mathrm{~F}, \mathrm{G}\left\langle\psi_{01},-\psi_{10}\right)^{2},\right. \\
& J\left(\mathrm{~W}_{2}, \mathrm{~W}^{\prime \prime \prime}{ }_{2}\right)=\left(\mathrm{E} b^{\prime}-\mathrm{F} c^{\prime}\right) \psi_{01}{ }^{2}-\left(\mathrm{Ec} c^{\prime}-\mathrm{G} c^{\prime}\right) \psi_{01} \psi_{10}+\left(\mathrm{F} c^{\prime}-\mathrm{G} b^{\prime}\right) \psi_{10}{ }^{2}, \\
& \Delta_{1}=a^{\prime} \phi_{111} \psi_{01}-l^{\prime}\left(\phi_{01} \psi_{10}+\phi_{10} \psi_{10}\right)+c^{\prime} \phi_{10} \psi_{10}, \\
& \Delta_{2}=2\left(\mathrm{E} b^{\prime}-\mathrm{Fa}\right) \phi_{011} \psi_{01}-\left(\mathrm{Ec}^{\prime}-\mathrm{G} a^{\prime}\right)\left(\phi_{01} \psi_{10}+\phi_{10} \psi_{u 1}\right) \\
& +2\left(\mathrm{Fc}^{\prime}-\mathrm{G} b^{\prime}\right) \phi_{10} \psi_{10} ;
\end{aligned}
\]
then we establish (and it is easy to verify) the equations
\[
\begin{gathered}
\mathrm{J}^{2}\left(w_{1}, w_{2}\right)-w_{2} \mathrm{~W}_{2}+\mathrm{V}^{2} w_{1}{ }^{2}=0, \\
w_{2} \Delta_{1}-w^{\prime \prime \prime}{ }_{2} \mathrm{~J}\left(w_{1}, w_{2}\right)+w_{1} \mathrm{~J}\left(w_{2}, w^{\prime \prime \prime}{ }_{2}\right)=0, \\
\Delta_{1}^{2}-w^{\prime \prime \prime}{ }_{2} W^{\prime \prime \prime}{ }_{2}+w_{1}^{2} \mathrm{H}\left(w_{2}^{\prime \prime \prime}\right)=0, \\
w_{2} \Delta_{2}-2 \mathrm{~J}\left(w_{2}, w^{\prime \prime \prime \prime}\right) \mathrm{J}\left(w_{1}, w_{2}\right)+w_{1} w_{2} \mathrm{I}\left(w_{2}, w^{\prime \prime \prime}{ }_{2}\right)=2 \mathrm{~V}^{2} w_{1} w^{\prime \prime \prime \prime}{ }_{2}, \\
\Delta_{2}^{2}-4 J\left(w_{2}, w_{2 \prime \prime \prime}^{\prime \prime}\right) \mathrm{J}\left(\mathrm{~W}_{2}, \mathrm{~W}_{2}^{\prime \prime \prime}\right)=w_{2}^{2}\left\{\mathrm{I}^{2}\left(w_{2}, w_{2}^{\prime \prime \prime}\right)-4 \mathrm{~V}^{2} \mathrm{H}\left(w^{\prime \prime \prime}{ }_{2}\right)\right\} .
\end{gathered}
\]

The first of these equations shows that \(W_{2}\) can be regarded as known ; it is not an independent invariant but, if we wished, we could replace \(w_{2}\) by \(W_{2}\) in the complete aggregate without affecting the completeness. This change will not be made; we shall retain \(\mathrm{W}_{2}\) as a quantity convenient for other purposes and alternative to \(w_{2}\) in the aggregate.

The second and the third equations, combined so as to eliminate \(\Delta\), show that \(W^{\prime \prime \prime}{ }_{2}\) can be regarded as known ; it is not an independent invariant but, if we wished, we could replace \(w^{\prime \prime \prime}{ }_{2}\) by \(W^{\prime \prime \prime}\) in the complete aggregate without affecting the completeness. This change will be made.

The fourth and the fifth equations, combined so as to eliminate \(\Delta_{2}\), show that \(J\left(W_{2}, W^{\prime \prime \prime}{ }_{2}\right)\) can be regarded as known; it is not an independent invariant but, if we wished, we could replace \(J\left(w_{2}, w^{\prime \prime \prime}{ }_{2}\right)\) by \(J\left(W_{2}, W^{\prime \prime \prime}{ }_{2}\right)\) in the complete aggregate without affecting the completeness. This change also will be made.

The five invariants that remained for interpretation were
\[
\frac{w_{1}}{\mathrm{~V}^{2}}, \frac{J\left(w_{1}, w_{2}\right)}{\mathrm{V}^{2}}, \frac{w^{\prime \prime \prime}}{\mathrm{V}^{4}}, \frac{J\left(w_{2}, w^{\prime \prime \prime}{ }_{2}\right)}{\mathrm{V}^{5}}, \frac{\mathrm{I}\left(w_{2}, w^{\prime \prime \prime}{ }_{2}\right)}{\mathrm{V}^{4}}
\]
after the changes that have been made, the five are
\[
\frac{w_{1}}{V^{2}}, \frac{J\left(w_{1}, w_{0}\right)}{V^{2}}, \frac{W^{\prime \prime \prime}}{V^{4}}, \frac{J\left(\mathrm{~W}_{2}, W^{\prime \prime \prime}{ }_{2}\right)}{V^{5}}, \frac{I\left(w_{2}, w^{\prime \prime \prime}{ }_{2}\right)}{V^{4}},
\]
of which the last may also be written \(I\left(W_{2}, W^{\prime \prime \prime}{ }_{2}\right) V^{-4}\). The interpretation of the first two of these is easily obtained; for the interpretation of the remaining three, which involve derivatives of \(\psi\) but not of \(\phi\), the results of earlier interpretations can be used.
50. For the purpose of the interpretation, we need certain geometric properties of the curve \(\psi=0\). Let \(d s^{\prime}\) denote an elementary arc along the curve, and \(d x^{\prime}\) an element along the normal to the curve; and let
\[
\mathrm{A}=\frac{d \psi}{d n^{\prime}}
\]

Further, let \(\frac{1}{\rho_{\psi}^{\prime}}\) denote the circular curvature of the geodesic tangent to \(\psi=0\), and \(\frac{1}{\tau_{\psi}^{\prime}}\) the curvature of torsion of that tangent; also, let \(\frac{1}{\rho_{\psi}^{\prime \prime}}\) denote the geodesic curvature of \(\psi=0\). Then \(W_{2}, W^{\prime \prime \prime}, I\left(W_{2}, W^{\prime \prime \prime}{ }_{2}\right), J\left(W_{2}, W^{\prime \prime \prime}{ }_{2}\right)\), stand to \(\psi=0\) in precisely the same relation as \(w_{2}^{\prime}, w_{2 \prime \prime}, I\left(w_{2}, w_{2}^{\prime \prime}\right), J\left(w_{2}, w_{2}^{\prime \prime}\right)\) to \(\phi=0\); and therefore
\[
\begin{aligned}
& \frac{W_{2}}{V^{2}}=A^{2} \\
& W^{\prime \prime \prime} \\
& V^{-2}=-\frac{2 A^{3}}{\rho_{\psi}^{\prime \prime}} \\
&\left.\frac{I\left(W_{2}, W^{\prime \prime \prime}\right.}{V^{4}}\right)=2\left(\frac{d \mathrm{~A}}{d u^{\prime}}-\frac{\mathrm{A}}{\rho_{4}^{\prime \prime}}\right), \\
&\left.\frac{J\left(W_{2}, W^{\prime \prime \prime}\right.}{V^{5}}\right)=2 \mathrm{~A}^{2} \frac{d \mathrm{~A}}{d s^{\prime \prime}}
\end{aligned}
\]

Moreover, we have
\[
\frac{d x}{d s^{\prime}}=\frac{\psi_{01}}{\sqrt{W_{2}}}, \quad \frac{d y}{d s^{\prime}}=\frac{-\psi_{10}}{\sqrt{W_{2}}}
\]
so that, if \(\lambda\) be the angle at which \(\phi=0\) and \(\psi=0\) intersect, we have
\[
\begin{aligned}
\cos \lambda & =\mathrm{E} \frac{d x}{d_{s}} \frac{d x}{d s^{\prime}}+\mathrm{F}\left(\frac{d x}{d s} \frac{d y}{d s^{\prime}}+\frac{d y}{d s} d x\right. \\
& =\frac{J\left(u_{1}^{\prime}\right)}{\left.\sqrt{w_{2}} w_{2}\right)}+\mathrm{C}
\end{aligned}
\]
and therefore
\[
\frac{J\left(w_{1}, w_{2}\right)}{V^{2}}=\mathrm{AB} \cos \lambda
\]

Also
\[
\begin{aligned}
\sin \lambda & =\mathrm{V}\left(\frac{d x}{d s^{\prime}} \frac{d y}{d s}-\frac{d y}{d s^{\prime}} \frac{d x}{d s}\right) \\
& =\frac{\mathrm{V} w_{1}}{\sqrt{w_{2} W_{2}}},
\end{aligned}
\]
and therefore
\[
\frac{w_{1}}{V}=\mathrm{AB} \sin \lambda
\]

We can regard the quotient of the last two invariants as giving the angle \(\lambda\); and we can regard the sum of their squares as defining the magnitude \(A\). Clearly
\[
\begin{aligned}
J^{2}\left(w_{1}, w_{2}\right)+\mathrm{V}^{2} u_{1}^{2} & =\mathrm{V}^{4} \mathrm{~A}^{2} \mathrm{~B}^{2} \\
& =w_{2} \mathrm{~W}_{2}
\end{aligned}
\]
a relation already used; it may be further used to replace \(J\left(w_{1}, w_{2}\right)\) by \(\mathrm{W}_{2}\).
51. The general theory shows that all other invariants, which involve derivatives of \(\phi\) and \(\psi\) up to the second order inclusive, derivatives of \(\mathrm{E}, \mathrm{F}, \mathrm{G}\) of the first order, and the fundamental magnitudes of the first three orders, can be expressed in terms of the aggregate already retained, composed of the eleven invariants selected in \(\S 39\) and the five just identified, viz. :-
\[
\frac{w_{1}}{\mathrm{~V}}, \frac{J\left(w_{1}, w_{2}\right)}{\mathrm{V}^{2}} \text { or } \frac{\mathrm{W}_{2}}{\mathrm{~V}^{2}}, \frac{\mathrm{~W}^{\prime \prime \prime}}{\mathrm{V}_{2}^{4}}, \frac{J\left(\mathrm{~W}_{2}, \mathrm{~W}^{\prime \prime \prime}{ }_{2}\right)}{\mathrm{V}^{3}}, \frac{\mathrm{I}\left(\mathrm{~W}_{2}, \mathrm{~W}^{\prime \prime \prime}{ }_{2}\right)}{\mathrm{V}^{4}} .
\]

It is not without interest to illustrate the property by one or two simple examples.
Consider the circular curvature of the geodesic tangent to \(\psi=0\); after the result in § 34 , it manifestly will be given by
\[
\frac{W^{\prime}}{V^{2}}{ }^{2}=\frac{A^{2}}{\rho_{4}^{\prime}} ;
\]
according to the theory, it ought to be expressible in terms of the invariants retained. Take
\[
\nabla_{1}=\mathrm{L} \phi_{01} \psi_{01}-\mathrm{M}\left(\phi_{01} \psi_{10}+\phi_{10} \psi_{112}\right)+\mathrm{N} \phi_{10} \psi_{10}
\]
then we have the equations
and therefore
\[
\begin{aligned}
\nabla_{1}^{2} & =w_{2}^{\prime} \mathrm{W}_{2}^{\prime}-w_{1}^{2} \mathrm{H}\left(w_{2}^{\prime}\right), \\
w_{2} \nabla_{1} & =w_{2}^{\prime} \mathrm{J}\left(w_{1}, w_{2}\right)-w_{1} \mathrm{~J}\left(w_{2}, w_{2}^{\prime}\right)
\end{aligned}
\]
\[
w_{2}^{2}\left\{w_{2}^{\prime} \mathrm{W}_{2}^{\prime}-w_{1}^{2} \mathrm{H}\left(w_{2}^{\prime}\right)\right\}=\left\{w_{2}^{\prime} J\left(w_{1}, w_{2}\right)-w_{1} J\left(w_{2}, w_{2}^{\prime}\right)\right\}^{2}
\]

When the geometric values of all the invariants are substituted, the preceding relation (after mere simplification and division throughout by \(A^{2} \mathrm{~B}^{6} \mathrm{~V}^{8}\) ) becomes
\[
\frac{1}{\rho^{\prime} \rho_{\psi}^{\prime}}=\frac{\sin ^{2} \lambda}{\rho_{1} \rho_{2}}+\left(\begin{array}{c}
\cos \lambda \\
\rho^{\prime}
\end{array}+\frac{\sin \lambda}{\tau^{\prime}}\right)^{2}
\]
a relation which can be verified independently by means of Euler's theorem on the curvature of a normal section and of the expression in \(\$ 35\) for the torsion of the geodesic tangent.

Similarly for the curvature of torsion of the geodesic tangent to \(\psi=0\); after the result in § 3t, it manifestly will be given loy
\[
\frac{J\left(W_{2}, W_{2}^{\prime}\right)}{V^{3}}=-\frac{A^{2}}{\tau_{\psi}^{\prime}}
\]

According to the theory, it also ought to be expressible in terms of the intariants retained. Take
\[
\Phi=2(\mathrm{EM}-\mathrm{FL}) \phi_{01} \psi_{01}-(\mathrm{EN}-\mathrm{GL})\left(\phi_{01} \psi_{10}+\phi_{10} \psi_{01}\right)+2(\mathrm{FN}-\mathrm{G} M \mathrm{I}) \phi_{10} \psi_{10}
\]
then we have the equations
\[
\begin{aligned}
\Phi^{2} & =4 J\left(w_{2}, w_{2}^{\prime}\right) J\left(W_{2}, W_{2}^{\prime}\right)+w_{1}^{2} \mathrm{~T}^{2}\left(\frac{1}{\rho_{1}}-\frac{1}{\rho_{2}}\right)^{2} \\
w_{2} \Phi & =2 J\left(w_{1}, w_{2}^{2}\right) J\left(w_{2}, w_{2}^{\prime}\right)-w_{1} w_{2} \mathrm{I}\left(w_{2}^{\prime}, w_{2}^{\prime}\right)+2 \mathrm{~V}^{2} w_{1} w_{2}^{\prime}
\end{aligned}
\]
and therefore
\[
\begin{aligned}
w_{2}^{2} & \left\{4 \mathrm{~J}\left(w_{2}, w_{2}^{\prime}\right) \mathrm{J}\left(\mathrm{~W}_{2}, \mathrm{~W}_{2}^{\prime}\right)+w_{1}^{2} \mathrm{~V}^{4}\left(\frac{1}{\rho_{1}}-\frac{1}{\rho_{2}}\right)^{2}\right\} \\
& =\left\{2 \mathrm{~J}\left(w_{1}, w_{2}^{2}\right) \mathrm{J}\left(w_{2}, w_{2}^{\prime}\right)-w_{1} w_{2} \mathrm{I}\left(w_{2}, w_{2}^{\prime}\right)+2 \mathrm{~V}^{2} w_{1} w_{2}^{\prime}\right\}^{2}
\end{aligned}
\]
which gives an expression in terms of the invariants. When we substitute the values of all the invariants and divide out by \(\mathrm{A}^{2} \mathrm{~B}^{6} \mathrm{~V}^{10}\), we find
\[
\frac{4}{\tau^{\prime} \tau_{\psi}^{\prime}}=-\left(\frac{1}{\rho_{1}}-\frac{1}{\rho_{2}}\right)^{2} \sin ^{2} \lambda+\left\{\frac{2 \cos \lambda}{\tau^{\prime}}-\frac{2 \sin \lambda}{\rho^{\prime}}+\left(\frac{1}{\rho_{1}}+\frac{1}{\rho_{2}}\right) \sin \lambda\right\}^{2}
\]

That some results of this kind, connecting \(\rho^{\prime}\) and \(\rho_{\psi}^{\prime}\), should exist, can easily be seen. When \(\rho_{1}\) and \(\rho_{z}\) are given, \(\rho^{\prime}\) is determined by the inclination of \(\phi=0\) to a line of curvature; \(\lambda\) being given, we then know the inclination of \(\psi=0\) to that line of curvature, and so \(\rho_{\psi}^{\prime}\) is known. Similarly for some result connecting \(\tau^{\prime}\) and \(\tau_{\psi}^{\prime}\).

As a last illustration of this kind, consider the invariantive expressions for \(\frac{d H}{d s^{\prime}}\) and \(\frac{d H}{d \mathfrak{u}^{\prime}}\). Let \(\mathfrak{b}_{1}\) and \(\mathfrak{b}_{2}\) be the invariants corresponding to \(\mathfrak{a}_{1}\) and \(\mathfrak{a}_{2}\), so that
\[
\begin{aligned}
\mathfrak{b}_{1}= & (\mathrm{GP}-2 \mathrm{FQ}+\mathrm{ER}) \psi_{01}+(\mathrm{GQ}-2 \mathrm{FR}+\mathrm{ES})\left(-\psi_{10}\right) \\
\mathfrak{b}_{2}= & (\mathrm{GP}-2 \mathrm{FQ}+\mathrm{ER})\left(-\mathrm{F} \psi_{01}+\mathrm{G} \psi_{10}\right) \\
& +(\mathrm{GQ}-2 \mathrm{FR}+\mathrm{ES})\left(\mathrm{E} \psi_{01}-\mathrm{F} \psi_{10}\right)
\end{aligned}
\]
then
\[
\frac{\mathfrak{b}_{1}}{\mathrm{~V}^{3}}=\mathrm{A} \frac{d \mathrm{H}}{d s^{\prime}}, \quad \frac{\mathfrak{b}_{2}}{\mathrm{~V}^{4}}=\mathrm{A} \frac{d \mathrm{H}}{d x^{\prime}}
\]

Now we have the equations
\[
\left.\begin{array}{l}
w_{2} \mathfrak{b}_{1}=J\left(w_{1}, w_{2}\right) a_{1}-w_{1} a_{2} \\
w_{2} b_{2}=V^{2} w_{1} a_{1}+J\left(w_{2}, w_{2}\right) a_{2}
\end{array}\right\},
\]
which are easily established; substituting in them the values of the invariants that occur, we find (ou removing a factor \(A B^{2} V^{5}\) ), the relations
\[
\left.\begin{array}{l}
d \mathrm{I} \\
d s^{\prime} \\
=\frac{d \mathrm{H}}{d s} \cos \lambda-\frac{d \mathrm{H}}{d n} \sin \lambda \\
d \mathrm{H}^{\prime}=\frac{d \mathrm{H}}{d s} \sin \lambda+\frac{d \mathrm{H}}{d n} \cos \lambda
\end{array}\right\}
\]
which are the ordinary differential relations for transference from directions* \(d s\) and \(d n\) to \(d s^{\prime}\) and \(d n^{\prime}\), when the subject of operation is a function of position only and involves no properties of tangency and no properties of contact of order higher than the first. But for a function of position (and, a fortiori, for a function which involves properties of contact of the first order or of higher orders), the operators \(\frac{d}{d s}\) and \(\frac{d}{d n}\) are not interchangeable. Thus, in particular, \(\frac{d^{2} H}{d s d n}\) and \(\frac{d^{2} H}{d n d s}\) are not equal to one another, except for special curves; an expression for their difference has already been obtained.
52. It still remains to identify the four invariants \(w^{\prime \prime}{ }_{3}, \mathrm{H}\left(w^{\prime \prime}{ }_{3}\right), \Phi\left(w^{\prime \prime}{ }_{3}\right), J\left(w_{2}, w^{\prime \prime}{ }_{3}\right)\), which involve the derivatives of both \(\phi\) and \(\psi\). Instead of proceeding to obtain their values, we use the method adopted in \(\S 49\); we replace them by four equivalent invariants involving derivatives of \(\psi\) only, and the change does not affect the completeness of the aggregate. These four invariants are
\[
\begin{aligned}
\mathrm{W}_{3}^{\prime \prime} & =\left(k^{\prime}, l^{\prime}, m^{\prime}, n^{\prime} \chi_{01} \psi_{01}-\psi_{10}\right)^{3}, \\
H\left(\mathrm{~W}_{3}^{\prime \prime}\right) & =\left(k^{\prime} m^{\prime}-l^{\prime 2}\right) \psi_{01}^{2}+\ldots \\
\Phi\left(\mathrm{W}_{3}^{\prime \prime}\right) & =\left(k^{\prime 2} n^{\prime}-3 k^{\prime} l^{\prime} m^{\prime}+2 l^{\prime 3}\right) \psi_{01}^{3}+\ldots \\
J\left(\mathrm{~W}_{2}, \mathrm{~W}^{\prime \prime}{ }_{3}\right) & =\left(\mathrm{E} l^{\prime}-\mathrm{F} k^{\prime}\right) \psi_{01}^{3}+\ldots
\end{aligned}
\]

\footnotetext{
* The value of \(\sin \lambda\) shows that the direction of \(d n^{\prime}\) falls within the angle between \(d s\) and \(d n\).
}

We then modify this set of four, and replace \(H\left(W^{\prime \prime}{ }_{3}\right)\) and \(\Phi\left(W^{\prime \prime}{ }_{3}\right)\) by \(\left(\S_{1}\right.\) and \(\Xi_{2}\) where
\[
\begin{aligned}
& \mathscr{E}_{1}=\left(\mathrm{E} m^{\prime}-2 \mathrm{~F} l^{\prime}+\mathrm{G} k^{\prime}\right) \psi_{01}+\ldots \\
& \mathbb{E}_{2}=\left\{\mathrm{E}\left(\mathrm{E} n^{\prime}-2 \mathrm{~F} m^{\prime}+\mathrm{G} l^{\prime}\right)-\mathrm{F}\left(\mathrm{E} m-2 \mathrm{~F} l+\mathrm{G} k^{2}\right)\right\} \psi_{01}+\ldots
\end{aligned}
\]
and the set \(W^{\prime \prime}{ }_{3}, J\left(W_{2}, W^{\prime \prime}{ }_{3}\right), \mathfrak{F}_{1}, \mathscr{E}_{2}\) replace \(w^{\prime \prime}{ }_{3}, H\left(2 v^{\prime \prime}{ }_{3}\right), \Phi\left(w^{\prime \prime}{ }_{3}\right), J\left(u u_{2}, w^{\prime \prime}{ }_{3}\right)\) in the aggregate, which remains complete after the change. The set of equations, which exhibit the equivalence of the four inserted forms to the four ejected forms, is similar to the corresponding set in \(\S 42\); it is more complicated because the groundforms \(w_{3}{ }^{\prime \prime}, W^{\prime \prime}{ }_{3}\) are of the third order.

The geometric significance of the four inserted forms can be obtained from the consideration that they stand related to the curve \(\psi=0\) exactly as \(w_{3}^{\prime}, J\left(w_{2}, w_{3}^{\prime}\right)\), \(\mathfrak{e}_{1}, \mathfrak{e}_{2}\) to the curve \(\phi=0\). Adopting the notation of \(\S 51\), we thus have
\[
\begin{aligned}
\frac{W^{\prime \prime}}{V^{7}} & =-4 \mathrm{~A} \frac{d}{d s^{\prime}}\left(\frac{A^{3}}{\rho^{\prime \prime}}\right) \\
\frac{J\left(W_{2}, W^{\prime \prime}{ }_{3}\right)}{V^{3}} & =-4 \mathrm{~A}^{3} \frac{d}{d n^{\prime}}\left(\frac{\mathrm{A}}{\rho^{\prime \prime}}\right)+8 \mathrm{~A}^{2}\left(\frac{d \mathrm{~A}}{d s^{\prime}}\right) 2+\frac{16}{3} \mathrm{~A}^{4} \mathrm{~K}, \\
\frac{F_{1}}{V^{7}} & =4 \mathrm{~A} \frac{d^{2} \mathrm{~A}}{d s^{\prime} d n^{\prime}}-4 \mathrm{~A} \frac{d}{d s}\left(\frac{\mathrm{~A}}{\rho^{\prime \prime}}\right) \\
\frac{\left(\xi_{2}\right.}{V^{8}} & =4 \mathrm{~A} \frac{d^{2} \mathrm{~A}}{d n^{\prime 2}}-4 \mathrm{~A} \frac{d}{d n^{\prime}}\left(\frac{\mathrm{A}}{\rho^{\prime \prime}}\right)+\frac{8}{3} \mathrm{~A}^{2} \mathrm{~K} .
\end{aligned}
\]

All other properties of the curve \(\psi=0\) up to the order retained can be expressed in terms of the invariants of the aggregate; the examples given in \(\$ 51\) will be a sufficient illustration of the remark.
\[
\text { The Aggregate for a Single Curve } \phi=0 \text { up to the Order Retained. }
\]
53. The 29 invariants in the preceding set have a closer affinity to the curve \(\phi=0\) than to the curve \(\psi=0\), the chief reason being that the first derivatives of \(\phi\) were made the variables for the binary forms. By taking the first derivatives of \(\psi\) for these variables an equivalent set of 29 invariants could be obtained, having a closer affinity to the curve \(\psi=0\) than to the curve \(\phi=0\). And it would be possible to modify each of these two sets, so as to construct a new equivalent set of 29 , symmetrically related to the two curves. All that is necessary in each modification is to secure that the retained aggregate remains algebraically complete.

Out of the set of 29 invariants retained, there are 20 which are not affected by the curve \(\psi=0\) in their expression; and therefore we infer that all the differential invariants of a surface and a curve \(\phi=0\) upon the surface, involving derivatives of \(\phi\) up to the third order inclusive, involving the magnitudes E, F, G and their derivatives up to the second order inclusive, involving also the fundamental
magntudes of the second, the third, and the fourth orders, can be expressed algebraically in terms of an algebraically complete aggregate of 20 members.

This aggregate is composed of 20 quantities, each divided by an appropriate power of V ; the sections quoted give the significance of the respective invariants. These quantities are as follows:-
\[
\begin{align*}
& w_{z}=\left(\mathrm{E}, \mathrm{~F}, \mathrm{G} \gamma \phi_{01},-\phi_{10}\right)^{2}  \tag{array}\\
& w_{a}^{\prime}=\left(\mathrm{L}, \mathrm{M}, \mathrm{~N} \gamma \phi_{01},-\phi_{10}\right)^{2}
\end{align*}
\]
[s: : 4\(]\)
\[
\mathrm{I}\left(w_{2}, w_{2}^{\prime}\right)=\mathrm{EN}-2 \mathrm{FM}+\mathrm{GL}
\]
\[
\begin{equation*}
\left.w_{2}^{\prime \prime}=(a, b, c\rangle \phi_{01},-\phi_{10}\right)^{2} \tag{S36}
\end{equation*}
\]
\[
\mathfrak{a}_{1}=\begin{array}{c|c|}
\hline \mathrm{ER} & \mathrm{ES} \\
-2 \mathrm{FQ} & -2 \mathrm{FR} \\
+\mathrm{CP} & +\mathrm{GQ}
\end{array} \quad\left(\begin{array}{l}
\left.\phi_{11},-\phi_{10}\right), \\
\hline
\end{array}\right.
\]
\begin{tabular}{c|c|}
\hline ES & EFS \\
-3 EFR & \(-\left(\mathrm{EG}+2 \mathrm{~F}^{2}\right) \mathrm{R}\) \\
\(+\left(\mathrm{EG}+2 \mathrm{~F}^{2}\right) \mathrm{Q}\) & +3 FGQ \\
-FGP & \(\left.-\phi_{01},-\phi_{10}\right)\), \\
\hline
\end{tabular}
\[
\begin{gathered}
u_{3}^{\prime}=\left(k, l, m, n \chi \phi_{01},-\phi_{10}\right)^{3}, \\
3 \mathrm{E}
\end{gathered}
\]
\[
J\left(w_{2}, w_{3}^{\prime}\right)=\begin{array}{c|c|c|c|c}
\mathrm{E} l & 2 \mathrm{Em} & \mathrm{E} n & & \left(\phi_{01},-\phi_{10}\right)^{3}, \\
-\mathrm{F} k & -\mathrm{F} l & +\mathrm{F} m & \mathrm{~F} n & \\
& -\mathrm{G} k & -2 \mathrm{G} l & -\mathrm{Gm} & \\
\hline
\end{array}
\]
[846]
\[
\left.\mathfrak{e}_{1}=\begin{array}{c|c}
\mathrm{E} m & \mathrm{E} n \\
-2 \mathrm{~F} l & -2 \mathrm{~F} m \\
+\mathrm{G} k & +\mathrm{G} l
\end{array} \right\rvert\,\left(\phi_{01},-\phi_{10}\right),
\]
[.S34]
\[
\begin{array}{c|c|c}
\mathrm{E}_{2}=\mathrm{EF} & \mathrm{EF} n & \left.\chi \phi_{01},-\phi_{10}\right), \\
-3 \mathrm{EF} n & -\left(\mathrm{EG}+2 \mathrm{~F}^{2}\right) m \\
+\left(\mathrm{EG}+2 \mathrm{~F}^{2}\right) l & +3 \mathrm{FGl} \\
-\mathrm{FG} k & -\mathrm{G}^{2} k \\
\mathrm{w}_{4}=\left(\alpha, \beta, \gamma, \delta, \epsilon\left(\phi_{01},-\phi_{10}\right)^{4},\right.
\end{array}
\]
\([\$ 41] \mathrm{J}\left(w_{2}, w_{4}\right)=\)
\begin{tabular}{|c|c|c|c|c|c|}
\hline \(\mathrm{E} \beta\) & \(3 \mathrm{E} \gamma\) & \(3 \mathrm{E} \delta\) & \(\mathrm{E} \epsilon\) & & \(\left.\chi \phi_{01},-\phi_{10}\right)^{4}\), \\
\(-\mathrm{F} \alpha\) & \(-2 \mathrm{~F} \beta\) & & \(+2 \mathrm{~F} \delta\) & \(\mathrm{~F} \epsilon\) & \\
& \(-\mathrm{G} \alpha\) & \(-3 \mathrm{G} \beta\) & \(-3 \mathrm{G} \gamma\) & \(-\mathrm{G} \delta\) &
\end{tabular}
\[
\mathfrak{h}_{1}=\left[\begin{array}{c|c|c|c}
\mathrm{E} \gamma & \mathrm{E} \delta & \mathrm{E} \epsilon & \left(\phi_{01},-\phi_{10}\right)^{2} .  \tag{842}\\
-2 \mathrm{~F} \beta & -2 \mathrm{~F} \gamma & -2 \mathrm{~F} \delta \\
+\mathrm{G} \alpha & +\mathrm{G} \beta & +\mathrm{G} \gamma & \\
\hline
\end{array}\right.
\]
\(\mathfrak{h}_{2}=\)\begin{tabular}{c|c|c}
\hline \(\mathrm{E}^{2} \delta\) & \(\mathrm{E}^{2} \epsilon\) & \(\mathrm{EF} \epsilon\) \\
\(-3 \mathrm{EF} \gamma\) & \(-2 \mathrm{EF} \delta\) & \(-\left(\mathrm{EG}+2 \mathrm{~F}^{2}\right) \delta\) \\
\(+\left(\mathrm{EG}+2 \mathrm{~F}^{2}\right) \beta\) & \(-2 \mathrm{FG} \beta\) & \(+3 \mathrm{FG} \gamma\) \\
\(-\mathrm{FG} \mu\) & \(\left.-\mathrm{G}_{01},-\phi_{10}\right)^{2}\), \\
\hline
\end{tabular}
\begin{tabular}{c|c|c|c}
{\([34]\)} & \(\mathrm{E}_{3}=\) & \(\mathrm{E}^{2} \mathrm{~F} \epsilon\) & \(\mathrm{EF}{ }^{2} \epsilon\) \\
\(-4 \mathrm{E}^{2} \mathrm{~F} \delta\) & \(-4 \mathrm{EF}^{2} \delta\) & \(-\left(2 \mathrm{~F}^{3}+2 \mathrm{EFG}\right) \delta\) \\
\(+\left(\mathrm{E}_{01}^{2} \mathrm{G}+5 \mathrm{EF}^{2}\right) \gamma\) & \(+\left(2 \mathrm{EFG}+4 \mathrm{~F}^{3}\right) \gamma\) & \(+\left(5 \mathrm{~F}^{2} \mathrm{G}+\mathrm{EG}^{2}\right) \gamma\) \\
\(-\left(2 \mathrm{EFG}+2 \mathrm{~F}^{3}\right) \beta\) & \(-4 \mathrm{~F}^{2} \mathrm{G} \beta\) & \(-4 \mathrm{FG}^{2} \beta\) \\
\(+\mathrm{F}^{2} \mathrm{G} \alpha\) & \(+\mathrm{FG}^{2} \alpha\) & \(+\mathrm{G}^{3} \alpha\) \\
&
\end{tabular}

The various indices of these quantities, being the powers of \(V\) by which they must be divided to become absolute invariants, are:-

Index 2, \(w_{2}, w_{2}^{\prime}, \mathrm{I}\left(w_{2}, w_{2}^{\prime}\right)\);
Index \(3, J\left(w_{2}, w_{z}^{\prime}\right), w_{3}, \mathfrak{a}_{1}\);
Index 4, w \({ }_{2}^{\prime \prime}, \mathrm{I}\left(w_{2}, w_{2}^{\prime \prime}\right), \mathrm{J}\left(w_{2}, w_{3}\right), \mathfrak{a}_{2}, w_{4}, \mathfrak{h}_{1}\);
Index \(5, J\left(w_{2}, w_{2 \prime}^{\prime \prime}\right), J\left(w_{2}, w_{4}\right), \mathfrak{h}_{2} ;\)
Index 6, \(\mathfrak{h}_{3}\);
Index 7, \(w_{3}^{\prime}, \mathfrak{e}_{1}\);
Index \(8, \mathbf{J}\left(w_{2}, w_{3}^{\prime}\right), \mathfrak{e}_{3}\).
54. It will be seen from these forms that all the invariants retained are linear in all the quantities \(\mathrm{L}, \mathrm{M}, \mathrm{N}, \mathrm{P}, \mathrm{Q}, \mathrm{R}, \mathrm{S}, \alpha, \beta, \gamma, \delta, \epsilon, a, b, c, k, l, m, n\) which occur in them. This property facilitates the expression of any other invariant in terims of the various members; thus
\[
\begin{gathered}
\frac{\mathrm{LN}-\mathrm{M}^{2}}{\mathrm{~V}^{2}}=\frac{w_{2} w_{2}^{\prime} \mathrm{I}\left(w_{2}, w_{2}^{\prime}\right)-\mathrm{J}^{2}\left(w_{2}, w_{2}^{\prime}\right)}{\mathrm{V}^{2} w_{2}^{2}} \\
\frac{\alpha \epsilon-4 \beta \delta+3 \gamma^{2}}{\mathrm{~V}^{4}}=\frac{w_{4} \mathfrak{f}_{3}-4 \mathrm{~J}\left(w_{2}, w_{4}\right) \mathfrak{h}_{2}+3 w_{2} \mathfrak{h}_{1}^{2}}{w_{2}^{3}}
\end{gathered}
\]
and so for others. Moreover, in the invariants which contain \(a, b, c\) linearly, the effect is that the derivatives of \(\phi\) of the second order (being the highest that occurs) are contained linearly; and in those invariants which contain \(k, l, m, n\) linearly, the effect is that the derivatives of \(\phi\) of the third order (being the highest order that occurs) are contained linearly, as well as those of the second order.

Moreover, the forms can be used to obtain the value of any given invariant; all that is necessary for this purpose is to obtain the expression of the invariant in terms of the members of the selected aggregate, and to substitute the values of the members that occur. Thus, consider the simultaneous invariant
\[
\left|\begin{array}{ccc}
a, & b, & c \\
\mathrm{~L}, & \mathrm{M}, & \mathrm{~N} \\
\mathrm{E}, & \mathrm{~F}, & \mathrm{G}
\end{array}\right|
\]
when expressed in terms of the members of the aggregate, it is equal to
\[
\begin{gathered}
\frac{1}{w_{2}}\left\{J\left(w_{2}, w_{2}^{\prime \prime}\right) \mathrm{I}\left(w_{2}, w_{2}^{\prime}\right)-J\left(w_{2}, w_{2}^{\prime}\right) \mathrm{I}\left(w_{2}, w_{2}^{\prime \prime}\right)\right\} \\
+\frac{1}{w_{2}^{2}}\left\{w_{2}^{\prime \prime} \mathrm{J}\left(w_{2}, w_{2}^{\prime}\right)-w_{2}^{\prime} \mathrm{J}\left(w_{2}, w_{2}^{\prime \prime}\right)\right\} \\
3 \mathrm{E} 2
\end{gathered}
\]
and the value of the latter expression is
\[
2 \mathrm{~V}^{3}\left\{\left(\mathrm{H}-\frac{1}{\rho^{\prime}}\right) \frac{d \mathrm{~B}}{d s}+\frac{1}{\tau^{\prime}} \frac{d \mathrm{~B}}{d n}\right\} .
\]

In this way the actual values of a large number of the invariants belonging to the asyzygetic aggregate can be obtained. The asyzygetic aggregate of two cubics is known. The asyzygetic aggregate, arising when a quadratic is associated with a system asyzygetically complete in itself, is also known; so that the asyzygetic aggregate belonging to \(w_{2}, w_{2}^{\prime}, w_{2}^{\prime \prime}, w_{3}, w_{3}^{\prime}\), can be obtained by the application of known theorems.

Further, the asyzygetic aggregate of a cubic and a quartic is known. so that the asyzygetic aggregate could be obtained for \(w_{2}, u_{2}^{\prime}, w_{2}^{\prime \prime} w_{3}, u_{1}\), and also for \(w_{2}, w_{2}^{\prime}, w_{2}^{\prime \prime}, w_{3}^{\prime}, w_{4}\). But, so far as I am aware, the asyzygetic aggregate of either two cubics and one quartic, or a cubic and any system asyzygetically complete in itself, is not known; as soon as either is known, the results could be applied to obtain the asyzygetic aggregate for \(w_{2,}, w_{2}^{\prime}, w^{\prime \prime}, w_{3}, w_{3}^{\prime}, w_{4}\), that is, the complete system of concomitants in terms of which any rational integral invariant can be expressed as a rational integral function.

\section*{The Geometrical Magnitudes which are Independent.}
55. As regards the quantities, which hare served to assign the geometrical significance of the several invariants, some inferences can be drawn from the results obtained. Denoting by \(\chi\) the angle between the curve and the line of curvature connected with \(\rho_{1}\), we have
\[
\begin{aligned}
& \frac{1}{\rho^{\prime}}=\frac{\cos ^{2} \chi}{\rho_{1}}+\frac{\sin ^{2} \chi}{\rho_{2}}, \\
& \frac{1}{\tau^{\prime}}=\left(\frac{1}{\rho_{l}}-\frac{1}{\rho_{2}}\right) \cos \chi \sin \chi, \\
& \mathrm{H}=\frac{1}{\rho_{1}}+\frac{1}{\rho_{2}}, \quad \mathrm{~K}=\frac{1}{\rho_{1} \rho_{2}}
\end{aligned}
\]
so that not more than three of the cuantities \(\frac{1}{\rho^{\prime}}, \frac{1}{\tau^{\prime}}, \mathrm{H}, \mathrm{K}\) are independent. For purposes of expression, we have retained \(\frac{1}{\rho^{\prime}}, \frac{1}{\rho^{\prime}}, \mathrm{H}\). There are also the quantities \(B\) and \(\frac{1}{\rho^{\prime \prime}}\).

To the order of derivatives which occur in the invariants that have been constructed, the geometric magnitudes, which might be expected to occur in the values of the invariants, are as follows:-
\[
\begin{aligned}
& \frac{1}{\rho^{\prime}}, \frac{d}{d s}\left(\frac{1}{\rho^{\prime}}\right), \frac{d}{d n}\left(\frac{1}{\rho^{\prime}}\right), \frac{d^{2}}{d s^{2}}\left(\frac{1}{\rho^{\prime}}\right), \frac{d^{2}}{d s d n}\left(\frac{1}{\rho^{\prime}}\right), \frac{d^{2}}{d n d s}\left(\frac{1}{\rho^{\prime}}\right), \frac{d^{2}}{d n^{2}}\left(\frac{1}{\rho^{\prime}}\right), \\
& \mathrm{H}, \frac{d \mathrm{H}}{d s}, \frac{d \mathrm{H}}{d n}, \frac{d^{2} \mathrm{H}}{d s^{2}}, \frac{d^{2} \mathrm{H}}{d s d n}, \frac{d^{2} \mathrm{H}}{d n d s}, \frac{d^{2} \mathrm{H}}{d n^{2}}, \\
& \mathrm{~B}, \frac{d \mathrm{~B}}{d s}, \frac{d \mathrm{~B}}{d n}, \frac{d^{2} \mathrm{~B}}{d s^{2}}, \frac{d^{2} \mathrm{~B}}{d s d n}, \frac{d^{2} \mathrm{~B}}{d n d s}, \frac{d^{2} \mathrm{~B}}{d n^{3}},
\end{aligned}
\]
\[
p_{p^{\prime \prime}}^{1}, \frac{d}{d_{s}}\left(\frac{1}{p^{\prime \prime}}\right), \frac{d}{d \prime \prime}\left(\frac{1}{p^{\prime \prime}}\right)
\]
\[
1
\]
and the derivatives of \(\frac{1}{\tau^{\prime}}\). But not all of these can be retained as independent magnitudes. In § 40 it was proved that
\[
\begin{aligned}
& d \\
& d_{s}\binom{1}{\tau^{\prime}}=\frac{2}{\tau^{\prime} \mathrm{B}} d \mathrm{~B}-\left(\mathrm{H}-\frac{2}{\rho^{\prime}}\right) \frac{1}{\rho^{\prime \prime}}-\frac{d}{d}\binom{1}{\rho^{\prime}} \\
& d_{n}\binom{1}{\tau^{\prime}}=\left(\mathrm{H}-\frac{2}{\rho^{\prime}}\right) \frac{1}{\mathrm{~B}} \frac{d \mathrm{~B}}{d s}+\frac{d}{d d^{\prime}}\left(\frac{1}{\rho^{\prime}}\right)+\frac{2}{\rho^{\prime \prime} \tau^{\prime}}-\frac{d \mathrm{H}}{d s}
\end{aligned}
\]
s) that the first derivatives of \(\begin{aligned} & 1 \\ & \tau^{\prime}\end{aligned}\), and consequently also the second (and higher) derivatives, are expressible in terms of the derivatives of the other quantities retained. \({ }^{*}\) Again. in \(\$ \$ 41,43,47\) it has been shown that the quantities
\[
\begin{gathered}
\frac{d^{2}}{d m}\left(\frac{1}{\rho^{\prime}}\right)-\frac{d^{2}}{d n}\binom{1}{\rho^{\prime}} \\
d^{2} \mathrm{H}-d^{2} \mathrm{H} \\
d_{n} d_{n} \mathrm{dn}-d_{n} \mathrm{~d}:
\end{gathered}
\]
are expressible in terms of the derivatives of the first order; so that it is sufficient to retain \(\frac{d^{2}}{d s}\left(\frac{1}{-}\left(\frac{d^{2}}{\rho^{\prime}}\right), \frac{d^{2} \mathrm{~B}}{d s d n}, d^{2} d n \cdot\right.\) and reject \(\frac{d^{2}}{d n}\left(\frac{1}{\rho^{\prime}}\right), \frac{d^{2} \mathrm{H}}{d n d s}, \frac{d^{2} \mathrm{~B}}{d n d s}\). Further, in \(\$ 41\), it was proved that
* It is proved in Darboux's 'Theorie générale des Surfaces,' vol. 2, p. 360, that the quantity
\[
\frac{\pi}{d s}\left(\frac{1}{\tau^{\prime}}\right)+\left(\mathrm{H}-\frac{2}{\rho^{\prime}}\right) \frac{1}{\rho^{\prime \prime}}
\]
which occurs in the first of the two equations, is the same for two curves that have the same tangent.
\[
\begin{aligned}
\frac{1}{\mathrm{~B}} \frac{d^{2} \mathrm{~B}}{d s^{2}}= & 2 \mathrm{~K}-\frac{d}{d n}\left(\frac{1}{\rho^{\prime \prime}}\right)+\frac{1}{\rho^{\prime \prime 2}}+2\left(\frac{1}{\mathrm{~B}} \frac{d \mathrm{~B}}{d s}\right)^{2} \\
\frac{d^{2}}{d n^{2}}\left(\frac{1}{\rho^{\prime}}\right)= & \frac{d^{2} \mathrm{H}}{d s^{2}}-\mathrm{K}\left(\mathrm{H}-\frac{2}{\rho^{\prime \prime}}\right)-\frac{1}{\rho^{\prime \prime}} \frac{d \mathrm{H}}{d n}-\frac{d^{2}}{d t^{2}}\left(\frac{1}{\rho^{\prime}}\right) \\
& +\frac{1}{\mathrm{~B}}\left\{\frac{2}{\tau^{\prime}} \frac{d^{2} \mathrm{~B}}{d n d s}-4 \frac{d \mathrm{~B}}{d s} \frac{d \mathrm{H}}{d s}+5 \frac{d \mathrm{~B}}{d s} \frac{d}{d t}\left(\frac{1}{\rho^{\prime}}\right)\right\} \\
& +\frac{2}{\mathrm{~B}^{2}} \frac{d \mathrm{~B}}{d s}\left\{\left(\mathrm{H}-\frac{2}{\rho^{\prime}}\right) \frac{d \mathrm{~B}}{d s}-\frac{1}{\tau^{\prime}} \frac{d \mathrm{~B}}{d n}\right\}
\end{aligned}
\]
and the values of \(\frac{d}{d t}\left(\frac{1}{\rho^{\prime}}\right)\) and \(\frac{d^{2}}{d t^{2}}\left(\frac{1}{\rho^{\prime}}\right)\) have been given in \(\$ \S 36,41\); hence it is unnecessary to retain \(\frac{d^{2} \mathrm{~B}}{d s^{2}}, \frac{d^{2}}{d n^{2}}\left(\frac{1}{\rho^{\prime}}\right)\).

We therefore retain the quantities
\[
\begin{aligned}
& \frac{1}{\rho^{\prime}}, \frac{d}{d s}\left(\frac{1}{\rho^{\prime}}\right), \frac{d}{d n}\left(\frac{1}{\rho^{\prime}}\right), \frac{d^{2}}{d s^{2}}\left(\frac{1}{\rho^{\prime}}\right), \frac{d^{2}}{d s d n}\left(\frac{1}{\rho^{\prime}}\right), \\
& \mathrm{H}, \frac{d \mathrm{H}}{d s}, \frac{d \mathrm{H}}{d n}, \frac{d^{2} \mathrm{H}}{d s^{2}}, \frac{d^{2} \mathrm{H}}{d s d n}, \frac{d^{2} \mathrm{H}}{d n^{2}}, \\
& \mathrm{~B}, \frac{d \mathrm{~B}}{d s}, \frac{d \mathrm{~B}}{d n}, \frac{d^{2} \mathrm{~B}}{d s d n}, \frac{d^{2} \mathrm{~B}}{d n^{2}}, \\
& \frac{1}{\rho^{\prime \prime}}, \frac{d}{d s}\left(\frac{1}{\rho^{\prime \prime}}\right), \frac{d}{d n}\left(\frac{1}{\rho^{\prime \prime}}\right) \\
& \frac{1}{\tau^{\prime}},
\end{aligned}
\]
being 20 in all; their association with the 20 algebraically independent differential invariants set out in \(\S 53\) has already been made.
56. These results would seem to have an important bearing when we proceed to the next higher order of derivatives. As \(\frac{d^{2} \mathrm{~B}}{d s^{2}}\) is rejected from the aggregate of quantities, the quantities \(\frac{d^{3} \mathrm{~B}}{d s^{3}}\) and \(\frac{d^{3} \mathrm{~B}}{d n d s^{2}}\) will also be rejected; also, as \(\frac{d^{3} \mathrm{~B}}{d n d s}-\frac{d^{2} \mathrm{~B}}{d s d n}\) is expressible by quantities of lower order, the quantities \(\frac{d^{3} \mathrm{~B}}{d s^{2} d n}\) and \(\frac{d^{3} \mathrm{~B}}{d n d s d n}\) will be rejected; thus, in this order, the only derivatives of B to be retained are
\[
\frac{d^{3} \mathrm{~B}}{d s d n d s^{\prime}}, \quad \frac{d^{3} \mathrm{~B}}{d n^{2} d s^{2}}, \quad \frac{d^{3} \mathrm{~B}}{d s d n^{2}}, \frac{d^{3} \mathrm{~B}}{d n^{3}},
\]
four in number: Moreover, these four may reduce to two for the first may be
equivalent to the rejected \(\frac{d^{3} \mathrm{~B}}{d n d s^{2}}\), while the second and the third may be equivalent to one another. Similarly, the only derivatives of \(\frac{1}{\rho^{\prime}}\) to be retained are
\[
\frac{d^{3}}{d s^{3}}\left(\frac{1}{\rho^{\prime}}\right), \quad \frac{d^{3}}{d s^{2} d n}\left(\frac{1}{\rho^{\prime}}\right), \quad \frac{d^{3}}{d n d s d n}\left(\frac{1}{\rho^{\prime}}\right), \quad \frac{d^{3}}{d n d s^{2}}\binom{1}{\rho^{\prime}},
\]
four in number ; and these may reduce to two. There are six derivatives of H , viz. :
\[
\frac{d^{3} \mathrm{H}}{d s^{3}}, \frac{d^{3} \mathrm{H}}{d s^{2} d n}, \frac{d^{3} \mathrm{H}}{d n d s^{2}}, \frac{d^{3} \mathrm{H}}{d n^{2} d s}, \frac{d^{3} \mathrm{H}}{d s d n^{2}}, \frac{d^{3} \mathrm{H}}{d n^{3}},
\]
which may reduce to four ; and there are four derivatives of \(\frac{1}{\rho^{\prime \prime}}\), viz. :
\[
\frac{d^{2}}{d s^{2}}\left(\frac{1}{\rho^{\prime \prime}}\right), \quad \frac{d^{2}}{d s d n}\left(\frac{1}{\rho^{\prime \prime}}\right), \quad \frac{d^{2}}{d n d s}\left(\frac{1}{\rho^{\prime \prime}}\right), \quad \frac{d^{2}}{\ln n^{2}}\left(\frac{1}{\rho^{\prime \prime}}\right)
\]
which may reduce to three. Hence there are, in all, eighteen new geometrical quantities arising through the inclusion of derivatives of the next higher order ; and these eighteen quantities may reduce to eleven.

Now the number of differential invariants, which involve derivatives of \(\phi\) up to order \(n\) and the corresponding quantities of proper order, is \(\frac{1}{2} n(3 n+5)\) by \(\S 27\); and this number is certainly subject to diminution by 1 unit, as explained at the begimning of \(\S 29\), so that it is \(\frac{1}{2} n(3 n+5)-1\). When \(n=4\), this is 33 ; and we know that there are 20 invariants for \(n=3\); so that 13 new invariants are introduced by the differential equations for the new order. It has been indicated that there may be only 11 new geometrical quantities available for their expression ; if so, the inference would be that there are two algebraic relations among these 13 . These relations are outside the differential equations; and the only cause from which they could arise would be owing to the intrinsic significance of the magnitudes. As there actually is one* differential invariant of deformation of this order (that is, a function involving \(\mathrm{E}, \mathrm{F}, \mathrm{G}\) and their derivatives up to the third order, and no other quantities), the obvious suggestion is that it would behave like the invariant of the lower order, due to Gauss, and would be expressible in terms of invariants in the binariant system composed of the fundamental magnitudes; but this inference is only a suggestion, and cannot be regarded as an established result.
[Note: added, 12 May, 1903.
After the manuscript of this memoir had been sent to the Royal Society but before the memoir itself had been read, I succeeded in definitely establishing the inference suggested at the end of \(\S 56\). The necessary calculations are long and are of the

\footnotetext{
* Zorawski, l.c., p. 31.
}
same general character as those in \(\$ \$ 14-22\); their aim is to obtain the one solution. other than \(\nabla\) and \(\mathrm{V}^{2}\), of the twenty-eight partial differential equations satisfied by differential invariants of deformation, which are of order not higher than three. The mode of dealing with such a system of equations has been amply illustrated in Part I. of the memoir ; accordingly, only the results of the analysis will be given.

We denote by \(\Gamma, \Gamma^{\prime}, \Gamma^{\prime \prime}, \Delta, \Delta^{\prime}, \Delta^{\prime \prime}\), quantities defined in \(\S 6\); and we write
\[
\begin{aligned}
& \prime \prime=\mathrm{E}_{19}-2 \mathrm{~F}_{31}+\mathrm{G}_{30}+\Gamma^{\prime \prime} \mathrm{E}_{20}-\left(2 \Gamma^{\prime}+د^{\prime \prime}\right) \mathrm{E}_{11}+\Gamma \mathrm{E}_{60} \\
& +2 \Delta^{\prime \prime} \mathrm{F}_{2 n}-2 \Delta^{\prime} \mathrm{G}_{20}+\Delta \mathrm{G}_{11}, \\
& 1=\mathrm{E}_{03}-2 \mathrm{~F}_{12}+\mathrm{G}_{21}+\Gamma^{\prime \prime} \mathrm{E}_{11}-2 \Gamma^{\prime} \mathrm{E}_{02}+2 \Gamma \mathrm{~F}_{02} . \\
& +\Delta^{\prime \prime} G_{20}-\left(\Gamma+2 \Delta^{\prime}\right) G_{11}+\Delta G_{10}, \\
& \theta=\mathrm{E}_{02}-2 \mathrm{~F}_{11}+\mathrm{C}_{21} \text {. }
\end{aligned}
\]
these being simultaneous solutions of the eighteen equations, which correspond to the vanishing of the derivatives of \(\xi\) and \(\eta\) of order 4 and of order 3 in the various arguments (§13). Further, we write
\[
\begin{aligned}
& p=\mathrm{E}^{2}\left(-4 \mathrm{E}_{01} \mathrm{G}_{10} \mathrm{G}_{01}+8 \mathrm{~F}_{10} \mathrm{C}_{10} \mathrm{G}_{01}-4 \mathrm{G}_{10}{ }^{3}\right) \\
& +\mathrm{EF}\left(-4 \mathrm{E}_{10} \mathrm{G}_{10} \mathrm{G}_{112}+8 \mathrm{E}_{111} \mathrm{~F}_{10} \mathrm{G}_{01}-16 \mathrm{~F}_{10} \mathrm{~F}_{101} \mathrm{G}_{10}-16 \mathrm{~F}_{10}{ }^{2} \mathrm{G}_{01}+16 \mathrm{~F}_{10} \mathrm{G}_{10}{ }^{2}\right. \\
& \left.+4 \mathrm{E}_{010} \mathrm{G}_{11,}{ }^{2}+8 \mathrm{~F}_{011} \mathrm{~F}_{112} \mathrm{G}_{211}\right) \\
& +\mathrm{EG}\left(-2 \mathrm{E}_{10} \mathrm{E}_{011} \mathrm{G}_{101}+6 \mathrm{E}_{10} \mathrm{~F}_{10} \mathrm{G}_{01}+4 \mathrm{E}_{10} \mathrm{~F}_{101} \mathrm{G}_{10}-4 \mathrm{E}_{10} \mathrm{G}_{10}{ }^{2}-4 \mathrm{E}_{01} \mathrm{~F}_{10} \mathrm{~F}_{01}\right. \\
& \left.-2 \mathrm{E}_{101} \mathrm{~F}_{10} \mathrm{G}_{10}+8 \mathrm{~F}_{01} \mathrm{~F}_{101}{ }^{\circ}-4 \mathrm{~F}_{10}{ }^{8} \mathrm{G}_{10}-2 \mathrm{E}_{01}{ }^{8} \mathrm{G}_{10}\right) \\
& +\mathrm{F}^{2}\left(-2 \mathrm{E}_{10} \mathrm{E}_{01} \mathrm{G}_{01}+4 \mathrm{E}_{10} \mathrm{~F}_{01} \mathrm{G}_{10}+10 \mathrm{E}_{10} \mathrm{~F}_{10} \mathrm{G}_{01}-4 \mathrm{E}_{10} \mathrm{G}_{10}{ }^{2}-12 \mathrm{~F}_{10}{ }^{2} \mathrm{G}_{10}\right. \\
& \left.+24 \mathrm{~F}_{10}{ }^{2} \mathrm{~F}_{01}-6 \mathrm{E}_{01} \mathrm{~F}_{10} \mathrm{G}_{10}-12 \mathrm{E}_{01} \mathrm{~F}_{10} \mathrm{~F}_{01}-2 \mathrm{E}_{01}{ }^{2} \mathrm{G}_{10}\right) \\
& +\mathrm{FG}\left(8 \mathrm{E}_{10} \mathrm{E}_{01} \mathrm{~F}_{01}-4 \mathrm{E}_{10}{ }^{2} \mathrm{G}_{01}+4 \mathrm{E}_{10} \mathrm{E}_{01} \mathrm{G}_{10}-32 \mathrm{E}_{10} \mathrm{~F}_{10} \mathrm{~F}_{01}+16 \mathrm{E}_{10} \mathrm{~F}_{10}\left(\mathrm{G}_{10}+8 \mathrm{E}_{01}{ }^{2} \mathrm{~F}_{11}\right)\right. \\
& +\mathrm{G}^{2}\left(8 \mathrm{E}_{10}{ }^{2} \mathrm{~F}_{01}-4 \mathrm{E}_{10}{ }^{2} \mathrm{G}_{10}-4 \mathrm{E}_{01}{ }^{2} \mathrm{E}_{\mathrm{j} 0}\right), \\
& \eta=\mathrm{E}^{2}\left(8 \mathrm{~F}_{10} \mathrm{G}_{01}{ }^{2}-4 \mathrm{E}_{01} \mathrm{G}_{011}{ }^{2}-4 \mathrm{G}_{01}\left(\mathrm{G}_{101}{ }^{2}\right)\right. \\
& +\operatorname{EF}\left(-4 \mathrm{E}_{10} \mathrm{G}_{01}{ }^{2}-32 \mathrm{~F}_{10} \mathrm{~F}_{01} \mathrm{G}_{101}+8 \mathrm{~F}_{10} \mathrm{G}_{10} \mathrm{G}_{01}+4 \mathrm{E}_{01} \mathrm{G}_{10} \mathrm{G}_{01}+16 \mathrm{E}_{011} \mathrm{~F}_{01} \mathrm{G}_{01}\right. \\
& +8 \mathrm{~F}_{111}\left(\mathrm{C}_{11}{ }^{8}\right) \\
& +E G\left(6 \mathrm{E}_{10} \mathrm{~F}_{01} \mathrm{G}_{01}-2 \mathrm{E}_{10} \mathrm{G}_{111} \mathrm{G}_{01}+4 \mathrm{E}_{01} \mathrm{~F}_{10} \mathrm{G}_{01}+8 \mathrm{~F}_{10} \mathrm{~F}_{01}{ }^{2}-4 \mathrm{~F}_{10} \mathrm{~F}_{01} \mathrm{G}_{10}\right. \\
& \left.-4 \mathrm{~F}_{011}{ }^{2} \mathrm{G}_{01}-2 \mathrm{~F}_{01} \mathrm{~F}_{01} \mathrm{G}_{10}-4 \mathrm{E}_{01} \mathrm{~F}_{01}{ }^{2}-2 \mathrm{~F}_{01} \mathrm{G}_{10}{ }^{2}\right) \\
& +\mathrm{F}^{2}\left(10 \mathrm{E}_{01} \mathrm{~F}_{01} \mathrm{G}_{02}-2 \mathrm{E}_{10} \mathrm{C}_{10} \mathrm{G}_{01}+4 \mathrm{E}_{01} \mathrm{~F}_{10} \mathrm{G}_{01}+24 \mathrm{~F}_{01}{ }^{2} \mathrm{~F}_{10}-12 \mathrm{~F}_{10} \mathrm{~F}_{01} \mathrm{G}_{10}\right. \\
& \left.-2 \mathrm{E}_{01} \mathrm{G}_{10}{ }^{2}-6 \mathrm{E}_{01} \mathrm{~F}_{01} \mathrm{G}_{10}-4 \mathrm{E}_{01}{ }^{2} \mathrm{G}_{01}-12 \mathrm{E}_{01} \mathrm{~F}_{01}{ }^{2}\right) \\
& +\mathrm{FG}\left(-4 \mathrm{E}_{10} \mathrm{E}_{01} \mathrm{G}_{01}-16 \mathrm{E}_{10} \mathrm{~F}_{01}{ }^{2}+8 \mathrm{E}_{10} \mathrm{~F}_{01} \mathrm{C}_{10}-16 \mathrm{E}_{01} \mathrm{~F}_{10} \mathrm{~F}_{01}+8 \mathrm{E}_{01} \mathrm{~F}_{10} \mathrm{G}_{10}\right. \\
& \left.+16 \mathrm{E}_{01}{ }^{2} \mathrm{~F}_{01}+4 \mathrm{E}_{01}{ }^{2} \mathrm{G}_{10}\right) \\
& +\mathrm{G}^{2}\left(8 \mathrm{E}_{10} \mathrm{E}_{01} \mathrm{~F}_{01}-4 \mathrm{E}_{110} \mathrm{E}_{010} \mathrm{G}_{10}-4 \mathrm{E}_{01}{ }^{3}\right) .
\end{aligned}
\]

Also, we write
\[
\begin{aligned}
& \lambda_{1}=4 \mathrm{~V}^{4} u-4 \mathrm{~V}^{4} \theta\left(2 \Delta^{\prime}+3 \Gamma\right)-p \\
& \lambda_{2}=4 \mathrm{~V}^{4} v-4 \mathrm{~V}^{4} \theta\left(2 \Gamma^{\prime}+3 \Delta^{\prime \prime}\right)-q
\end{aligned}
\]

Then a first expression for the differential invariant of deformation of the third order is found to be
\[
\left(\mathrm{E} \lambda_{2}^{2}-2 \mathrm{~F} \lambda_{1} \lambda_{2}+\mathrm{G} \lambda_{1}{ }^{2}\right) \mathrm{V}^{-14}
\]

This expression can be modified by means of the relation (\$35)
\[
\begin{aligned}
& 4 \mathrm{~V}^{2}\left(\mathrm{LN}-\mathrm{M}^{2}\right)=\nabla \\
& =-2 \mathrm{~V}^{2} \theta+
\end{aligned} \begin{aligned}
& \mathrm{E}\left\{\left(\mathrm{E}_{01}-2 \mathrm{~F}_{10}\right) \mathrm{G}_{01}+\mathrm{G}_{10}{ }^{2}\right\}+\mathrm{G}\left\{\mathrm{E}_{01}^{2}-\mathrm{E}_{10}\left(2 \mathrm{~F}_{01}-\mathrm{G}_{10}\right)\right\} \\
& +\mathrm{F}\left\{\mathrm{E}_{10} \mathrm{G}_{01}-\mathrm{E}_{01}\left(2 \mathrm{~F}_{01}+\mathrm{G}_{10}\right)+2 \mathrm{~F}_{10}\left(2 \mathrm{~F}_{01}-\mathrm{G}_{10}\right)\right\}
\end{aligned}
\]

Dividing both sides by \(\mathrm{V}^{2}\) and taking the derivative with regard to \(x\), we find (on using the relations in \(\S 6\), and after reduction) that we have
\[
\lambda_{1}=-8 \mathrm{~V}^{4}(\mathrm{NP}-2 \mathrm{MQ}+\mathrm{LR}),=-8 \mathrm{~V}^{4} \mathrm{a}
\]
say. Proceeding similarly from the derivative with regard to \(y\), we have
\[
\lambda_{2}=-8 \mathrm{~V}^{4}(\mathrm{NQ}-2 \mathrm{MR}+\mathrm{LS}),=-8 \mathrm{~V}^{4} \mathrm{~b}
\]
say. It thus appears that the two combinations of \(\mathrm{E}, \mathrm{F}, \mathrm{G}\) and their derivatives up to the third order, represented by \(\lambda_{1}\) and \(\lambda_{2}\), are expressible in terms of the fundamental magnitudes of the second and the third order. Moreover, dropping the numerical factor 64, we have an expression for the differential invariant of deformation of the third order (say I) in the form
\[
I V^{6}=E b^{2}-2 \mathrm{Fab}+\left(\mathrm{ta}^{2}\right.
\]

By the theory in the preceding memoir, this invariant (which now involves only fundamental magnitudes of the first three orders and none of their derivatives) ought to be expressible in terms of the members of the system set out in \(\S 53\). Writing
\[
\begin{aligned}
w_{1}^{\prime} & =\left(\mathrm{a}, \mathrm{~b} \gamma \phi_{01},-\phi_{10}\right), \\
w_{1}^{\prime \prime} & =\left(\mathrm{Eb}-\mathrm{Fa}, \mathrm{Fb}-\mathrm{Ga} \chi^{\prime} \phi_{01},-\phi_{10}\right),
\end{aligned}
\]
we find
\[
\begin{aligned}
& \qquad \begin{array}{c}
w_{2} \mathrm{~V}^{6} \mathrm{I}= \\
\mathrm{V}^{2} w_{1}^{\prime}{ }^{2}+w_{1}^{\prime \prime}{ }_{1}^{2}, \\
w_{2}^{2} w_{1}^{\prime}
\end{array}=w_{2} w_{3} \mathrm{I}\left(w_{2}, w_{2}^{\prime}\right)+w_{2} w_{2}^{\prime} \mathfrak{a}_{1}-2 \mathrm{~J}\left(w_{2}, w_{2}^{\prime}\right) \mathrm{J}\left(w_{2}, w_{3}\right)-2 \mathrm{~V}^{2} w_{2}^{\prime} w_{3}, \\
& w_{2}{ }^{2} w_{1}^{\prime \prime}{ }_{1}=w_{2} \mathrm{I}\left(w_{2}, w_{2}^{\prime}\right) \mathrm{J}\left(w_{2}, w_{3}\right)+2 \mathrm{~V}^{2} w_{3} \mathrm{~J}\left(w_{2}, w_{2}^{\prime}\right)-2 \mathrm{~V}^{2} w_{2}^{\prime} \mathrm{J}\left(w_{2}, w_{3}\right) \\
& \quad-2 w_{2} \mathfrak{a}_{3} \mathrm{~J}\left(w_{2}, w_{2}^{\prime}\right)+w_{2} w_{2}^{\prime} \mathfrak{a}_{2} . \\
& 3 \mathrm{~F}
\end{aligned}
\]

When the geometric values of the several invariants are substituted, we find
\[
\begin{aligned}
w_{1}^{\prime} & =\mathrm{BV}^{3} \frac{d \mathrm{~K}}{d s} \\
w_{1}^{\prime \prime} & =\mathrm{BV}^{4} \frac{d \mathrm{~K}}{d n}
\end{aligned}
\]
and therefore
\[
\mathrm{I}=\left(\frac{d \mathrm{~K}}{d s}\right)^{2}+\left(\frac{d \mathrm{~K}}{d n}\right)^{2}
\]
which is the geometric significance of the differential invariant of deformation of the third order. Its expression appears to involve association with the curve \(\phi=0\); but the relations in \(\S 51\) shew that the association is the same for all curves, so that the quantity is a function solely of position on the surface, being the sum of the squares of the first derivatives of K along any two perpendicular directions along the surface.]
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\section*{I. Introduction.}

The researches of recent years have conclusively settled the general connection between the spark potential and the pressure of a gas. It is now well known that as the pressure of a gas diminishes the difference of potential necessary to produce a discharge between electrodes in the gas, a fixed distance apart, also diminishes, until, at a critical pressure, the spark potential reaches a minimum value. It is further established that below the critical pressure the potential difference required to produce discharge rapidly increases as the pressure is lowered.

This connection between the spark potential and the corresponding pressure of a gas has been well illustrated in a series of curves drawn by Peace,* who investigated the sparking potentials between a pair of parallel plates at pressures ranging from one-half an atmosphere down to a little below the critical pressure.

Among others, Strutt \(\dagger\) and Bouty+ have carried on the investigation at pressures considerably below the critical point, and their results show that, once the critical pressure has been passed, the rise in potential difference necessary to produce discharge is exceedingly rapid.

The effect of varying the distance between the electrodes was first determined by Pasches, § who observed the existence of a simple law comecting the pressure at which discharge took place with the corresponding spark potential and the distance between the electrodes.

Pascher's results showed that when a given potential difference was applied to two spherical electrodes, whose distance apart could be varied, the maximum pressure at which discharge occurred varied inversely with the distance between the spheres.

The range of pressures over which he found the law to apply, while considerable, did not extend below 2 centims. of mercury, and his results do not in any case indicate that the critical pressme had been reached. It is evident, then, that Paschen's conclusions are confined to pressures higher than the critical pressures.
\[
\begin{aligned}
& \text { * Peace, 'Roy. Soc. Proc.,' vol. 52, p. } 99 . \\
& \dagger \text { Strutt, 'Phil. Trans.,' A, vol. 193, p. } 377 \text {. } \\
& \ddagger \text { Bouty, 'Compt. Rend.,' vol. } 131 \text { (2), p. } 443 . \\
& \text { § Pascnen, 'Am. d. Phys.,' vol. } 37 \text {, p. } 69 .
\end{aligned}
\]

Since the statement of this law by Pasches, Pbacew alone seems to hare published results which could throw any additional light on the conditions holding for discharge in a gas at very low pressures. Peace experimented in air, with parallel plates as electrodes, at various distances apart, and found that the value of the critical pressure increased greatly as the distance between the electrodes was lessened, but his results at points below the critical pressure give no evidence of the existence of any such law as had been enunciated by Paschen.

This can be readily seen from the numbers recorded in his paper, a few of which, selected from readings taken below the critical pressure, are given in the following table. These results admit of easy comparison. since the potential differences in the cases chosen are very nearly the same. The product of pressure and spark length should be a constant quantity if Paschex's law held.

Table of Peace's Results.
\begin{tabular}{|c|c|c|c|}
\hline \begin{tabular}{c} 
Applied potential \\
difference in \\
rolts.
\end{tabular} & \begin{tabular}{c} 
Pressures in \\
millims. \\
of mercury.
\end{tabular} & \begin{tabular}{c} 
Distance between \\
electrodes in \\
inches.
\end{tabular} & \begin{tabular}{c} 
Proctuct of \\
pressure and \\
spark length.
\end{tabular} \\
\hline 649 & 2.5 & -082 & -205 \\
660 & 6 & -005 & .030 \\
670 & 5 & .021 & -105 \\
731 & \(\mathbf{2 . 5}\) & .030 & .075 \\
\hline
\end{tabular}

If we compare the first and second of these results where the difference in spark potentials is only 11 volts, we find the product in the first case nearly seren times that in the second. Again, the product corresponding to the spark potential 660 volts is less than one-third that corresponding to 670 volts, a large difference in the opposite direction. The same irregularity is exhibited by the product corresponding to the spark potential 631 volts, and it seems difficult to understand how experimental errors could be made to explain such a wide divergence of results.

At the critical pressure Peace's results point to the existence of the law, but, as stated aloove, it would appear that as soon as lower pressures were approached the indications were uniformly against the existence of the relation which Paschen found to hold at high pressures.

Owing to the special precautions taken by Peace to obtain accurate ralues for the spark potentials, it is possible to arrive at but one of two conclusions regarding the departure from Paschen's law indicated by Peace's numbers. Judging by the results, either the law ceases to hold when the critical pressure is passed, or else the apparatus used by him in his experiments did not admit of an accurate measurement of the actual spark lengths corresponding to different spark potentials.

\footnotetext{
* Pelce, 'Roy. Soc. Proc.,' vol. 52, p. 09.
}

A short discussion of the apparatus will reveal one considerable defect. The object of the investigations of both Paschen and Peace was to determine the electromotive intensity requisite to cause discharge in a gas. Throughout the range of pressures investigated by Paschen the discharge always took place along the shortest distance between the spherical electrodes, and the electromotive intensity requisite to break down the gas was therefore directly proportional to the spark potentials obtained by him. At points below the critical pressure, as Peace's results indicate, discharge occurs more easily orer a longer distance than over a shorter one, and if the values of the electromotive intensities necessary to break down a gas at different pressures are to be compared, it is necessary to know in each case not only the potential difference applied to the electrodes, but also the path between the electrodes along which the initial discharge occurs.

To insure passage of the discharge over the same length of path Peace used plane parallel plates of very large diameter as electrodes, but while in this way he obtained a uniform field of considerable extent, and so was able to obtain an accurate measure of the electromotive intensity between the electrodes, he failed to make certain that the path along which the gas initially broke down was always confined to the uniform part of the field. As mentioned in his paper, there was considerable tendency, at low pressures, to a brush discharge firom the edges of the plates, and this indicated a defect in his apparatus, which apparently he did not completely eliminate.

In the present paper an account is given of an investigation on the potentials necessary to produce discharge in a gas, with a form of apparatus which insured the passage of the discharge in a uniform electric field.

With this apparatus the discharge potentials lave been determined, for different distances between the electrodes, over a lange extending considerably above and below the critical pressure. The results of the investigation not only confirm the truth of the law emunciated by Paschen for discharges at high pressures, but also demonstrate, beyond doubt, the applicability of the same law to the critical pressure and to all pressures below it.

The existence of the same relation has been sought in each of the gases air, hydrogen, and carbon dioxide, and the result of the investigation has been the establishment with equal certainty of the same general law for all pressures, viz., that with a given potential difference, the field being uniform. the product of the pressure at which discharge occurs and the distance between the electrodes is constant.

\section*{II. Description of Apparatus.}

The form of the discharge chamber is shown in fig. 1.
The electrodes consisted of two plane brass plates \(a, a, 3 \cdot 6\) centims. in diameter, embedded in ebonite, as shown in the figure, the outer faces of the electrodes being flush with the surface of the ebonite. These pieces of ebonite which carried the electrodes served also to close the glass tube T, T, which thus constituted a discharge
chamber. In order to confine the gas in this chamber to the region where the electric field was uniform, a ring of ebonite C, C, which projected over the edges of the brass plates, was inserted. In the construction of the apparatus special precautions were taken to insure that the plugs \(B, B\) pressed tightly against the ebonite ring. As a result of this device, that portion of the electric field which was not uniform was entirely confined to the space accupied by ebonite. so that in this way it was rendered impossible for a discharge to occur through the gas in any but a uniform field. The thickness of the ebonite ring, which could be made accurate to \(\frac{1}{1000}\) millin., determined the distance between the electrodes and consequently the length of the discharge. The length of the discharge could be varied at will, therefore, by inserting rings of different thicknesses.

The gas was admitted and removed from the chamber by glass tubes sealed into the ebonite plugs, and these tubes were comected with the air-space by two rery fine chamels leading through the ebonite ring.

Before closing the discharge tube, which was made air-tight with ordinary commercial soft wax, the inner surface of the ebonite ring was carefully rubbed with glass paper to remove any conducting material from its surface.


Fig. 1.
The potential differences used in these experiments were obtained from a series of small storage cells, similar to those used in the Reichsanstalt, Berlin. As these cells have a large capacity, their voltage remained constant orer long intervals of time, and as a consequence it was possible to make the readings with the greatest accuracy: The potential differences were measured by a Weston voltmeter, which was carefully. calibrated by means of a potentiometer furnished with a standard Weston cadmium element.

Throughout the investigation the discharge chamber was connected in series with a drying tube containing phosphoric pentoxide, a glass reservoir about 2 litres in volume, a McLeod pressure gauge giring readings accurate to \(\frac{1}{100}\) of a millimetre,
and a mercury pump of small capacity. By using this reservoir and the pump of small capacity it was possible to diminish the pressure in the discharge tube by such exceedingly small amounts that it was easy to obtain a series of discharge potentials over the whole range of pressures investigated without the necessity of admitting fresh gas to the chamber.

In making measurements, one terminal of the battery was joined to earth and the other terminal was connected through a resistance of xylol to one of the electrodes of the discharge tube. The other electrode was permanently joined to one pair of quadrants of a quadrant electrometer, the second pair of which was kept to earth. In determining the potential difference necessary to produce discharge at a given pressure, the electrometer electrode was first earthed, a given potential applied to the battery electrode, and the earth comection of the electrometer electrode then removed.

If after waiting some minutes no discharge passed, the operation was repeater with a slightly higher potential applied to the battery electrode. This procedure was followed until a potential sufficiently high was reached to break dowu the gas and cause a discharge. The passage of the discharge could be readily noted, as it was accompanied by a violent deflection of the electrometer needle.

The well-known phenomenon of delay in the passing of the discharge, which has been investigated at length by Wapburt, \% was ohserved throughout the experiments. It was especially marked in the neighbourhood of the critical pressure, discharge being frequently obtained ten or eren fifteen minutes after the requisite roltage had been applied.

In every case, therefore, as the minimmon sparking potential for any pressure was approached, a considerable time was allorred to elapse, with a given applied potential difference, before any increase was made.

\section*{III. Erperimplats in Air.}

In the experiments on atmospheric air the whol discharge apparatus was first exhausted to a very low pressure and then re-filled by fresh air, which bubbled in very slowly, first through a wash-bottle of sulphuric acid and then through a tube tightly packed with phosphoric pentoxide. The discharge chamber was then exhausted to about 20 millims. of mereury and alloved to stand at this pressure for a period of from eight to twelve hours.

During this time the air was always in contact with phosphoric jentoxide in the drying tube, and was therefore entirely free fiom moisture when the measurements were taken.

The first measurements were made with the electrodes 3 millims. apart, and the spark potentials were determined over a range of pressures extending from 51 millims. down to 35 millim. of mercury. The spark potentials corresponding to * Warburg, 'Amn. d. Phys.,' vol. 62, p. 38 .
the various pressures are recorded in Columns V. and VI. of Table I., and the results are represented graphically in fig. 2A.


In making these determinations, the precaution was always taken of allowing eight or ten minutes to intervene between consecutive readings. in order to make certain that the air was in its normal condition when the discharge occurred. As can be seen from the figure, the curve is quite regular and exhibits all the peculiarities already noted by Peace, 带 Strutt, \(广\) and Bouty. . The curve, however, is carried much higher than those drawn by any of these experimenters, discharges corresponding to potential differences of over 1800 volts being recorded.

The distance between the electrodes was then raried and five different sets of readings were taken, in air, with the electrodes \(1,2,3,5\), and 10 millims. apart. respectively. The complete set of numbers for these different spark lengths is given in Table I., and curves showing the readings taken over that portion of the range of pressure below 5 millims. of mercury are exhibited in fig. 2 B .

It is apparent from the relative positions of these curves in the figure, that at points at and below the critical pressures, with a given potential difference applied to the electrodes, the pressures at which discharges occurred regularly decreased as the distance between the electrodes was increased. But a critical examination of the curves and also a reference to the numbers which they represent show that Paschen's law is rigidly applicable over the whole series of discharge potentials recorded.

\footnotetext{
* Peace, 'Roy. Soc. Proc.,' vol. 52, p. 111.
\(\dagger\) Strutt, 'Phil. Trans.,' A, vol. 193, p. 384.
\(\ddagger\) Boury, 'Compt. Rend.,' vol. 131 (2), p. 446.
}

Table I. -Air.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{Spark length \(=1 \mathrm{millim}\).} & \multicolumn{2}{|l|}{Spark length \(=2\) millims.} & \multicolumn{2}{|l|}{Spark length \(=3\) millims.} & \multicolumn{2}{|l|}{Spark length \(=5\) millims.} & \multicolumn{2}{|l|}{Spark length \(=10\) millims.} \\
\hline Pressures in millims. of mercury. & Spark potential in volts. & Pressures in millims. of mercury. & \[
\begin{array}{|c}
\text { Spark } \\
\text { potential } \\
\text { in } \\
\text { volts. }
\end{array}
\] & Pressures in millims. of mercury. & ```
    Spark
potential
    in
    volts.
``` & Pressures in millims. of mercury. & ```
    Spark
potential
    in
    volts.
``` & Pressures in millims. of mercury. & ```
    Spark
potential
    in
    volts.
``` \\
\hline 150 & 1510 & 20 & 620 & 51 & 1480 & \(7 \cdot 34\) & 600 & \(7 \cdot 09\) & 831 \\
\hline 120 & 1265 & \(13 \cdot 2\) & 527 & \(41 \cdot 5\) & 1275 & \(4 \cdot 61\) & 504 & \(4 \cdot 12\) & 645 \\
\hline 90 & 1025 & \(8 \cdot 73\) & 455 & 31.5 & 1015 & \(2 \cdot 95\) & 418 & \(2 \cdot 39\) & 504 \\
\hline 61 & 784 & \(5 \cdot 52\) & 400 & \(21 \cdot 4\) & 790 & 1.85 & 368 & \(1 \cdot 39\) & 420 \\
\hline \(40 \cdot 8\) & 634 & \(4 \cdot 11\) & 373 & \(14 \cdot 1\) & 630 & 1.57 & 356 & - 982 & 372 \\
\hline \(21 \cdot 6\) & 489 & \(3 \cdot 16\) & 355 & \(9 \cdot 31\) & 526 & \(1 \cdot 34\) & 349 & -805 & 355 \\
\hline \(19 \cdot 4\) & 477 & \(2 \cdot 71\) & 351 & 5.99 & 452 & 1.14 & 352 & -679 & 348 \\
\hline \(12 \cdot 4\) & 417 & \(2 \cdot 32\) & 357 & \(3 \cdot 84\) & 405 & - 982 & 359 & - 562 & 351 \\
\hline \(7 \cdot 77\) & 367 & \(2 \cdot 02\) & 371 & \(2 \cdot 51\) & 371 & -839 & 370 & -466 & 359 \\
\hline \(6 \cdot 66\) & 357 & 1.75 & 389 & \(2 \cdot 18\) & 361 & -714 & 388 & - 384 & 377 \\
\hline \(5 \cdot 80\) & 352 & 1.52 & 419 & 1.89 & 356 & -607 & 427 & -312 & 425 \\
\hline \(4 \cdot 98\) & 349 & \(1 \cdot 30\) & 460 & \(1 \cdot 64\) & 358 & - 517 & 484 & - 259 & 504 \\
\hline \(4 \cdot 27\) & 355 & \(1 \cdot 13\) & 534 & \(1 \cdot 42\) & 364 & -440 & 575 & -219 & 605 \\
\hline \(3 \cdot 67\) & 368 & . 982 & 654 & 1.22 & 375 & -375 & 705 & -180 & 757 \\
\hline \(3 \cdot 15\) & 392 & - 857 & 826 & \(1 \cdot 06\) & 397 & - 321 & 935 & -152 & 1020 \\
\hline \(2 \cdot 70\) & 429 & -750 & 1042 & - 928 & 441 & - 276 & 1223 & -125 & 1315 \\
\hline \(2 \cdot 35\) & 481 & -643 & 1312 & - 804 & 494 & -232 & 1585 & -105 & 1730 \\
\hline \(2 \cdot 02\) & 558 & -549 & 1695 & - 710 & 576 & -216 & 1774 & & - \\
\hline \(1 \cdot 74\) & 681 & -536 & 1829 & -616 & 691 & - & 17 & - & - \\
\hline \(1 \cdot 51\) & 855 & - & 1 & - 536 & 863 & - & - & - & - \\
\hline \(1 \cdot 29\) & 1090 & - & _ & -465 & 1092 & - & - & - & - \\
\hline \(1 \cdot 12\) & 1463 & -- & - & -411 & 1395 & - & - & - & - \\
\hline \(1 \cdot 05\) & 1826 & - & - & - 357 & 1786 & - & - & - & - \\
\hline
\end{tabular}

Fig. //b- A/r

\(\mathrm{VOJ}_{2} \mathrm{CCl} .-\mathrm{A}\).

For example, the pressures at which discharge took place with an applied potential of 1800 volts were, for the different distances between the electrodes, approximately:
\begin{tabular}{cc}
\begin{tabular}{c} 
Distance between electrodes \\
in millims.
\end{tabular} & \begin{tabular}{c} 
Discharge pressures in millims. \\
of mercury.
\end{tabular} \\
1 & \(1 \cdot 05\) \\
2 & \(\cdot 536\) \\
3 & \(\cdot 351\) \\
5 & \(\because 216\) \\
10 & \(\cdot 105\)
\end{tabular}
and it will be seen that the numbers in Column II. are almost exactly in inverse proportion to the numbers in Column I.

Again, with an applied potential of 500 volts (say), the approximate pressures at which discharge occurred were:
\begin{tabular}{cc}
\begin{tabular}{c} 
Distance between electrodes \\
in millims.
\end{tabular} & \begin{tabular}{c} 
Discharge pressures in millims. \\
of mercury.
\end{tabular} \\
1 & \(2 \cdot 35\) \\
2 & \(1 \cdot 30\) \\
3 & \(\cdot 804\) \\
5 & \(\cdot 517\) \\
10 & \(\cdot 259\)
\end{tabular}
where the pressures are in the ratio \(1 \cdot 00: 55: 34: \cdot 22: \cdot 11\), numbers which are again very nearly inversely proportional to the distance between the electrodes.

Further, we notice that the spark potential corresponding to the critical pressure in all cases was practically the same, 350 volts, and the values of the critical pressures for the different spark lengths were, from Table I. :

and these numbers, while not exactly in the ratio \(10: 5: 3: 2: 1\), are still very close to it.

In finding the values for portions of the curves around the critical pressures the results given in Table I. show that a small variation in potential difference was associated with a relatively very large change in the pressures, so that a very small
error in reading the potential difference would result in a large error in the pressure readings. It is interesting to note, however, that even under these unfavourable conditions a striking agreement is presented between the results obtained at critical pressures and the results demanded by Paschen's law.

In order to make the agreement between the numbers demanded by Paschen's law and those obtained in these experiments still more evident, the results recorded in Table I. are again given in a slightly different form in Table 1I., where each potential difference is associated with the product of the pressure at which discharge took place and the corresponding spark length. Paschen* found that at high pressures these products were constant for different distances between the electrodes, as long as the applied potential difference was the same.

The numbers recorded in Table II. show that the same law is rigidly applicable to all pressures, both high and low.

Table II.-Air.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{Spark length \(=1\) millim.} & \multicolumn{2}{|l|}{Spark length \(=2\) millims.} & \multicolumn{2}{|l|}{Spark length \(=3\) millims.} & \multicolumn{2}{|l|}{Spark length \(=5\) millims.} & \multicolumn{2}{|l|}{Spark length \(=10\) millims.} \\
\hline Product of pressure and spark length. & Spark potential in volts. & \[
\begin{array}{|l}
\text { Product } \\
\text { of } \\
\text { pressure } \\
\text { and spark } \\
\text { length. }
\end{array}
\] & Spark potential in volts. & Product of pressure and spark length. & Spark potential in volts. & Product of pressure and spark length. & Spark potential in volts. & Product of pressure and spark length. & Spark potential in volts. \\
\hline 150 & 1510 & 40 & 620 & 153 & 1480 & \(36 \cdot 7\) & 600 & \(70 \cdot 9\) & 831 \\
\hline 120 & 1265 & \(26 \cdot 4\) & 527 & \(124 \cdot 5\) & 1275 & \(23 \cdot 0\) & 504 & \(41 \cdot 2\) & 645 \\
\hline 90 & 1025 & \(17 \cdot 4\) & 45.5 & 94.5 & 1015 & \(14 \cdot 7\) & 418 & \(23 \cdot 9\) & 504 \\
\hline 61 & 784 & \(11 \cdot 0\) & 400 & \(64 \cdot 2\) & 790 & 9.25 & 368 & \(13 \cdot 9\) & 420 \\
\hline \(40 \cdot 8\) & 634 & \(8 \cdot 22\) & 37.3 & \(42 \cdot 3\) & 630 & 7.85 & 356 & \(9 \cdot 82\) & 372 \\
\hline \(21 \cdot 6\) & 489 & \(6 \cdot 32\) & 355 & \(27 \cdot 9\) & 526 & \(6 \cdot 70\) & 349 & \(8 \cdot 05\) & 355 \\
\hline \(19 \cdot 4\) & 477 & \(5 \cdot 42\) & 351 & \(17 \cdot 9\) & 452 & \(5 \cdot 70\) & 352 & \(6 \cdot 79\) & 348 \\
\hline \(12 \cdot 4\) & 417 & \(4 \cdot 64\) & 357 & 11.5 & 405 & \(4 \cdot 91\) & 359 & \(5 \cdot 62\) & 351 \\
\hline \(7 \cdot 77\) & 367 & \(4 \cdot 04\) & 371 & \(7 \cdot 53\) & 371 & 4.19 & 370 & \(4 \cdot 66\) & 359 \\
\hline \(6 \cdot 66\) & 357 & \(3 \cdot 50\) & 389 & \(6 \cdot 54\) & 361 & \(3 \cdot 57\) & 388 & \(3 \cdot 84\) & 377 \\
\hline \(5 \cdot 80\) & 352 & \(3 \cdot 04\) & 419 & \(5 \cdot 67\) & 356 & \(3 \cdot 03\) & 427 & \(3 \cdot 12\) & 425 \\
\hline \(4 \cdot 98\) & 349 & \(2 \cdot 60\) & 460 & \(4 \cdot 92\) & 358 & \(2 \cdot 58\) & 484 & \(2 \cdot 59\) & 504 \\
\hline \(4 \cdot 27\) & \(35 \%\) & \(2 \cdot 26\) & 534 & \(4 \cdot 26\) & 364 & \(2 \cdot 20\) & 575 & \(2 \cdot 19\) & 605 \\
\hline \(3 \cdot 67\) & 368 & \(1 \cdot 96\) & 654 & \(3 \cdot 66\) & 375 & 1.87 & 705 & 1-80 & 757 \\
\hline \(3 \cdot 15\) & 392 & \(1 \cdot 71\) & 826 & \(3 \cdot 18\) & 397 & \(1 \cdot 60\) & 935 & 1.52 & 1020 \\
\hline \(2 \cdot 70\) & 429 & \(1 \cdot 50\) & 1042 & \(2 \cdot 78\) & 441 & \(1 \cdot 38\) & 1223 & \(1 \cdot 25\) & 1315 \\
\hline \(2 \cdot 35\) & 481 & 1.28 & 1312 & \(2 \cdot 41\) & 494 & \(1 \cdot 16\) & 1585 & 1.05 & 1730 \\
\hline \(2 \cdot 02\) & 558 & \(1 \cdot 09\) & 1695 & \(2 \cdot 13\) & 576 & 1.08 & 1774 & - & \\
\hline \(1 \cdot 74\) & 681 & \(1 \cdot 07\) & 1829 & \(1 \cdot 84\) & 691 & - & , & - & -_ \\
\hline 1.51 & 855 & - & - & \(1 \cdot 60\) & 863 & - & - & - & - \\
\hline 1.29 & 1090 & - & - & 1.39 & 1092 & _ & _ & - & _ \\
\hline \(1 \cdot 12\) & 1463 & - & - & \(1 \cdot 23\) & 1395 & - & - & - & _ \\
\hline \(1 \cdot 05\) & 1826 & - & - & \(1 \cdot 07\) & 1786 & - & - & - & - \\
\hline
\end{tabular}

\footnotetext{
* Paschen, 'Ann. d. Phys.,' vol. 37, p. 69.

3 \& 2
}

A like conclusion must be drawn from the curve shown in fig. 3, which graphically represents the numbers in Table II. In plotting this curve the products of spark lengths and discharge pressures were taken as abscissæ and the sparking potentials

as ordinates. The regularity of the curve which represents the products for the five different electrode distances shows clearly that there can be no doubt regarding the applicability of Paschen's law to electric discharges, in air, at pressures at and below the critical point as well as at pressures above it.

\section*{IV. Experiments in Hydrogen.}

In order to demonstrate, if possible, the generality of the law which has just been proven to hold for discharges in air, a series of measurements were made on the spark potentials in the gases hydrogen and carbon dioxide.

In these experiments exactly the same apparatus was used as in the previous experiments in air.

Preparatory to making the measurements in hydrogen the apparatus was first exhausted of air to a pressure of 1 millim. of mercury, or less, and then filled with hydrogen to atmospheric pressure. It was then exhausted and refilled with hydrogen several times to make certain that all air was removed.

The hydrogen was prepared from zinc and sulphuric acid in a Kipp apparatus, and, in order to ensure purity and freedom from moisture, was passed through washbottles containing potassium permanganate and caustic potash, and through a tube tightly packed with phosphoric pentoxide, before being led into the discharge chamber.

Also, just as in the experiments in air, the gas was always allowed to stand for several hours, at a pressure of about 20 millims. of mercury, in the presence of phosphoric pentoxide before any readings were recorded.

Table III.-Hydrogen.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{Spark length \(=1\) millim.} & \multicolumn{2}{|l|}{Spark length \(=2\) millims.} & \multicolumn{2}{|l|}{Spark length \(=3\) millims.} & \multicolumn{2}{|l|}{Spark length \(=5\) millims.} & \multicolumn{2}{|l|}{Spark length \(=10\) millims.} \\
\hline Pressures in millims. of mercury. & Spark potential in volts. & Pressures in millims. of mercury. & Spark potential in volts. & Pressures in millims. of mercury. & ```
    Spark
potential
    in
    volts.
``` & Pressures in millims. of mercury. & Spark potential in volts. & Pressures in millims. of mercury. & Spark potential in volts. \\
\hline \(21 \cdot 7\) & 328 & 23 & 435 & \(13 \cdot 6\) & 415 & \(13 \cdot 6\) & 469 & \(7 \cdot 58\) & 526 \\
\hline \(16 \cdot 2\) & 300 & \(14 \cdot 8\) & 360 & 8.54 & 356 & \(9 \cdot 35\) & 415 & \(4 \cdot 37\) & 427 \\
\hline \(11 \cdot 9\) & 281 & \(11 \cdot 0\) & 323 & \(5 \cdot 40\) & 301 & \(6 \cdot 02\) & 350 & \(2 \cdot 55\) & 335 \\
\hline \(10 \cdot 3\) & 278 & \(8 \cdot 08\) & 299 & \(4 \cdot 66\) & 286 & \(3 \cdot 80\) & 300 & 1.77 & 299 \\
\hline \(8 \cdot 94\) & 287 & \(6 \cdot 95\) & 285 & \(4 \cdot 02\) & 278 & \(3 \cdot 28\) & 287 & \(1 \cdot 46\) & 283 \\
\hline \(7 \cdot 74\) & 306 & \(5 \cdot 93\) & 279 & \(3 \cdot 44\) & 282 & \(2 \cdot 80\) & 281 & \(1 \cdot 22\) & 287 \\
\hline \(6 \cdot 52\) & 335 & \(5 \cdot 04\) & 284 & \(2 \cdot 93\) & 292 & \(2 \cdot 41\) & 282 & 1.01 & 295 \\
\hline \(5 \cdot 57\) & 374 & \(4 \cdot 30\) & 293 & \(2 \cdot 52\) & 310 & \(2 \cdot 05\) & 285 & - 846 & 313 \\
\hline \(4 \cdot 73\) & 487 & \(3 \cdot 72\) & 305 & \(2 \cdot 15\) & 356 & \(1 \cdot 76\) & 293 & - 700 & 343 \\
\hline \(4 \cdot 11\) & 649 & \(3 \cdot 23\) & 333 & \(1 \cdot 85\) & 440 & 1.51 & 305 & - 575 & 426 \\
\hline \(3 \cdot 54\) & 905 & \(2 \cdot 77\) & 399 & \(1 \cdot 59\) & 564 & \(1 \cdot 26\) & 345 & -470 & 595 \\
\hline \(3 \cdot 04\) & 1275 & \(2 \cdot 36\) & 523 & \(1 \cdot 35\) & 780 & \(1 \cdot 09\) & 410 & - 390 & 850 \\
\hline \(2 \cdot 60\) & 1781 & \(2 \cdot 03\) & 727 & \(1 \cdot 16\) & 1054 & - 928 & 539 & - 330 & 1142 \\
\hline - & - & \(1 \cdot 73\) & 1010 & \(1 \cdot 00\) & 1382 & - 808 & 706 & - 276 & 1477 \\
\hline - & -- & \(1 \cdot 48\) & 1380 & -861 & 1789 & - 700 & 975 & -264 & 1710 \\
\hline - & - & \(1 \cdot 33\) & 1746 & & 1780 & - 600 & 1373 & - & 1 \\
\hline - & - & & - & - & - & - 516 & 1775 & - & - \\
\hline
\end{tabular}

In the experiments with this gas, readings were taken for the same electrode distances \(1,2,3,5\) and 10 millims., and the values of the spark potentials and their corresponding pressures are given in Table III. These numbers are also graphically set forth in fig. 4.

We see from this table that the readings corresponding to the spark potential 1800 volts are :

Distance between electrodes
in millims. \(\quad \begin{gathered}\text { Discharge pressures in millims. } \\ \text { of mercury. }\end{gathered}\)
\begin{tabular}{rc}
1 & \(2 \cdot 60\) \\
2 & \(1 \cdot 33\) \\
3 & \(\cdot 861\) \\
5 & \(\cdot 516\) \\
10 & \(\cdot 264\)
\end{tabular}
which pressures are in the ratio \(9 \cdot 9: 5 \cdot 0: 3 \cdot 2: 2 \cdot 0: 1\).
Again, with a spark potential of 500 volts the readings give :

Distance between electrodes in millims.
\begin{tabular}{cc}
1 & \(4 \cdot 7\) \\
2 & \(2 \cdot 4\) \\
3 & \(1 \cdot 7\) \\
5 & \(\cdot 94\) \\
10 & \(\cdot 51\)
\end{tabular}
the pressures being in the ratio \(9 \cdot 3: 4 \cdot 8: 3 \cdot 3: 1 \cdot 9: 1\).


The minimum spark potential in hydrogen was about 280 rolts, and the critical pressures corresponding to the different spark lengths were:

Distance between electrodes in millims.
\begin{tabular}{cc}
1 & 10.3 \\
2 & 5.93 \\
3 & 4.02 \\
5 & 2.80 \\
10 & 1.46
\end{tabular}
where the various discharge pressures are once more nearly inversely proportional to the distance between the electrodes.

Table IV.-Hydrogen.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{Spark length \(=1\) millim.} & \multicolumn{2}{|l|}{Spark length \(=2\) millims.} & \multicolumn{2}{|l|}{Spark length \(=3\) millims.} & \multicolumn{2}{|l|}{Spark length \(=5\) millims.} & \multicolumn{2}{|l|}{Spark length \(=10\) millims.} \\
\hline Product of pressure and spark length. & Spark potential in volts. & Product of pressure and spark length. & Spark potential in volts. & Product of pressure and spark length. & Spark potential in volts. & Product of pressure and spark length. & \[
\begin{gathered}
\text { Spark } \\
\text { potential } \\
\text { in } \\
\text { volts. }
\end{gathered}
\] & Product of pressure and spark length. & Spark potential in volts. \\
\hline \(21 \cdot 7\) & 328 & 46 & 435 & \(40 \cdot 8\) & 415 & 68 & 469 & \(75 \cdot 3\) & 526 \\
\hline \(16 \cdot 2\) & 300 & \(29 \cdot 6\) & 360 & \(25 \cdot 6\) & 356 & \(46 \cdot 7\) & 415 & \(43 \cdot 7\) & 427 \\
\hline \(11 \cdot 9\) & 281 & \(22 \cdot 0\) & 323 & \(16 \cdot 2\) & 301 & \(30 \cdot 1\) & 350 & 25.5 & 335 \\
\hline \(10 \cdot 3\) & 278 & \(16 \cdot 1\) & 299 & \(13 \cdot 9\) & 286 & \(19 \cdot 0\) & 300 & \(17 \cdot 7\) & 299 \\
\hline \(8 \cdot 94\) & 287 & \(13 \cdot 9\) & 285 & \(12 \cdot 0\) & 278 & 16.4 & 287 & \(14 \cdot 6\) & 283 \\
\hline \(7 \cdot 74\) & 306 & \(11 \cdot 8\) & 279 & \(10 \cdot 3\) & 282 & \(14 \cdot 0\) & 281 & \(12 \cdot 2\) & 287 \\
\hline \(6 \cdot 52\) & 335 & \(10 \cdot 0\) & 284 & 8.79 & 292 & \(12 \cdot 0\) & 282 & \(10 \cdot 1\) & 295 \\
\hline \(5 \cdot 57\) & 374 & \(8 \cdot 60\) & 293 & \(7 \cdot 56\) & 310 & \(10 \cdot 2\) & 285 & \(8 \cdot 46\) & 313 \\
\hline \(4 \cdot 73\) & 487 & \(7 \cdot 44\) & 305 & \(6 \cdot 45\) & 356 & 8.80 & 293 & \(7 \cdot 00\) & 343 \\
\hline \(4 \cdot 11\) & 649 & \(6 \cdot 46\) & 333 & \(5 \cdot 55\) & 440 & \(7 \cdot 55\) & 305 & \(5 \cdot 75\) & 426 \\
\hline \(3 \cdot 54\) & 905 & \(5 \cdot 54\) & 399 & \(4 \cdot 77\) & 564 & \(6 \cdot 30\) & 345 & \(4 \cdot 70\) & 595 \\
\hline \(3 \cdot 04\) & 1275 & \(4 \cdot 72\) & 523 & \(4 \cdot 05\) & 780 & \(5 \cdot 45\) & 410 & \(3 \cdot 90\) & 850 \\
\hline \(2 \cdot 60\) & 1781 & \(4 \cdot 06\) & 727 & \(3 \cdot 48\) & 1054 & \(4 \cdot 64\) & 539 & \(3 \cdot 30\) & 1142 \\
\hline - & - & \(3 \cdot 46\) & 1010 & \(3 \cdot 00\) & 1382 & \(4 \cdot 04\) & 706 & \(2 \cdot 76\) & 1477 \\
\hline - & - & \(2 \cdot 96\) & 1380 & 2.58 & 1789 & \(3 \cdot 50\) & 975 & \(2 \cdot 64\) & 1710 \\
\hline -- & - & \(2 \cdot 66\) & 1746 & - & - & \(3 \cdot 00\) & 1373 & - & - \\
\hline - & - & - & - & - & - & \(2 \cdot 58\) & 1775 & - & - \\
\hline
\end{tabular}

Fig. - Hydrogen


To indicate further that the law is applicable at all points, a table of products, similar to that recorded for air, was calculated, and is given in Table IV. A single curve, fig. 5 , represents these five sets of readings, and again the close grouping of the different results about this common curve shows that the law is equally applicable above and below the critical pressure to all spark potentials.

It is evident, then, that with hydrogen, just as with air, Paschen's law is rigidly applicable over the whole range of pressures.

\section*{V. Experiments in Carbon Dioxide.}

These further experiments were made with a view to corroborate the results already obtained in air and hydrogen. The same apparatus as had been used with these two gases again served for the experiments in carbon dioxide, and the distance between the electrodes was varied as before, so that readings were obtained at the five different distances \(1,2,3,5\), and 10 millims. The carbon dioxide was prepared by treating marble with hydrochloric acid, and was purified and dried by being bubbled through a wash-bottle of water and passed through a tube tightly packed with phosphoric pentoxide before reaching the discharge apparatus. In each case the operation of exhausting the whole discharge apparatus to 1 millim., or less, of mercury, and then refilling with carbon dioxide was repeated five or six times, and finally the gas was allowed to stand as in both previous cases, in the presence of a bulb of phosphoric pentoxide for several hours.

The complete set of results is given in Table V., and the corresponding curves set forth in fig. 6, and if we again compare the discharge pressures and spark lengths corresponding to any value of the applied potential, the same law is seen to hold here also with even greater rigidity than in the other cases.

Table V.-Carbon Dioxide.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{Spark length \(=1\) millim.} & \multicolumn{2}{|l|}{Spark length \(=2\) millims.} & \multicolumn{2}{|l|}{Spark length \(=3\) millims.} & \multicolumn{2}{|l|}{Spark length \(=5\) millims.} & \multicolumn{2}{|l|}{Spark length \(=10\) millims.} \\
\hline Pressures in millims. of mercury. & Spark potential in volts. & Pressures in millims. of mercury. & ```
    Spark
potential
    in
    volts.
``` & Pressures in millims. of mercury. & Spark potential in volts. & Pressures in millims. of mercury. & ```
    Spark
potential
    in
    volts.
``` & Pressures in millims. of mercury. & Spark potential in volts. \\
\hline \(19 \cdot 8\) & 516 & \(21 \cdot 3\) & 802 & \(8 \cdot 75\) & 674 & \(9 \cdot 10\) & 790 & \(7 \cdot 27\) & \\
\hline \(12 \cdot 6\) & 480 & \(13 \cdot 8\) & 645 & \(5 \cdot 57\) & 563 & \(5 \cdot 77\) & 674 & +.26 & 790 \\
\hline \(9 \cdot 41\) & 443 & \(8 \cdot 76\) & 519 & \(3 \cdot 55\) & 475 & \(3 \cdot 64\) & 579 & \(2 \cdot 43\) & 656 \\
\hline \(6 \cdot 83\) & 425 & \(5 \cdot 41\) & 464 & \(2 \cdot 25\) & 427 & \(2 \cdot 33\) & 498 & 1.44 & 553 \\
\hline \(5 \cdot 86\) & 421 & \(4 \cdot 02\) & 439 & \(1 \cdot 91\) & 420 & 1.45 & 438 & - 860 & 473 \\
\hline \(5 \cdot 02\) & 419 & \(3 \cdot 46\) & 426 & \(1 \cdot 63\) & 419 & \(1 \cdot 25\) & 423 & -612 & 428 \\
\hline \(4 \cdot 31\) & 420 & \(2 \cdot 95\) & 421 & \(1 \cdot 41\) & 425 & 1.07 & 421 & - 10 & 423 \\
\hline \(3 \cdot 73\) & 427 & \(2 \cdot 52\) & 419 & \(1 \cdot 20\) & 432 & - 919 & 428 & - 409 & 440 \\
\hline \(3 \cdot 18\) & 443 & \(2 \cdot 15\) & 420 & \(1 \cdot 02\) & 449 & -786 & 441 & - 340 & 470 \\
\hline \(2 \cdot 73\) & 475 & 1.84 & 427 & - 875 & 487 & - 678 & \(46 t\) & - 280 & 406 \\
\hline \(2 \cdot 34\) & 503 & 1.58 & 443 & -758 & 542 & -572 & 495 & . 239 & 563 \\
\hline \(2 \cdot 00\) & 559 & \(1 \cdot 34\) & 473 & -651 & 599 & -492 & 533 & -196 & 639 \\
\hline \(1 \cdot 72\) & 636 & \(1 \cdot 16\) & 525 & - 558 & 699 & -419 & 599 & -162 & 761 \\
\hline \(1 \cdot 47\) & 763 & - 980 & 605 & -482 & 815 & -360 & 704 & -134 & 973 \\
\hline 1. 26 & 916 & - 848 & 702 & - 420 & 971 & -310 & 820 & -111 & 1219 \\
\hline \(1 \cdot 08\) & 1127 & - 728 & 847 & - 362 & 1162 & - 266 & 969 & -094 & 1550 \\
\hline - 946 & 1432 & - 625 & 1026 & -314 & 1445 & . 232 & 1159 & -089 & 1730 \\
\hline -817 & 1801 & - 536 & 1258 & - 274 & 1756 & -196 & 1373 & - & 1730 \\
\hline - & - & -455 & 1574 & - & & -169 & 1662 & - & - \\
\hline - & - & -421 & 1762 & - & - & -164 & 1770 & - & - \\
\hline
\end{tabular}

For 1800 volts the figures are approximately :
\begin{tabular}{cc}
\begin{tabular}{c} 
Distance between electrodes \\
in millims.
\end{tabular} & \begin{tabular}{c} 
Discharge pressures in millims. \\
of mercury.
\end{tabular} \\
1 & .817 \\
2 & \(\cdot 421\) \\
3 & \(\cdot 274\) \\
5 & .164 \\
10 & .0892
\end{tabular}
where the pressures are almost in the required ratio, being \(9 \cdot 2: 4 \cdot 8: 3 \cdot 0: 1 \cdot 9: 1\).
For 500 volts the numbers are :
\begin{tabular}{cc}
\begin{tabular}{c} 
Distance between electrodes \\
in millims.
\end{tabular} & \begin{tabular}{c} 
Discharge pressures in millims. \\
of mercury.
\end{tabular} \\
1 & \(2 \cdot 34\) \\
2 & \(1 \cdot 23\) \\
3 & \(\cdot 84\) \\
5 & \(\cdot 57\) \\
10 & \(\cdot 28\)
\end{tabular}
where the pressures are as \(8 \cdot 4: 4 \cdot 4: 3: 2: 1\).
And at the minimum discharge potentials, which are again constant, 420 volts, the readings given are :
\begin{tabular}{cc}
\begin{tabular}{c} 
Distance hetween electrodes \\
in millims.
\end{tabular} & \begin{tabular}{c} 
Discharge \\
pressures in millims. \\
of mercury.
\end{tabular} \\
1 & 5.02 \\
2 & 2.52 \\
3 & 1.63 \\
5 & 1.07 \\
10 & .510
\end{tabular}

Special attention is directed to these latter results, inasmuch as the exactness of the ratio indicated by the pressures is very remarkable. The ratios of the pressures are practically \(10: 5: 3 \cdot 1: 2: 1\), the nearest approximation to the numbers demanded by Paschen's law which has been shown by any of the comparisons, and this result is all the more convincing in that these figures were obtained at the critical points, where, in the other two gases, the results obtained indicated the law in a somewhat less marked degree.

Though it would appear that further evidence was unnecessary, the table of products was again calculated and is given in Table VI. Also the corresponding curve is shown in fig. 7.
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Fig.VI-Carbon Dioxide


Once more the regularity of the curve shows that, as in air and hydrogen, so in carbon dioxide, Paschen's law is rigidly applicable to all spark potentials both above and below the critical pressure.

Table VI.—Carbon Dioxide.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{Spark length \(=1\) millim.} & \multicolumn{2}{|l|}{Spark length \(=2\) millims.} & \multicolumn{2}{|l|}{Spark length \(=3\) millims.} & \multicolumn{2}{|l|}{Spark length \(=5\) millims.} & \multicolumn{2}{|l|}{Spark length \(=10\) millims.} \\
\hline Product of pressure and spark length. & \[
\begin{gathered}
\text { Spark } \\
\text { potential } \\
\text { in } \\
\text { volts. }
\end{gathered}
\] & Product of pressure and spark length. & ```
Spark
potential
    in
    volts.
``` & Product of pressure and spark length. & Spark potential in volts. & Product of pressure and spark length. & \begin{tabular}{l}
Spark \\
potential in volts.
\end{tabular} & Product of pressure and spark length. & Spark potential in rolts. \\
\hline \(19 \cdot 8\) & 516 & \(42 \cdot 6\) & 802 & 26.2 & 674 & \(45 \cdot 5\) & 790 & 72.7 & 993 \\
\hline \(12 \cdot 6\) & 480 & \(27 \cdot 6\) & 645 & \(16 \cdot 7\) & 563 & \(28 \cdot 8\) & 674 & \(42 \cdot 6\) & 790 \\
\hline \(9 \cdot 41\) & 443 & 17.5 & 519 & \(10 \cdot 6\) & 477 & 18.2 & 579 & \(24 \cdot 3\) & 656 \\
\hline 6.83 & 425 & \(10 \cdot 8\) & +6. & \(6 \cdot 75\) & 427 & \(11 \cdot 6\) & 498 & \(14 \cdot 4\) & 553 \\
\hline \(5 \cdot 86\) & 421 & 8.04 & 439 & \(5 \cdot 73\) & 420 & \(7 \cdot 25\) & 438 & \(8 \cdot 60\) & 473 \\
\hline \(5 \cdot 02\) & 419 & \(6 \cdot 92\) & 426 & \(4 \cdot 89\) & \(\pm 19\) & \(6 \cdot 25\) & 423 & \(6 \cdot 12\) & +28 \\
\hline 4.31 & 420 & \(5 \cdot 90\) & 421 & t. 23 & 425 & \(5 \cdot 35\) & 421 & \(5 \cdot 10\) & 123 \\
\hline \(3 \cdot 73\) & 427 & \(5 \cdot 04\) & 419 & \(3 \cdot 60\) & 432 & \(4 \cdot 59\) & 428 & \(4 \cdot 09\) & 440 \\
\hline \(3 \cdot 18\) & 443 & t. 30 & 420 & \(3 \cdot 06\) & 449 & \(3 \cdot 93\) & 441 & \(3 \cdot 40\) & 470 \\
\hline \(2 \cdot 73\) & 475 & \(3 \cdot 68\) & 427 & \(2 \cdot 62\) & 487 & \(3 \cdot 39\) & 464 & \(2 \cdot 80\) & 506 \\
\hline \(2 \cdot 34\) & 503 & \(3 \cdot 16\) & 443 & \(2 \cdot 27\) & 542 & \(2 \cdot 86\) & 495 & \(2 \cdot 39\) & 563 \\
\hline \(2 \cdot 00\) & 559 & \(2 \cdot 68\) & 473 & \(1 \cdot 95\) & 599 & \(2 \cdot 46\) & 533 & \(1 \cdot 96\) & 639 \\
\hline 1.72 & 636 & \(2 \cdot 32\) & 525 & \(1 \cdot 67\) & 699 & \(2 \cdot 09\) & 599 & \(1 \cdot 62\) & 761 \\
\hline \(1 \cdot 47\) & 763 & \(1 \cdot 96\) & 605 & \(1 \cdot 4\) & 815 & \(1 \cdot 80\) & 704 & \(1 \cdot 34\) & 973 \\
\hline \(1 \cdot 26\) & 916 & \(1 \cdot 69\) & 702 & \(1 \cdot 26\) & 971 & 1.55 & 820 & \(1 \cdot 11\) & 1219 \\
\hline \(1 \cdot 08\) & 1127 & 1.45 & 847 & \(1 \cdot 08\) & 1162 & \(1 \cdot 33\) & 969 & -946 & 1550 \\
\hline - 946 & 1432 & \(1 \cdot 25\) & 1026 & - 942 & 1445 & \(1 \cdot 16\) & 1159 & -892 & 1730 \\
\hline - 817 & 1801 & 1.07 & 1258 & -822 & 1756 & -98 & 1373 & - & - \\
\hline - & - & -910 & 1574 & -- & - & - 845 & 1662 & - & - \\
\hline - & - & - 812 & 1762 & - & - & -820 & 1770 & - & - \\
\hline
\end{tabular}

VI. Spark Potentials with different Electrodes.

It has now been shown, using brass electrodes of constant size, that, for discharges in a uniform field, in any gas, the values of the spark potentials are determined solely by the product of the pressure of the gas and the distance between the electrodes. From this result it appeared that if the size or material of the electrodes did not affect the results, the spark potentials were dependent only upon the quantity of the gas per unit cross section between the electrodes.

In order to determine this point, the brass electrodes which had been used up to this time were replaced in turn by electrodes of iron, zinc and aluminium, of exactly the same size. The results of the experiments showed that there was no variation in the different sets of readings, and it was evident that there was not the slightest effect produced in any case by a change in the material of which the electrodes were made.

In order to see if the size of the electrodes affected the values of the spark potentials for the different pressures, provided the discharge took place in a uniform field, a reduction was made in the surface of the electrodes exposed to the gas. This was done by replacing the ebonite rings C, C, fig. 1, which had an inner diameter of 3 centims., by others whose inner diameter was but 1 centim. By this device the areas of the electrodes exposed to the gas were reduced to about \(\frac{1}{10}\) of their value in the early experiments, and the condition that the discharge could only take place in a uniform field still held. Using this apparatus with air, no difference could be observed in the values of the discharge potentials corresponding to the different pressures, and it was therefore certain that the value of the spark potential was in no way influenced by the size of the electrodes.

It is therefore clearly established that the only factors affecting the spark potentials are pressure and the distance between the electrodes, and hence Paschen's
law is most accurately expressed by saying, "that, with a given applied potential difference, discharge in a uniform field, in any gas, is dependent solely on the constancy of the quantity of matter per unit cross section between the electrodes."

\section*{VII. Minimum Spark Potentials.}

An interesting result in connection with these experiments is the almost constant value obtained for the minimum spark potential with the different electrode distances in each of the gases.

Peace,, , in the paper already referred to, was able to point to the probable existence of such a condition, but his results were not sufficiently regular to allow him to speak with certainty from the evidence at that time in his possession. This is seen from the following table of results taken from his paper, which appear to be the readings upon which he based his conclusions:-

Peace's T'able of Minimum Spark Potentials.
\begin{tabular}{|c|c|}
\hline \begin{tabular}{c} 
Spark length in \\
millims.
\end{tabular} & \begin{tabular}{c} 
Minimum discharge \\
potential in volts.
\end{tabular} \\
\hline .01 & 326 \\
.0 .5 & 330 \\
.05 & 333 \\
\(\cdot 1\) & 354 \\
\(\cdot 2\) & 370 \\
.3 & 390 \\
.5 & 400 \\
\(\cdot 7\) & 428 \\
1 & 458 \\
2 & 475 \\
\hline
\end{tabular}

While these results are of the same order, it will be noticed that the spark potential rapidly increases with the distance between the electrodes, and that the smallest value differs from the greatest by nearly 150 volts.

In the results recorded in the present experiments, however, it cannot be said that there is any indication of an increase in spark potential for an increasing spark length.

The minimum spark potentials observed in these experiments, for the three different gases, are given in the following table :-

\footnotetext{
* Peace, 'Roy. Soc. Proc.,' vol. 52, pp. 107, 112.
}

Observed Minimum Spark Potential in Volts.
\begin{tabular}{|c|c|c|c|}
\hline \begin{tabular}{c} 
Spark length in \\
millims.
\end{tabular} & Air. & Hydrogen. & Carbon dioxide. \\
\hline 1 & 349 & 278 & 419 \\
2 & 351 & 279 & 419 \\
3 & 356 & 278 & 419 \\
5 & 349 & 281 & 421 \\
10 & 348 & 283 & 423 \\
\hline
\end{tabular}
where it will be seen that the values of the minimum spark potentials, for air, over this large range of spark lengths vary by only 7 volts. The values for hydrogen, over the same large range of spark lengths, vary by only 5 volts, and those for carbon dioxide by only 4 volts.

These results, then, seem to establish the fact that the least spark potential reyuired to break down a gas is entirely independent of the spark length.

It is evident, too, fiom figs. 3,5 and 7 , that the constancy of the minimum spark potential is a necessary condition to Paschen's law holding for discharges at different electrode distances.
R. J. Strutt, * in his paper "On the Least Potential Differences required to produce Discharge through Gases," has drawn the conclusion that the minimum spark potential for discharges in any selected gas is probably equal to the cathode fall, in the same gas, measured over the whole extent of the negative glow in the vacuum tube. Since the cathode fall in any gas has been shown by Warburgt to be a constant, over a very large range of pressures, the constancy of the values obtained in these experiments for the least spark potential gives strong support to Strutt's conclusion.

Moreover, the value of the least spark potential found by Strutr in air, using a spark length of \(\frac{3}{4}\) millim., was 341 volts. This agrees very well with the numbers given above, the difference being only about 8 or 9 volts. For hydrogen, however, the agreement between the results is not so good, his values for the least spark potential, 302-308 rolts, being somewhat higher than those found for hydrogen in these experiments.

In this comection it may be pointed out that special precautions were taken in the neighbourhood of the critical pressure to make certain that the gas was in its normal condition when the discharge uccurred, and so make sure that the spark potential obtained was not too small. The procedure followed was to apply a low voltage to the electrodes, and then gradually increase it until the discharge passed. By this procedure there could be no doubt that the gas was always in its

\footnotetext{
* Stiutt, 'Phil. Trans.,' A, vol. 193, 〕. 393.
\(\dagger\) Walibutg, 'Amn. d. Phys.,' vol. 31, p. 545.
}
normal state, and that therefore no discharge could occur until the correct potential difference was reached.

After discharge did occur the gas was allowed to stand for a considerable time before the operation was repeated.

On account of the "delay" in the discharge, already referred to, special care was taken at the critical pressure to see that no voltage applied to the electrodes was replaced by a higher one, until a sufficient time had elapsed to make sure that discharge would not occur with the lower voltage.

\section*{VIII. Connection between Spark Lengths and Spark Potentials.}

In the preceding experiments the spark potentials and corresponding pressures hare been found for spark lengths ranging from 1 to 10 millims. It is evident from Paschexis law, which has been shown to govern these discharges, that the different curres in figs. 2, 4 or 6 are interdependent, and that if one were given in each figure all the others could be deduced. It is clear, too, providing Paschen's law applies, that curres can be deduced for spark lengths not included within these limits. This has been done in fig. 8, where curves corresponding to a number of spark lengths, in air, ranging from 1 millim. down to 5 micra* have been plotted.

The numbers corresponding to these curves were calculated by Paschen's law from the experimental results obtained with a spark length of 1 millim. The values for spark lengths shorter than 5 micra have not been calculated, as there is evidence to show that Paschen's law does not apply beyond this point. It can be seen that as the spark length is gradually decreased a length will be reached finally when the gas between the electrodes will consist of but two surface layers. It will then be subject to special molecular forces and, in all probability, a departure from the laws governing electric discharges in a gas under normal conditions will appear when this limiting spark length is reached.

This point has been well brought out by Earhart \(\dagger\) in a paper on spark potentials for very short distances. He has shown, for a series of pressures, that a direct proportionality exists between spark potential and spark length, down to a spark length of about 5 micra. For shorter lengths than this he has shown that, while a law of proportionality still holds between spark potentials and spark lengths, the spark potentials diminish more rapidly for the same change in the spark length than they do in the range of longer distances.

It is true this critical spark length of 5 micra is of a higher order than most of the values found by a number of experimenters for the distance over which molecular forces act. The value of this distance given by Quincke, d deduced from the results

\footnotetext{
* 1 micron \(=\cdot 001\) millim.; Earhart, 'Phil. Mag,' January, 1901.
\(\dagger\) Ealihalt, 'Phil. Mag.,' January, 1901.
\(\ddagger\) Quincke, 'Pogg. Amı,' 1869, vol. 137, p. 402.
}
of experiments on capillary phenomena, is about 05 micron. Reinold and Röcrer* found that the range of unstable thickness of a film began somewhere between \({ }^{\circ} 096\)


Fig. 8.
and 045 micron. A value of the same order is given by Plateau, \(\dagger\) who fixes the superior limit of the radius of the sphere of molecular action at \(\cdot 118\) micron.

Results of a higher order, however, were obtained by Müller-Erzbach \(\ddagger\) and Kayser.§ The former of these made experiments on the thickness of water and carbon bisulphide films, and finally concluded that the radius of the sphere of molecular action is at least 1.5 micron. Kayser, experimenting on condensation of gases on glass threads, fixed the range of molecular action at from 2 to 3 micra.

Now the distance between the electrodes when the air film is reduced to the two surface layers is equal to the diameter of the sphere of molecular action, and there is thus strong experimental evidence from the data given above to support our adopting Earhart's value of 5 micra for the smallest length to which we can legitimately apply Paschen's law.

The experiments described in this paper have been made with a view to finding the relation between spark potentials and corresponding pressures for a constant spark length in air and other gases, but, as all the results for different spark lengths are connected by Paschen's law, it is easy to deduce curves, for any gas, expressing the relation between potential differences and corresponding spark lengths at selected pressures. Such curves, for air, deduced from those exhibited in figs. 2 and 8 , have been plotted for a series of different pressures and are shown in fig. 9.

It will be seen that these curves present a number of points of special interest.

\footnotetext{
* Reinold and Rücker, 'Phil. Trans.,' vol. 177, Part II., p. 684, 1886.
\(\dagger\) Plateau, 'Statique des Liquides,' 1873, vol. 1, p. 210.
\(\ddagger\) Müller-Erzbach, 'Wied. Ann.,' vol. 28, p. 696, 1886.
§ Kayser, 'Wied. Ann.' vol. 14, p. 468, 1881.
}

The curve B, corresponding to a pressure of 1000 millims., which is the critical pressure for the spark length of 5 micra, fig. 8 , is a straight line and shows that the spark lengths are directly proportional to the spark potentials for the whole range of spark lengths. It will be noticed, too, that at this pressure the minimum spark potential, 350 volts, to which special attention has been drawn in this paper, is that
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potential necessary to break down the gas for the shortest spark length to which we have considered Pascuex's law is applicable.

Again, the curve \(D\), which is typical of all the curves for pressures below 1000 millims. of mercury, expresses the relation between spark potentials and spark lengths for a pressure of 320 millims.

It shows that the ratio of spark potential to sparking distance is constant for all spark lengths greater than 15 or 16 micra. For shorter spark lengths the spark potential increases with decreasing spark lengths until finally the 5 -micra line is reached at a potential of about 820 volts.

The curve \(A\), which is a type of those which can be drawn for pressures above 1000 millims. of mercury, differs from B in but one feature. The law of proportionality again holds throughout for this pressure down to the shortest spark length, but it
will be seen that a potential difference of about 365 volts is necessary to produce discharge when the spark length of 5 micra is reached.

While the three types of curves which have been described all present different characteristics, it will be seen that all are confined to spark lengths above 5 micra, and to spark potentials greater than 350 volts.

Earhart has shown that for spark lengths below 5 micra the spark potentials again decrease as the spark lengths are shortened, until finally the two electrodes come together and direct electrical contact is established. Throughout this lower range of spark lengths his results also show, for a series of pressures, that the spark potentials vary directly with the spark lengths.

These experimental results of Earhart give an indication of the forms the curves in fig. 9 would have taken had the experiments with the apparatus used in this investigation been extended to the shorter set of spark lengths. Had this been done,
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it is highly probable that the curves in fig. 9, on reaching the 5-micra line, woukd have followed courses such as are indicated by the dotted straight lines in the figure.

On this riew it is of interest to examine the character of the pressure-spark potential curves that can be drawn in fig. 8 for spark lengths shorter than 5 micra .

It is clear that all these curves will lie below the 5 -micra curre for every pressure. and since a law of proportionality applies between spark length and spark potential, at all pressures, it is easy to show that they fall off regularly down to the zero potential line. The dotted lines \(a, b, c, d\), shown in fig. 8 , indicate the relatire positions of these curves.

In order to make a direct comparison between Eareart's curves and those which we have deduced, in fig. 9, by Paschen's law, a series of each is reproduced in fig. 10. In this figure, \(\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}\), and E are drawn from the numbers given in Earhart's paper and correspond to pressures of 15 centims., 40 centims., 1.2 , and 8 atmospheres. respectively, while the dotted curves \(\mathrm{A}^{\prime}, \mathrm{B}^{\prime}, \mathrm{C}^{\prime}, \mathrm{D}^{\prime}\) and \(\mathrm{E}^{\prime}\) are deduced fiom fig. 8 for the pressures 15 centims., 40 centims., 1 atmosphere, 1000 millims. and 1200 millims.. respectively.

For the higher range of spark lengths it will be seen that Earhart's values are invariably larger than those deduced for the same pressures in this investigation. This difference is especially noticeable in connection with the curves B and \(\mathrm{B}^{\prime}\), which correspond to a pressure of 40 centims. With a spark length of 50 micra, for example, Earhart's spark potential for this pressure is 625 volts, while that indicated by the curve \(\mathrm{B}^{\prime}\) is but 470 volts, a difference of about 25 per cent. This difference, however, is exceptionally great, and extends over a very limited range of spark lengths. For distances greater than 100 micra, the values of the spark potentials do not appear to differ by more than 8 or 10 per cent. It is evident, too, from Earhart's diagram, that an irregularity exists in regard to his curve for this pressure, as it does not take up the position one should expect from his curves for higher and lower pressures.

A comparison of the curves corresponding to pressures of 15 centims, and 1 atmosphere also shows that the average difference between the spark potentials for each of these curves, over the higher range of spark lengths, does not exceed 8 per cent. This constant difference in the two sets of results in all probability is due, at least in part, to the difference in the form of the electrodes used in the two inrestigations, as both Baille* and Paschen† give results which show that, for spark lengths of this order, the spark potentials obtained with spherical electrodes are in every case considerably higher than those obtained when the electrodes are parallel plates.

When spark lengths slightly greater than 5 micra are reached, Earhartis curres A, B, C, and D become more nearly rertical, and indicate that over a considerable range of spark lengths the spark potentials remain approximately coustant. It will be seen, too, that the vertical portion of the curves becomes shorter and shorter with increasing pressures, until finally, at 3 atmospheres, curve E, it disappears altogether.

The deduced curves \(\mathrm{A}^{\prime}, \mathrm{B}^{\prime}, \mathrm{C}^{\prime \prime}\) also present some characteristic features over the same range of spark lengths. They each exhibit a minimum spark potential which is reached in each case at approximately the spark length where the constancy of spark

\footnotetext{
* Ballife, 'Amales de Chimie,' (5), vol. 25, p. 531.1882.
\(\dagger\) T'aschen, 'MYied. Amn.' rol. 37, p. \(79,1889\).
}
potentials first appears in the corresponding curves of Earhart. These deduced curves then indicate rapidly increasing spark potentials down to the 5 -micra line. It will be seen, too, that this feature of the curves extends over a range of spark lengths which diminishes with increasing pressures and finally disappears, as the curves \(\mathrm{D}^{\prime}\) and \(\mathrm{E}^{\prime}\) show, when a pressure of 1000 millims. is reached.

It is evident also from fig. 8 that the potential-spark length curves for all pressures greater than 1000 millims. (which is the critical pressure for the pressure-potential curve corresponding to 5 micra) will be similar in form to \(\mathrm{D}^{\prime}\) and \(\mathrm{E}^{\prime}\).

It thus appears that the two sets of curves, though differing widely in form for the lower range of pressures, yet present a resemblance as higher pressures are selected which becomes more and more marked. This can be seen rery clearly from fig. 10 , where each of the curves \(\mathrm{D}^{\prime}\) and \(\mathrm{E}^{\prime}\) has practically the same form as the curve E down to the 5 -micra line and shows no indication of not following a course similar to E for spark lengths below 5 micra.

The explanation of the vertical portion of Earhart's curves seems evident. The results are in reality precisely what one should expect to obtain for low pressures when electrodes other than parallel plates were used. Take, for example, a pressure of 500 millims., fig. 8, which is the critical pressure for a spark length of 10 micra. With parallel plates as electrodes, it is clear that the spark potential-spark length curve would consist of a straight line down to a spark length of 10 micra, at which distance the spark potential is 850 volts, the minimum spark potential for a gas under normal conditions. If the distance between the electrodes is still further reduced, the resistance offered by the gas increases and a potential difference higher than 350 volts will be necessary in order to nbtain discharge. At a pressure of 500 millims., therefore, a spark length of 10 micra is the one which offers least resistance. With spherical electrodes, for all spark lengths above 10 micra , the shortest distance letween the electrodes is that of least resistance, and the discharge will take place along this line. But when the shortest distance between the spherical surfaces is less than 10 , but greater than 5 micra, this distance is no longer the one which offers least resistance to the passage of the discharge, and under these circumstances a longer, but less difficult path will he followed. The path which offers least resistance is clearly the one which corresponds to the minimum spark potential. It follows, then, that while the shortest distance between the electrodes is decreased from 10 to 5 micra and the gas is kept at a pressure of 500 millims. discharge will always occur with a constant spark potential of 350 volts and will follow the path which corresponds to this difference of potential. As Earhart's experiments were performed with electrodes one of which was spherical and the other plane, the explanation will, in all probability, account for the ranges of constant spark potentials, which his results for different pressures indicate.

The explanation which has just been given evidently requires that the constant spark potential corresponding to the vertical portions of Earhart's curves should be
the same, 350 volts, for all pressures. But it will be seen that he obtained, for pressures up to two atmospheres, values varying from 325 to 370 volts. This discrepancy, however, though marked, is not large and possibly is within the range of experimental error.

The results which Eaphart obtained for spark lengths shorter than 5 micra cannot in any way affect the validity of this explanation, for he has shown without doubt that the discharges in this range are governed by a law which does not apply to the gas under ordinary circumstances.

\section*{IX. Spark: Potentirils in Different Gases.}

In a paper on the cathode fall of potential in gases, by Capstick,* an attempt has heen made to show that the cathode fall in a compound gas is related to the cathode falls in the elementary gases of which it is composed by a simple additive latr. Experiments were made with hydrogen, oxygen, nitrogen, ammonia gas, and water vapour. The results, though not conclusive, were yet of sufficient weight to lead the author to the observation that the cathode fall is approximately an additire quantity and is probably a property of the atom rather than the molecule of a gas.

Owing to the difficulties experienced by Capstick and others in overcoming the intermittence of the current in the case of compound gases, the effort to extend his investigations to compound gases other than those mentioned was abandoned, and the question up to the present time has remained unsettled.

As already pointed out in this paper, experimental evidence has been brought forward by Strutt to show that the minimum spark potential should be equal to the cathode fall measured in the same gas. In view of this conclusion it seemed desirable to extend the experiments described in the first part of this paper to include a larger number of compound gases, in order to throw light, if possible, on the question raised by Capstick. Measurements were therefore carried out with the gases oxygen, nitrous oxide, hydrogen sulphide, sulphur dioxide and acetylene. A constant spark length of 3 millims. was used throughout in order that a direct comparison could be made between the results obtained with these gases and those already recorded for hydrogen and carbon dioxide. The results obtained with all the gases, using this spark length, are recorded in Table VII., and curves corresponding to the readings at the critical and lower pressures are shown in fig. 11.

All the curves present the general characteristic of a minimum spark potential, followed, at lower pressures, by rapidly increasing spark potentials. It will be seen, also, that the critical pressures and the mimimum spark potentials vary with the different gases. The curves, too, cut each other in regular order, and at the lowest pressures their relative arrangement with regard to the ordinate axis is practically the inverse of that assumed by them with reference to the abscissa axis above the critical pressures.
* Capstick, 'Roy. Soc. Proc.,' vol. 63, p. 356.
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The values of the minimum spark potentials obtained in these experiments for the different gases are given in the following table :-
\begin{tabular}{|c|c|}
\hline Gas. & \begin{tabular}{c} 
Minimum spark \\
potential in volts.
\end{tabular} \\
\hline \(\mathrm{H}_{2}\) & 278 \\
\(\mathrm{H}_{2}\) & 45. \\
\(\mathrm{CO}_{2}\) & 414 \\
\(\mathrm{~N}_{2} \mathrm{O}\) & 419 \\
\(\mathrm{SO}_{2}\) & 418 \\
\(\mathrm{C}_{2} \mathrm{H}_{2}\) & 457 \\
\hline
\end{tabular}

Owing to the special precautions taken by Strutt \({ }^{*}\) to obtain an accurate value for the minimum spark potential in nitrogen, measurements were not taken with this gas. Adopting Strutr's value of 251 volts for nitrogen, it will be seen that, with the exception of oxygen, all the minimum spark potentials given above obey an additive law; that is, if \(\mathrm{H}^{\prime}, \mathrm{N}^{\prime}, \mathrm{O}^{\prime}\), \&c., represent the spark potential constant corresponding to an atom of the gases \(\mathrm{H}_{2}, \mathrm{~N}_{2}, \mathrm{O}_{2}, \& c\), respectively, the minimum spark potential for any compound gas whose formula is \(\mathrm{H}_{x}, \mathrm{~N}_{y} . \mathrm{O}_{z}\), \&ce, will be equal to \(x \mathrm{H}^{\prime}+y \mathrm{~N}^{\prime}+=\mathrm{O}^{\prime}+\& c\).

If we assume the truth of this law and calculate \(\mathrm{H}^{\prime}, \mathrm{N}^{\prime}, \mathrm{O}^{\prime}\), \&c., from the minimum spark potentials for \(\mathrm{H}_{2}, \mathrm{~N}_{2}, \mathrm{H}_{2} \mathrm{~S}, \mathrm{SO}_{2}\) and \(\mathrm{CO}_{2}\) we find:
\[
\begin{gathered}
\mathrm{H}^{\prime}=139, \quad \mathrm{~N}^{\prime}=126, \quad \mathrm{C}^{\prime}=98, \quad \mathrm{~S}^{\prime}=136, \quad \mathrm{O}^{\prime}=161 \\
* \text { Strivtt, 'Phil. Trans., A, vol. } 193, \text { p. } 385
\end{gathered}
\]
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and if we use these ralues to calculate the minimum spark potentials in the remaining gases, we obtain:
\begin{tabular}{|c|c|c|}
\hline Gas. & \begin{tabular}{c} 
Value found by \\
experiment.
\end{tabular} & \begin{tabular}{c} 
Calculated \\
ralue.
\end{tabular} \\
\hline \(\mathrm{C}_{2} \mathrm{H}_{2}\) & 468 & 474 \\
\(\mathrm{~N}_{2} \mathrm{O}\) & 418 & 412 \\
\(\mathrm{O}_{2}\) & 455 & 321 \\
\hline
\end{tabular}

The agreement between the observed and calculated values for each of the gases \(\mathrm{N}_{2} \mathrm{O}\) and \(\mathrm{C}_{2} \mathrm{H}_{2}\) is very marked, and is a strong evidence that the additive law holds. The only case in which there is any serious difference between the observed and the calculated values is that of oxygen. Judging that this discrepancy might be due to impurities, three specimens of this gas were prepared by independent methods. It was prepared in turn by electrolysis, by heating potassium permanganate, and by heating a mixture of potassium chlorate and manganese dioxide. In every case the gas was purified by being passed through a mixed concentrated solution of potassium iodide and caustic potash and through concentrated sulphuric acid. It was also carefully dried in the usual way. It will be seen from Table VII. that the three sets of readings practically coincide at every pressure, and, since it is not possible that the same impurity could be present in each of these specimens to the same degree, it does not seem reasonable that the irregularity in oxygeu could be traced to impurities arising from any lack of precaution in the preparation of the gases.

It is well known, however, that when an electric discharge is passed through oxygen, a considerable quantity of ozone is produced. It is in fact by this method that ozone in its purest form can be obtained. It is highly probable, then, that after the first discharge had passed between the electrodes, in the experiments on oxygen, a considerable percentage of ozone was present in the gas, and it may be that the discrepancy noted above is due to this canse. The experimental value of 455 volts found for oxygen seems to bear out this conclusion, for, ascribing the value of 161 volts to the atom of oxygen, we get by addition 483 volts as the calculated value of the minimum spark potential for ozone. The difference between the two values is but 28 volts, and assuming that the discharge occurs initially through the dissociation of ozone rather than of oxygen, the result is not in opposition to the additive law which has been shown to hold for the other gases. This large influence of a small amount of a denser gas when mixed with one less dense is in accord with the results obtained by previous experimenters, for Warburg* and Capstich \({ }^{\dagger}\) in their experiments on the cathode fall, and Strutr + in his experiments on the
* Warburg, 'Wied. Amm.,' vol. 31, p. 545.
+ Ci.ipstick, 'Roy. Soc. Proc.,' vol. 63, p. 360.
\# S'trutt, 'Phil. Trans.,' A, vol. 193, 〕. 385.
minunum spark potential, found that a rery small percentage of oxpgen increased their values for nitrogen by an amount out of all proportion to the quantity of the denser gas present.

The calculated ralues for the minimum spark potential in water rapour and in ammonia are 439 volts and 543 volts respectively, and the values found by Carstick for the cathode fall in these gases are respectively 469 and 582 volts. When we consider that the values in the one case are calculated from the measurements made on one effect. while the values in the second case are the direct experimental results on an eutirely different effect, this comparatively close agreement not only forms a corroboration of Struter's conclusions, but also lends support to the riew that the minimum spark potential has to do with the atoms rather than the molecules of a gas, and is determined, in any special case, by the application of a simple additive law.

In this connection it may be mentioned that the value found by Strutt* for the cathode fall in the monatomic gas argon, 167 volts. corresponds very closely with the constants which we lave ascribed to the atoms of the various gases mentioned above. His value, 226 volts, for the monatomic gas helium, however, is considerably larger than any of the atomic constants we have deduced.

In performing these experiments, all ordinary precautions were taken to ensure the purity of the gases. The nitrous oxide was prepared by heating ammonium nitrate in a flask, and the gas was collected over water, but was well dried with phosphorous pentoxide before being passed into the discharge tube. The sulphur dioxide was prepared from copper and sulphuric acid. In order to purify it the better, the gas was dried and then liquefied. It was further dried by being passed through a phosphoric pentoxide tube before reaching the discharge apparatus.

Acetylene was obtained in the usual way by the action of water on calcium carbide, and was carefully dried with sulphuric acid and phosphoric pentoxide. Hydrogen sulphide was prepared in a Kipp apparatus from ferric sulphide and sulphuric acid. It was slowly bubbled through wash-bottles of water and then carefully dried in the ustal way.

In every case, as in the early part of the experiments, the gas rematined in the discharge chamber in the presence of phosphoric pentoxide for several hours before any readings were taken.

\section*{X. Summary of Results.}
1. The law governing electric discharges between parallel plates, in a uniform field, in any gas, for pressures at and below the critical pressures, is that which Pasches found to hold with spherical electrodes for high pressures, viz, that, with a given spark potential, the pressure at which discharge occurs is inversely proportional to the distance between the electrodes.

\footnotetext{
* Strutr, 'Phil. Mag,' March, 1900.
}
2. The values of the spark potentials are not influenced at any pressure by the size of the electrodes, provided the discharge takes place in a uniform field.
3. Plates of iron, zinc, aluminium, and brass were in turn used as electrorles, but the material out of which the electrodes were made was not found to affect the values of the spark potentials at any pressure.
4. When the discharge was compelled to pass in a uniform field between parallel plates the minimum spark potential in any gas was found to be a physical constant for that gas, being independent of the pressure and of the distance between the electrodes.
5. Evidence has been adduced which indicates that Paschen's law is applicable to discharges in a uniform field between parallel plates as long as the distance between the electrodes is greater than the diameter of the sphere of molecular action.
6. The minimum spark potential has been shown to vary with different gases. The results obtained with a large number of elementary and compound gases show that the minimum spark potential is a property of the atom rather than the molecule, and that for any selected gas it may be calculated by the application of a simple additive law.

In conclusion, I desire to thank President Loudon for the kindly interest he has always shown in my work by placing at my disposal every facility the laboratory afforded.

To Dr. J. C. McLannan, also, under whose immediate supervision these experiments were carried out, I am deeply indebted for valued assistance. I cannot adequately express how much I owe to his encouragement and advice.
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The importance of this question was first impressed on me in the course of some theoretical investigations on refraction in gases and the closely related property of electric susceptibility.

A comparison of the actual temperature effect on a property of a body, with a theoretical formula professing to explain the property, is a very severe test, and one which has proved fatal to many theories.

According to Gladstone and Dale's law, of which most theories of refraction are particular cases, the refractive power of a gas is proportional to its density ; or, as a formula,
where \(\mu\) is the refractive index,
\[
\mu-1=\kappa \rho,
\]
\(\rho\) is the density,
and \(\kappa\) a constant depending on the gas, but independent of temperature. If, then, the gas closely obeys Boyle's and Charles' laws, we must have
\[
\frac{(\mu-1)(1+\alpha t)}{p}=\frac{\left(\mu_{0}-1\right)\left(1+\alpha t_{0}\right)}{P_{0}}
\]
where \(p\) is the pressure, \(t\) is the temperature, and \(\alpha\) the coefficient of expansion of the gas at constant pressure.

If the pressure is kept constant, we must have
\[
\begin{equation*}
\mu-1 \propto \frac{1}{1+\alpha t} \tag{1}
\end{equation*}
\]

Several observers have attempted to test this point.
Mascart, , Lorenz, † Benoît, \(\ddagger\) Von Lange§ made observations on the refractive

\footnotetext{
* 'Annales de l'École Normale Supérieure,' Series 2, vol. 6, 1877, p. 9.
\(\dagger\) Wiedemann, 'Amalen der Physik,' vol. 11, 1880.
\(\ddagger\) 'Travaux et Mémoires du Bureau International des Poids et Mesures,' vol. 61888.
§ Poggendorff, 'Annalen der Physik,' vol. 153, p. 488.
}
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index of air at different temperatures and made use of the formula (1) to calculate \(\alpha\). Their results are briefly as follows: Lorenz and Benoît obtained a value of a equal to the ordinary coefficient of expansion for air, Von Lavge obtained a ralue considerably less, while Mascart obtained a value considerably greater. Lorexz does not indicate what degree of accuracy he obtained, while Benoît and Von Laxge do not appear to have obtained as great accuracy as Mascart.

Mascart experimented on a number of gases, and in almost every case obtained a value of a appreciably greater than the corresponding coefficient of expansion of the gas. This range of temperature was from about \(5^{\circ} \mathrm{C}\). to \(40^{\circ} \mathrm{C}\).

The disagreement between the results of the above-mentioned experimenters in the case of air, and the somewhat limited range of temperature used by Mascart, led me to think that a repetition of the experiments on a few gases would be of value. I set myself the task of obtaining an accuracy


Fig. 1. of 1 in 500 over a range of temperature from \(10^{\circ} \mathrm{C}\). to \(90^{\circ} \mathrm{C}\)., and I think the results show that this accuracy has been attained and in some cases surpassed.

The method used was Jamin's interference method, which I shall briefly describe, although it is well known (see fig. 1). The rays of light from a monochromatic flame fall on a thick glass block, whose faces are optically plane and parallel, the back face being silvered. Two parallel beams of light are thus produced and proceed through the two tubes filled with the gas and reach a second block of glass identical with the first. The two beams unite on emerging from the second glass block and produce interferencき bands, which may be observed through a telescope. When the pressure in one of the tubes is altered, the bands move across the field of view. As will be proved later, the number of bands displaced for a given difference of pressure enables us to calculate the refractive index of the gas.

The glass blocks which I used were made by Renffelder und Hertel in Munich. The dimensions were \(6 \times 4 \times 3\) centims., the faces, \(6 \times 3\), being optically plane and parallel. One of the blocks was placed on an adjustable screw stand, so that the necessary adjustments might be made. The other block was placed on a heary block of hard wood.

The tubes for holding the gas were made of brass, and were about 100 centims. long and 1 centim. diameter, and had soldered to them at each end a stuffing box \(B\) (see fig. 2). The tubes were soldered to an outer jacket \(E\), which was also made of brass, and was tightly wound on the outside with a thick layer of cotton wool. The
vertical tubes \(F\) at each end of the jacket admitted the introduction of a thermometer fitted through a rubber cork. Steam or water entered at \(G\) and was pumped out at the corresponding hole at the other end of the jacket. \(C\) is an optically plane and parallel plate of glass, 17 millims. diameter, 1.5 millims. thick. The four plates were all cut from the same plate of worked glass by Reinfecder und Hertel. \(D\) is a piece of hollow cork to reduce eddies of cold air.


Fig. 3.

Fig. 2.

I experienced very great difficulty in making the joints between the glass plates and the brass tubes absolutely air-tight under the varying conditions of temperature and pressure. I succeeded finally by using a rubber washer \(\frac{1}{5}\) millim. thick between the glass and the brass, and then painting bicycle enamel round the junction. This material dries rapidly and hardens, but still with sufficient elasticity to avoid straining of the glass. It is not porous, nor does it melt or even soften at \(100^{\circ} \mathrm{C}\). It is, moreover, soluble in ether, so that the glass plate can be recovered unimpaired.

Small brass tubes (see fig. 3) passed through the side of the jacket and were screwed and soldered, one to each of the long brass tubes. These served to connect the tubes with the manometer for recording the pressure.

These small brass tubes passed through short brass tubes of slightly larger diameter, soldered to the jacket, thus allowing play during alteration of temperature. The joint was made by a short piece of thick rubber tube, wired, and painted over with black enamel.

The steady temperatures required were obtained as follows:--Tap water was drawn through the jacket by means of a water pump. This gave temperatures about \(10^{\circ} \mathrm{C}\). Higher temperatures, such as \(20^{\circ} \mathrm{C}\)., or \(30^{\circ} \mathrm{C}\)., were obtained by drawing the water through lead spirals of different sizes, immersed in a saucepan of water kept boiling. Temperatures from \(50^{\circ} \mathrm{C}\). to \(100^{\circ} \mathrm{C}\). were obtained by boiling water under reduced pressure in an old mercury bottle, and drawing the steam through the jacket by the water pump.

The arrangements for altering the pressure in the tubes of gas and measuring the differences are shown in fig. 4. The glass tube \(D\) connected the brass tube \(M\) with


Fig. 4.
one limb of the manometer. The branch \(F\) led to a tap \(L\), through which different gases could be passed into the apparatus.

The branch \(H\) led to the second brass tube \(N\), and from \(I I\) the branch \(G\) led to the second limb of the manometer. The branch \(E\) was connected to a glass reservoir A of about \(\frac{3}{4}\) litre capacity, the tube being drawn to a fine capillary just before entering the reservoir. \(A\) was connected with a second reservoir \(B\) by a rubber tube. On lowering \(B\), mercury ran from \(A\) to \(B\), and thus the pressure could be altered. The tap \(K\) being shut, a difference of pressure in the two brass tubes was produced, which could be measured on the manometer. \(C\) is a glass bulb introduced to keep the pressure in \(N\) more nearly constant than it would otherwise be. The manometer was over an inch in diameter in the wide portions, and thus capillary error was avoided. A steel scale \(S\) was hung between the two limbs and the level of the mercury, read by means of a telescope of a cathetometer placed in front of the manometer and about 150 centims. from it.

Wherever it was possible, the glass joints were made by means of a blow-pipe, and the only other joints were at the reservoir \(A\) and at the small tubes connected with \(M\) and \(N\). These were made with thick rubber tube, wired, and painted with black enamel. The glass taps \(K\) and \(L\) were fitted with mercury seals. Very great care was taken in testing to see that the whole apparatus was absolutely air-tight.

As a source of light, I used an ordinary Bunsen burner, placed about 150 centims. from the first glass block, and a small piece of bicarbonate of soda was held in the flame. This gave a brilliant yellow flame for a long time. The position of the interference bands was observed in a telescope with a micrometer scale in the eye-piece.

\section*{Theory of the Measurement.}

Mascart and others have established that for pressures in the vicinity of atmospheric pressure the refractive power is proportional to the pressure, or
\[
\mu=1+\kappa p,
\]
where \(\kappa\) is a function of the temperature.
This is only true in cases where Boyce's law practically holds. In the case of such gases as ammonia, where the deviation from Boyce's law is appreciable, a correction is required.

Let \(d\) be the length of either tube,
\(\lambda\) the wave-length of Na light,
\(p_{0}\) the initial pressure in the tubes,
\(p_{1}\) the final pressure in first tube,
\(p_{2}\) the final pressure in second tube, and
\(n\) the number of bands displaced, then
\[
\kappa=\frac{n \times \lambda}{\left(p_{1}-p_{2}\right) d}
\]

The measurements were made as follows:-Steam or water was allowed to run through the jacket for over an hour until the temperature was steady, and no drift of the bands was observed when the tap \(K\) was open. The bands were then adjusted so that a band was on the cross wire in the telescope. The two limbs of the manometer were read, and also the two thermometers in the jacket, and the thermometer hung beside the manometer. The tap \(K\) was then shat, the reservoir \(B\) lowered, and the tap \(P\) opened. When about 100 bands had passed, the tap \(P\) was shut and the position of the band observed, the manometer read, and also the three thermometers. \(B\) was then raised, the tap \(P\) opened, and the mercury allowed to flow back to \(A\). The tap \(P\) was shut when the original position was attained and the readings again made. This method provides a test of any possible drift of the bands in one direction due to creeping changes of temperature. The proper temperature to take is readily seen to be the temperature as recorded when the pressure bas been reduced, and not the mean of the initial and final temperatures.

With regard to the accuracy I consider that I was able to estimate \(\frac{1}{10}\) millim. on the manometer scale. An interference band being a fuzzy thing and not sharp, I found it impossible to estimate more than \(\frac{1}{10}\) th of a band. The bands appeared about

5 millims. apart in the eye-piece, and the breadth of a band about 1 millim., or \(\frac{1}{5}\) th of the distance between two bands. It is therefore useless to have a screw micrometer reading to \(\frac{1}{10} \overline{0}\) th of a band when the eye cannot judge more than \(\frac{1}{10}\) th. In the case of air at \(10^{\circ} \mathrm{C}\)., 100 bands corresponds to a difference in level in the limbs of the manometer of about 16 centims. We may therefore consider the quantity \(\frac{\text { bands }}{\text { pressure }}\) to be accurate to 1 part in 500 .

With regard to the thermometers, they were made by R. Mittelbach, in Göttingen, and divided in half degrees from \(0^{\circ} \mathrm{C}\). to \(100^{\circ} \mathrm{C}\). They could easily be read to \(\frac{1}{10}\) th of a degree. but this accuracy is not necessary. I had one of the thermometers standardised at Kew and compared the others with it under the same conditions as in the experiments. The thermometers used in the experiments were placed in a bath at constant temperature, the same amount of stem being exposed as in the actual experiments, while the standardised thermometer was completely immersed.

\section*{Atmospheric Air.}

The air in the laboratory was used, and dried by means of phosphoric pentoxide. The tap \(L\) was kept shut so that the same air was in the apparatus throughout the experiments.

It would serve little purpose to give all the readings taken; and I shall confine myself to a few specimens. Throughout the initial pressure was as nearly as possible atmospheric pressure.

The thermometers in the jacket were marked 7 and 9 , and the thermometer placed under the scale of the manometer marked 6 .

15th November, 1901.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{} & \multicolumn{3}{|l|}{Readings of thermometers in degrees Centigrade.} & \multicolumn{2}{|l|}{Readings of manometer in centimetres.} & \multirow{2}{*}{\[
\begin{aligned}
& \text { Number } \\
& \text { of } \\
& \text { bands. }
\end{aligned}
\]} & \multicolumn{2}{|l|}{Differences.} & \multirow[b]{2}{*}{\[
\begin{gathered}
\begin{array}{c}
\text { Ratio, } \\
\text { bands }
\end{array} \\
\hline \text { pressure }
\end{gathered}
\]} \\
\hline & 9 & 7 & 6 & \[
\begin{aligned}
& \text { Right } \\
& \text { liml. }
\end{aligned}
\] & Left limb. & & Pressure. & Bands. & \\
\hline & \(10 \cdot 3\) & 10 & \(13 \cdot 4\) & \(15 \cdot 60\) & \(15 \cdot 60\) & - & - & - & - \\
\hline (1) & \(10 \cdot 3\) & 10 & \(13 \cdot 5\) & 23.49 & \(7 \cdot 58\) & 100 & \(15 \cdot 91\) & 100 & 6. 285 \\
\hline (2) & \(10 \cdot 2\) & \(9 \cdot 9\) & \(13 \cdot 5\) & \(15 \cdot 65\) & 15.57 & 99.4 & \(15 \cdot 83\) & 99.4 & \(6 \cdot 279\) \\
\hline & \(10 \cdot 2\) & \(9 \cdot 9\) & \(13 \cdot 5\) & \(15 \cdot 60\) & \(15 \cdot 60\) & - & 15 & - & - \\
\hline (3) & \(10 \cdot 3\) & 10 & \(13 \cdot 5\) & \(23 \cdot 48\) & 7.58 & 100 & \(15 \cdot 90\) & 100 & 6.289 \\
\hline (4) & \(10 \cdot 4\) & \(10 \cdot 1\) & \(13 \cdot 5\) & \(15 \cdot 60\) & \(15 \cdot 60\) & \(99 \cdot 8\) & \(15 \cdot 90\) & \(99 \cdot 8\) & \(6 \cdot 276\) \\
\hline & \(10 \cdot 4\) & \(10 \cdot 1\) & \(13 \cdot 5\) & \(15 \cdot 60\) & \(15 \cdot 60\) & - & - & - & - \\
\hline (5) & \(10 \cdot 4\) & \(10 \cdot 1\) & \(13 \cdot 7\) & 21.88 & \(9 \cdot 2\) & \(79 \cdot 6\) & \(12 \cdot 68\) & \(79 \cdot 6\) & \\
\hline (6) & \(10 \cdot 4\) & \(10 \cdot 1\) & \(13 \cdot 7\) & \(15 \cdot 81\) & \(15 \cdot 37\) & \(76 \cdot 6\) & 12.24 & \(76 \cdot 6\) & \(6 \cdot 258\) \\
\hline
\end{tabular}

The correction for each of the thermometers at this temperature was \(+4^{\circ} \mathrm{C}\).


Taking means we get

Ratio.
```

From (1) and (2)
" (3) , (4) . . $6 \cdot 282$
, (5) , (6) . . . 6.267

```

19th November, 1901.


Making the necessary corrections on thermometer readings we get
\begin{tabular}{|c|c|c|c|}
\hline & Ratio. & Mean temperature of jacket, C. & Temperature of manometer, C. \\
\hline From (1) and (2) & \(5 \cdot 499\) & \(52 \cdot 0\) & 16.9 \\
\hline " (3) " (4) & \(5 \cdot 497\) & \(52 \cdot 1\) & 16.7 \\
\hline
\end{tabular}

25th, November, 1901.

\begin{tabular}{|c|c|c|c|}
\hline & Ratio. & Mean temperature of jaeket, C. & Temperature of manometer, \({ }^{\circ} \mathrm{C}\). \\
\hline From (1) and (2) & 4.787 & \(100 \cdot 9\) & \(12 \cdot 8\) \\
\hline " (3) , (4) & 4.790 & \(100 \cdot 95\) & \(13 \cdot 4\) \\
\hline Mean & \(4 \cdot 788\) & 100.9 & \(13 \cdot 1\) \\
\hline
\end{tabular}

The next table gives a complete statement of the values of the ratio \(\frac{\text { bands }}{\text { pressure }}\) at different temperatures.

It is convenient to reduce these values to what they would be if the mercury in the manometer was at \(0^{\circ} \mathrm{C}\). and the tubes of the length at \(0^{\circ} \mathrm{C}\).

The coefficient of expansion of brass was taken as 000019 .
The values of the corrected ratio are given in the fifth column. The next columns are the values obtained by multiplying the corrected ratio by the factors \((1+00355 t)\), \((1+\cdot 00360 t)\) and \((1+\cdot 00365 t)\) respectively, \(t\) being the temperature Centigrade.

The values are calculated to the nearest 5 in the third decimal place.
Dry Atmospheric Air.
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multirow{2}{*}{Date.} & \multirow[t]{2}{*}{Temperature of tubes.} & \multirow[t]{2}{*}{Temperature of manometer.} & \multirow{2}{*}{Ratio.} & \multirow{2}{*}{Corrected ratio.} & \multicolumn{3}{|c|}{Multiplied by} \\
\hline & & & & & \(1+\cdot 00355 t\). & \(1+\cdot 00360 t\). & \(1+\cdot 00365 t\). \\
\hline 15th Nov. & \[
\begin{gathered}
{ }^{\circ} \mathrm{C} \\
10 \cdot 55
\end{gathered}
\] & \[
\begin{gathered}
\circ \\
\mathrm{C} \\
13 \cdot 9
\end{gathered}
\] & 6.282 & \(6 \cdot 295\) & \(6 \cdot 530\) & \(6 \cdot 535\) & \(6 \cdot 540\) \\
\hline 15th ," & \(10 \cdot 65\) & \(14 \cdot 1\) & 6. 267 & \(6 \cdot 280\) & \(6 \cdot 515\) & \(6 \cdot 520\) & \(6 \cdot 525\) \\
\hline 22nd ", & \(11 \cdot 0\) & \(15 \cdot 8\) & \(6 \cdot 267\) & 6.285 & \(6 \cdot 530\) & \(6 \cdot 535\) & \(6 \cdot 540\) \\
\hline 22nd ", & \(11 \cdot 05\) & \(16 \cdot 4\) & \(6 \cdot 262\) & \(6 \cdot 280\) & \(6 \cdot 525\) & \(6 \cdot 530\) & \(6 \cdot 535\) \\
\hline 22nd ", & \(11 \cdot 05\) & \(16 \cdot 9\) & \(6 \cdot 270\) & 6. 290 & \(6 \cdot 535\) & \(6 \cdot 540\) & \(6 \cdot 545\) \\
\hline 26th ", & \(23 \cdot 9\) & \(13 \cdot 6\) & \(6 \cdot 011\) & \(6 \cdot 025\) & \(6 \cdot 540\) & \(6 \cdot 545\) & \(6 \cdot 550\) \\
\hline 26th ", & \(24 \cdot 3\) & \(14 \cdot 0\) & 5.989 & \(6 \cdot 000\) & \(6 \cdot 520\) & \(6 \cdot 525\) & \(6 \cdot 530\) \\
\hline 19th ", & 18.4 & \(15 \cdot 9\) & \(5 \cdot 551\) & \(5 \cdot 560\) & \(6 \cdot 515\) & \(6 \cdot 530\) & \(6 \cdot 540\) \\
\hline 19th ", & \(52 \cdot 0\) & \(16 \cdot 9\) & \(5 \cdot 499\) & \(5 \cdot 510\) & \(6 \cdot 515\) & \(6 \cdot 530\) & \(6 \cdot 545\) \\
\hline 19th ", & \(52 \cdot 1\) & \(16 \cdot 7\) & \(5 \cdot 497\) & \(5 \cdot 510\) & \(6 \cdot 515\) & \(6 \cdot 530\) & \(6 \cdot 545\) \\
\hline 18th ", & \(54 \cdot 3\) & \(14 \cdot 4\) & \(5 \cdot 450\) & \(5 \cdot 460\) & \(6 \cdot 510\) & \(6 \cdot 525\) & \(6 \cdot 540\) \\
\hline 18th ", & 53.2 & \(14 \cdot 9\) & \(5 \cdot 482\) & \(5 \cdot 490\) & \(6 \cdot 525\) & \(6 \cdot 540\) & \(6 \cdot 555\) \\
\hline 18th ", & \(53 \cdot 0\) & \(14 \cdot 9\) & 5.489 & \(5 \cdot 495\) & \(6 \cdot 530\) & \(6 \cdot 545\) & \(6 \cdot 560\) \\
\hline 21st ", & \(76 \cdot 5\) & \(18 \cdot 4\) & 5•109 & \(5 \cdot 120\) & \(6 \cdot 510\) & \(6 \cdot 530\) & \(6 \cdot 550\) \\
\hline 21 st ", & \(76 \cdot 1\) & \(18 \cdot 1\) & \(5 \cdot 115\) & \(5 \cdot 125\) & \(6 \cdot 510\) & \(6 \cdot 530\) & \(6 \cdot 550\) \\
\hline 25th ", & \(100 \cdot 9\) & \(13 \cdot 1\) & \(4 \cdot 788\) & 4.790 & \(6 \cdot 505\) & \(6 \cdot 530\) & \(6 \cdot 555\) \\
\hline \multicolumn{5}{|r|}{\multirow[t]{3}{*}{\begin{tabular}{l}
Mean \\
Greatest variation.
\end{tabular}}} & \(6 \cdot 520\) & \(6 \cdot 535\) & \(6 \cdot 545\) \\
\hline & & & & & + . 020 & + . 010 & + . 015 \\
\hline & & & & & -. 015 & - 015 & - 020 \\
\hline
\end{tabular}

The superiority of the coefficient \(\cdot 00360\) is clear from the numbers. The results are also shown in the diagram on page 441. Moreover, the agreement between the results on the 15 th and 22 nd shows that no measurable alteration in the gas had taken place.

I think the numbers justify one in taking the ratio as
\[
\frac{6.535 \pm \cdot 005}{1+t(\cdot 00360 \pm \cdot 00003)} .
\]

The length of each tube was 99.9 centims. between the imner surfaces of the glass plates.

The wave-length for Na light may be taken as \(5890 \times 10^{-10}\) metre.
The standard atmosphere as 76 centims. of mercury at \(0^{\circ} \mathrm{C}\).
Hence we get for the refractive index of dry atmospheric air
\[
\begin{gathered}
\mu=1+\frac{0002928 \pm \cdot 000003}{\{1+t(\cdot 00360 \pm \cdot 00003)\}} \frac{p}{76} . \\
\text { Carbon Dioxide. }
\end{gathered}
\]

The gas was made by warming a bulb containing sodium bicarbonate and drying by means of phosphoric pentoxide. The whole apparatus was exhausted to under 1 centim. pressure by means of an nil-pump, and then the bulb containing the bicarbonate gently warmed until atmospheric pressure was attained. This process of exhausting and refilling was repeated about six times, so that the apparatus might be considered filled with practically pure \(\mathrm{CO}_{2}\).

Observing for nearly a week at about \(10^{\circ} \mathrm{C}\)., I noticed a gradual diminution in the value of the refractive index, which was comparatively rapid at first and became very slow in a few days. The whole change was about 1 per cent. I consider that this was due to gas, probably air, coming off the walls slowly, and later results seem to support this view.

I refilled with pure \(\mathrm{CO}_{2}\), and now there appeared no change. The results are given in the following table. Throughout the initial pressure was maintained as nearly as possible at atmospheric pressure by adjusting the reservoir B.

Carbon Dioxide, put in 28th February, 1902.
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multirow{2}{*}{Date.} & \multirow[t]{2}{*}{Temperature of tubes.} & \multirow[t]{2}{*}{Temperature of manometer.} & \multirow{2}{*}{Ratio.} & \multirow[t]{2}{*}{Corrected ratio.} & \multicolumn{3}{|c|}{Multiplied by} \\
\hline & & & & & \(1+\cdot 00375 t\). & \(1+\cdot 00380 t\). & \(1+\cdot 00385 t\) \\
\hline 5 th March & \[
\begin{aligned}
& { }^{\circ} \mathrm{C} \\
& 9 \cdot 7
\end{aligned}
\] & \[
\begin{gathered}
\circ \\
{ }^{\circ} \mathrm{C} \\
15 \cdot 8
\end{gathered}
\] & 9-687 & 9•715 & \(10 \cdot 070\) & 10.075 & \(10 \cdot 080\) \\
\hline 5thr " & \(9 \cdot 65\) & \(16 \cdot 1\) & 9-698 & 9.725 & \(10 \cdot 075\) & \(10 \cdot 080\) & \(10 \cdot 080\)
10.085 \\
\hline 5 th & \(9 \cdot 6\) & \(16 \cdot 4\) & \(9 \cdot 698\) & 9.725 & 10.075 & \(10 \cdot 080\) & 10.085 \\
\hline 5 th ", & \(9 \cdot 65\) & \(17 \cdot 1\) & 9.698 & 9.725 & \(10 \cdot 075\) & \(10 \cdot 080\) & \(10 \cdot 085\) \\
\hline 6 th " & \(60 \cdot 7\) & \(18 \cdot 9\) & 8-159 & 8.175 & \(10 \cdot 035\) & \(10 \cdot 060\) & \(10 \cdot 085\) \\
\hline \(7 \mathrm{th}_{1}\) & \(61 \cdot 3\) & \(18 \cdot 1\) & 8-165 & 8.180 & \(10 \cdot 060\) & \(10 \cdot 085\) & \(10 \cdot 110\) \\
\hline 12th & \(84 \cdot 1\) & \(17 \cdot 3\) & 7-619 & \(7 \cdot 630\) & \(10 \cdot 040\) & \(10 \cdot 070\) & \(10 \cdot 100\) \\
\hline 12th & \(84 \cdot 5\) & \(17 \cdot 4\) & 7-609 & \(7 \cdot 620\) & \(10 \cdot 040\) & \(10 \cdot 070\) & \(10 \cdot 100\) \\
\hline 12th " & \(84 \cdot 6\) & \(17 \cdot 6\) & 7-613 & \(7 \cdot 625\) & \(10 \cdot 045\) & \(10 \cdot 075\) & \(10 \cdot 105\) \\
\hline 14th " & \(77 \cdot 1\) & \(17 \cdot 7\) & 7.773 & \(7 \cdot 785\) & 10.035 & 10.065 & \(10 \cdot 095\) \\
\hline 14th " & \(76 \cdot 9\) & \(17 \cdot 8\) & \(7 \cdot 740\) & \(7 \cdot 755\) & 9-990 & \(10 \cdot 020\) & \(10 \cdot 050\) \\
\hline 17 th " & \(18 \cdot 5\) & \(16 \cdot 8\) & 9-310 & \(9 \cdot 335\) & 9-980 & 9.990 & \(10 \cdot 000\) \\
\hline 17 th " & \(18 \cdot 5\) & \(17 \cdot 1\) & \(9 \cdot 307\) & \(9 \cdot 330\) & 9-975 & 9.985 & 9.995 \\
\hline 17 th " & \(18 \cdot 6\) & \(17 \cdot 3\) & \(9 \cdot 280\) & 9-305 & \(9 \cdot 955\) & 9-965 & \(9 \cdot 975\) \\
\hline \multicolumn{5}{|r|}{\multirow[t]{3}{*}{Mean, excluding 14th and 17th . . . .
Greatest variation . . . . . . . . .}} & \(10 \cdot 055\) & \(10 \cdot 075\) & \(10 \cdot 090\) \\
\hline & & & & & + .020 & + \(\cdot 010\) & + \(\cdot 02\) \\
\hline & & & & & - 020 & - 015 & - \(\cdot 01\) \\
\hline
\end{tabular}

The results on 14 th and 17th March are quite anomalous and beyond ordinary error of observation, and my inference is that more impure gas had come off at the highest temperature. I therefore refilled with fresh \(\mathrm{CO}_{2}\), keeping the tubes at about \(80^{\circ} \mathrm{C}\). while filling.

The following table gives the results obtained on the new gas.
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multirow{2}{*}{Date.} & \multirow[t]{2}{*}{Temperature of tubes.} & \multirow[t]{2}{*}{Temperature of manometer.} & \multirow{2}{*}{Ratio.} & \multirow{2}{*}{Corrected ratio.} & \multicolumn{3}{|c|}{Multiplied by} \\
\hline & & & & & \(1+\cdot 00375 t\). & \(1+\cdot 00380 t\). & \(1+\cdot 00385 t\). \\
\hline 19th March & \[
\begin{gathered}
0 \\
10 \cdot 5
\end{gathered}
\] & \({ }^{\circ} \mathrm{C}\). & \(9 \cdot 673\) & 9•700 & \(10 \cdot 080\) & \(10 \cdot 085\) & \(10 \cdot 090\) \\
\hline 19th " & 10.5 & \(17 \cdot 4\) & \(9 \cdot 659\) & 9.685 & 10.075 & \(10 \cdot 070\) & \(10 \cdot 075\) \\
\hline 20th " & \(74 \cdot 8\) & \(17 \cdot 3\) & \(7 \cdot 832\) & \(7 \cdot 845\) & \(10 \cdot 045\) & \(10 \cdot 075\) & \(10 \cdot 105\) \\
\hline 20th " & \(74 \cdot 9\) & \(17 \cdot 4\) & \(7 \cdot 833\) & \(7 \cdot 845\) & \(10 \cdot 045\) & \(10 \cdot 075\) & 10.105 \\
\hline 21 st ", & \(21 \cdot 7\) & \(16 \cdot 7\) & 9-259 & 9. 285 & \(10 \cdot 040\) & \(10 \cdot 050\) & \(10 \cdot 060\) \\
\hline 21 st " & \(21 \cdot 7\) & \(17 \cdot 0\) & 9•276 & 9-300 & \(10 \cdot 055\) & \(10 \cdot 065\) & \(10 \cdot 075\) \\
\hline 24 th " & \(31 \cdot 55\) & 14.4 & 8.955 & \(8 \cdot 975\) & \(10 \cdot 035\) & \(10 \cdot 050\) & \(10 \cdot 065\) \\
\hline 24 th " & \(31 \cdot 45\) & \(14 \cdot 4\) & 8.984 & \(9 \cdot 000\) & \(10 \cdot 060\) & \(10 \cdot 075\) & \(10 \cdot 090\) \\
\hline & & \multicolumn{3}{|c|}{\multirow[t]{3}{*}{\begin{tabular}{l}
Mean \\
Greatest variation .
\end{tabular}}} & 10.055 & \(10 \cdot 070\) & \(10 \cdot 085\) \\
\hline & & & & & + .025 & + . 015 & + 020 \\
\hline & & & & & - \(\cdot 020\) & - \(\cdot 020\) & - 025 \\
\hline
\end{tabular}

No alteration appears to have taken place in the gas during the experments. The results are also in very close agreement with the results on the former gas. Both sets are shown on the curve for \(\mathrm{CO}_{2}\).

We may take the ratio as
\[
\frac{10 \cdot 070 \pm \cdot 01}{1+t(\cdot 00380 \pm \cdot 00003)}
\]
and the refractive index for \(\mathrm{CO}_{2}\) is
\[
\mu=1+\frac{0004510 \pm \cdot 0000005}{\{1+t(00380 \pm 00003)\}} \frac{p}{76}
\]

\section*{Hydrogen.}

The gas was prepared from zinc and moderately diluted hydrochloric acid. The apparatus was exhausted and filled about seven or eight times at the temperature of the room. The gas was dried by phosphoric pentoxide.

Observations for a week at about \(10^{\circ} \mathrm{C}\). indicated a gradual increase in the refractive index, which I attribute to carbon dioxide coming off the walls. When this effect had ceased, the apparatus was exhausted and kept exhausted for a few
hours, while the temperature of the tubes was maintained at about \(70^{\circ}\). I hoped in this way to remove all impure gas from the walls, but it will be seen from the results that


Diagram II.
I was not quite successful. The exhaustion and re-filling with new hydrogen was repeated about four or five times.

The results are given in the following table :-

Hydrogen put in 21st April, 1902.
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multirow{2}{*}{Date.} & \multirow[t]{2}{*}{Temperature of tubes.} & \multirow[t]{2}{*}{Temperature of manometer.} & \multirow{2}{*}{Ratio.} & \multirow{2}{*}{Corrected ratio.} & \multicolumn{3}{|c|}{Multiphied by} \\
\hline & & & & & \(1+\cdot 00345 t\). & \(1+\cdot 00350 t\). & \(1+\cdot 00355 t\) \\
\hline 22nd April & \[
{ }^{\circ} \mathrm{C}
\] & \[
\begin{gathered}
2 \mathrm{C} \\
17 \cdot 4
\end{gathered}
\] & 3.010 & 3.019 & \(3 \cdot 142\) & \(3 \cdot 143\) & 3-144 \\
\hline 22nd ", & \(11 \cdot 7\) & \(17 \cdot 6\) & \(3 \cdot 007\) & \(3 \cdot 016\) & \(3 \cdot 138\) & \(3 \cdot 139\) & \(3 \cdot 141\) \\
\hline 23rd ", & \(59 \cdot 7\) & 18.2 & \(2 \cdot 583\) & 2.588 & 3•121 & 3-129 & \(3 \cdot 137\) \\
\hline 24th ", & \(71 \cdot 0\) & \(19 \cdot 0\) & \(2 \cdot 509\) & \(2 \cdot 515\) & 3.131 & 3-140 & 3-149 \\
\hline 25 th " & \(83 \cdot 5\) & \(19 \cdot 8\) & \(2 \cdot 442\) & \(2 \cdot 447\) & 3-156 & 3-164 & 3-172 \\
\hline 26 th ," & \(89 \cdot 7\) & \(17 \cdot 1\) & 2.406 & 2.409 & \(3 \cdot 154\) & \(3 \cdot 165\) & 3-176 \\
\hline 28th " & \(23 \cdot 3\) & \(16 \cdot 3\) & \(2 \cdot 913\) & \(2 \cdot 920\) & \(3 \cdot 155\) & 3-158 & 3•161 \\
\hline 28th ", & \(22 \cdot 65\) & \(16 \cdot 3\) & \(2 \cdot 916\) & \(2 \cdot 923\) & \(3 \cdot 152\) & 3-155 & 3-158 \\
\hline 29th & \(33 \cdot 0\) & \(14 \cdot 8\) & 2.821 & \(2 \cdot 827\) & \(3 \cdot 148\) & 3-153 & 3.158 \\
\hline 29th ", & \(32 \cdot 4\) & \(15 \cdot 4\) & \(2 \cdot 822\) & \(2 \cdot 828\) & \(3 \cdot 145\) & 3-149 & 3-153 \\
\hline 29th ", & \(32 \cdot 3\) & \(15 \cdot 1\) & \(2 \cdot 826\) & 2.832 & \(3 \cdot 147\) & \(3 \cdot 152\) & 3-157 \\
\hline 30th ", & \(65 \cdot 8\) & \(15 \cdot 2\) & 2.556 & \(2 \cdot 560\) & 3-140 & 3-149 & 3-158 \\
\hline 30th ", & \(65 \cdot 5\) & \(15 \cdot 2\) & \(2 \cdot 561\) & \(2 \cdot 565\) & \(3 \cdot 145\) & \(3 \cdot 153\) & 3-161 \\
\hline 1st May & \(10 \cdot 8\) & 14.5 & \(3 \cdot 031\) & \(3 \cdot 038\) & \(3 \cdot 152\) & \(3 \cdot 153\) & 3-154 \\
\hline 1st ", & \(10 \cdot 9\) & \(14 \cdot 6\) & \(3 \cdot 033\) & \(3 \cdot 040\) & 3-156 & 3-157 & 3-158 \\
\hline 2nd ", & 77.5 & \(1+4\) & \(2 \cdot 476\) & \(2 \cdot 479\) & 3. 141 & \(3 \cdot 151\) & 3-161 \\
\hline 3 rd ," & \(84 \cdot 1\) & \(15 \cdot 3\) & \(2 \cdot 438\) & \(2 \cdot 441\) & \(3 \cdot 148\) & 3-159 & 3-170 \\
\hline 3 rl , & \(83 \cdot 2\) & \(15 \cdot 6\) & \(2 \cdot 442\) & \(2 \cdot 445\) & 3-147 & \(3 \cdot 157\) & 3-167 \\
\hline 5 th ,, & \(81 \cdot 7\) & \(13 \cdot 2\) & \(2 \cdot 447\) & \(2 \cdot 449\) & 3-139 & 3.149 & 3-159 \\
\hline 5 th , & \(10 \cdot 65\) & \(13 \cdot 2\) & \(3 \cdot 042\) & \(3 \cdot 048\) & 3.159 & 3-161 & 3-163 \\
\hline & & Mean . & & & 3.148 & \(3 \cdot 154\) & 3-160 \\
\hline & & Greatest & variation & & \[
\begin{array}{r}
.011 \\
+\quad .008
\end{array}
\] & + 007
+.005 & \[
\begin{array}{r}
+.010 \\
+\quad .007
\end{array}
\] \\
\hline
\end{tabular}

The results on the 22nd, 23rd, and 24th April are fairly consistent, but on raising the temperature to over \(80^{\circ}\) the values are distinctly higher. From the 28th onwards the agreement is quite satisfactory. I conclude that some impurity \(\left(\mathrm{CO}_{2}\right)\) had come off at the higher temperature, and after that the composition remained constant. The results from the 28 th onwards give a ratio
\[
\begin{gathered}
3 \cdot 154 \pm \cdot 003 \\
1+t\left(\cdot 00350 \pm{ }^{\circ} 00003\right)
\end{gathered}
\]

The value of the ratio at \(0^{\circ}\) for the original hydrogen may be taken as the mean of the first two observations on 22nd April. This gives \(3 \cdot 141\). The amount of impurity is thus 13 in 3141, or 1 part in 240 . This would not alter the value of the temperature coefficient to the present order of accuracy. I did not think it worth while to put in new hydrogen, as the absolute purity could hardly be relied on by this method of preparation.

We may take the ratio for the original hydrogen as
\[
\frac{3 \cdot 141 \pm \cdot 003}{1+t(\cdot 00350 \pm \cdot 00003)}
\]
which gives for the refractive index
\[
\mu=1+\frac{.0001407 \pm \cdot 00000015}{\{1+t(\cdot 00350 \pm \cdot 00003)\} 76} p
\]


Diagram III.

\section*{Ammonia.}

The gas was prepared dry by the following method, for which I am indebted to Dr. Scott, of the Davy-Faraday Laboratory.
A strong solution of ammonia, in a glass flask, was gently warmed, and the gas passed first through a tube containing dry caustic potash and next through a tube
containing dry calcium chloride. The calcium chloride absorbs large quantities of the gas. One end of the tube was then sealed up and the other attached to the apparatus, and the whole exhausted with the oil-pump. On gently warming the calcium chloride tube, the ammonia gas was liberated. The former method, of exhausting and filling several times while the tubes were kept at about \(90^{\circ} \mathrm{C}\)., was adopted; and after the gas had been in the apparatus for a few days, the process was repeated.

More care must be taken in the case of anmonia, since the gas does not strictly follow the ordinary gaseous law.

If \(p\) be the pressure and \(t\) the temperature, the refractive index may be written
\[
\mu=1+\frac{\kappa p(1+\lambda p)}{(1+\alpha t)}
\]

Hence if \(p_{0}\) be the initial pressure in the tubes,
\[
\begin{array}{cccccl}
p_{1} & " & \text { final } & " & " \text { one tube, } \\
p_{2} & " & " & " & " \text { second tube, }
\end{array}
\]
the number of bands displaced
\[
\propto \frac{\kappa\left(p_{1}-p_{2}\right)\left\{1+\lambda\left(p_{1}+p_{2}\right)\right\}}{(1+\alpha t)}
\]

According to Mascart \(\%\) for ammonia \(=000178\) per centimetre of mercury.
We must, therefore, take care that the value of \(p_{1}+p_{2}\) does not vary to any extent throughout the series of measurements. This point was carefully attended to, and the value of \(\left(p_{1}+p_{2}\right)\) was equal to 120 centims. throughout, the variation not exceeding 2 centims.

My main object being the temperature coefficient, and not so much the absolute value of \(\mu\), I did not make any measurements with another value of \(p_{1}+p_{2}\). This omission I now regret; but Mascart's value may be used, as he made experiments specially on this point, and had much greater ranges of pressure than my apparatus was arranged for. In his papers I camnot find that he measured the temperature
coefficient.
\[
\text { * 'Comptes Rendus,' vol. 86, 1878, p. } 321 .
\]

Ammonia Gas, put in 13th June, 1902.
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multirow{2}{*}{Date.} & \multirow[t]{2}{*}{Temperature of tubes.} & \multirow[t]{2}{*}{Temperature of manometer.} & \multirow{2}{*}{Ratio.} & \multirow{2}{*}{Corrected ratio.} & \multicolumn{3}{|c|}{Multiplied by} \\
\hline & & & & & \(1+\cdot 00385\) t. & \(1+\cdot 00390 t\). & \(1+\cdot 00395\) t. \\
\hline 17th June & \[
\begin{gathered}
\circ \\
11 \cdot 8
\end{gathered}
\] & \[
{ }^{\circ} \mathrm{C}
\] & 8.139 & 8. 160 & 8.530 & 8.533 & 8.540 \\
\hline 17th ," & \(11 \cdot 8\) & \(15 \cdot 6\) & 8. 140 & 8.161 & 8.530 & 8.535 & 8.540 \\
\hline 18 th ", & \(56 \cdot 25\) & \(18 \cdot 2\) & 6.997 & \(7 \cdot 012\) & 8.530 & 8. 550 & 8.570 \\
\hline 18th ", & \(56 \cdot 0\) & \(18 \cdot 2\) & 7-003 & \(7 \cdot 018\) & 8.5.30 & S. 550 & 8.570 \\
\hline 19th ", & \(60 \cdot 6\) & \(20 \cdot 2\) & \(6 \cdot 887\) & 6.904 & \(8 \cdot 515\) & 8.535 & 8.555 \\
\hline 19th ", & \(60 \cdot 3\) & \(20 \cdot 4\) & \(6 \cdot 904\) & \(6 \cdot 921\) & 8.530 & 8-5ัว 0 & 8.570 \\
\hline 20th ", & \(75 \cdot 5\) & \(19 \cdot 4\) & 6.597 & \(6 \cdot 610\) & \(8 \cdot 530\) & \(8 \cdot 555\) & 8.580 \\
\hline 20th ", & \(76 \cdot 4\) & \(19 \cdot 4\) & 6.572 & \(6 \cdot 585\) & 8.525 & 8.550 & 8.575 \\
\hline 20th ", & \(76 \cdot 8\) & \(19 \cdot 8\) & \(6 \cdot 562\) & \(6 \cdot 575\) & 8.520 & \(8 \cdot 545\) & 8.570 \\
\hline 23rd ", & 90.5 & \(22 \cdot 3\) & 6. 291 & \(6 \cdot 305\) & 8.500 & 8.530 & 8. 560 \\
\hline 23rd ", & 90.5 & \(22 \cdot 7\) & 6.283 & \(6 \cdot 298\) & 8.490 & 8.520 & 8. 550 \\
\hline 23 rd " & \(90 \cdot 4\) & \(22 \cdot 8\) & 6.287 & 6-302 & \(8 \cdot 495\) & 8.525 & \(8 \cdot 555\) \\
\hline 24th ", & \(32 \cdot 0\) & \(23 \cdot 6\) & \(7 \cdot 580\) & \(7 \cdot 607\) & \(8 \cdot 545\) & 8. 555 & 8.565 \\
\hline 24th ", & 31.95 & \(23 \cdot 9\) & 7-574 & \(7 \cdot 602\) & \(8 \cdot 540\) & 8.5.50 & 8.560 \\
\hline 24th ", & \(31 \cdot 75\) & \(24 \cdot 2\) & \(7 \cdot 575\) & \(7 \cdot 603\) & 8.530 & \(8 \cdot 545\) & \(8 \cdot 555\) \\
\hline 25 th ", & \(23 \cdot 75\) & \(23 \cdot 9\) & 7.780 & \(7 \cdot 810\) & \(8 \cdot 525\) & 8.535 & 8.545 \\
\hline 25th ", & \(23 \cdot 65\) & \(23 \cdot 8\) & 7.777 & \(7 \cdot 807\) & 8.515 & 8.525 & 8.535 \\
\hline 25th ", & \(23 \cdot 75\) & \(23 \cdot 8\) & 7.781 & \(7 \cdot 811\) & 8.525 & 8.535 & 8.545 \\
\hline \multicolumn{5}{|r|}{\multirow[t]{2}{*}{\begin{tabular}{l}
Mean \\
Greatest variation
\end{tabular}}} & \(8 \cdot 523\) & 8.540 & 8. 557 \\
\hline & & & & & \[
\begin{aligned}
& +.022 \\
& -\quad .033
\end{aligned}
\] & \[
\begin{aligned}
& +\quad .015 \\
& -\quad .020
\end{aligned}
\] & \[
\begin{aligned}
& +\quad .023 \\
& -\quad .022
\end{aligned}
\] \\
\hline
\end{tabular}

I was unable to make a final observation at \(12^{\circ} \mathrm{C}\)., owing to the fact that one of the glass joints had cracked during the night of the 25th June. However, the results of 17 th and 25 th June are a fairly good test that no change in the gas had taken place.

We may take the ratio as
\[
\frac{8 \cdot 540 \pm \cdot 010}{1+t(\cdot 00390+\cdot 00003)} .
\]

Throughout \(p_{1}+p_{2}=120\) centims. of mercury
\[
\lambda=\cdot 000178 \text { per centimetre of mercury (MASCART). }
\]

We thus obtain for the refractive index
\[
\mu=1+\frac{(.0003743 \pm \cdot 0000005)(1+000178 p)}{1+t(00390 \pm \cdot 00003)} \frac{p}{76},
\]
\(p\) being expressed in centimetres of mercury at \(0^{\circ} \mathrm{C}\).
At \(0^{\circ} \mathrm{C}\). and 76 centims. pressure
\[
\mu_{0}=1+\cdot 0003793 \pm \cdot 0000005
\]
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\section*{Sulphur Dioxide.}

The gas was obtained from a syphon of the liquefied gas and dried by means of a phosphoric pentoxide bulb inserted in the apparatus. The former process of exhausting and refilling at a temperature of about \(90^{\circ} \mathrm{C}\). was adopted.

As in the case of ammonia, the pressure conditions must remain the same throughout.

My first experiments gave a temperature coefficient about 00415 ; but, after having been at a temperature about \(90^{\circ} \mathrm{C}\), there seemed to have been a considerable absorption of gas, so that I could not obtain the former pressure conditions at lower temperatures. I therefore put in new gas and kept a record of the pressures. There was still a gradual absorption of the gas, although not so great as before. Whether this was due solely to the walls of the apparatus or to the phosphoric pentoxide I am not in a position to say.

New Sulphur Dioxide, put in 16th August, 1902.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multirow{2}{*}{Date.} & \multirow[t]{2}{*}{Temperature of tubes.} & \multirow[t]{2}{*}{Temperature of manometer.} & \multirow{2}{*}{Ratio.} & \multirow[t]{2}{*}{Correeted ratio.} & \multirow{2}{*}{\(p^{\prime} 1+p_{2}\)} & \multirow{2}{*}{\[
\frac{k}{1+a t} .
\]} & \multicolumn{3}{|c|}{Multiplied by} \\
\hline & & & & & & & \(1+\cdot 00415 t\). & \(1+\cdot 00416 t\). & \(1+\cdot 00417 \%\) \\
\hline 18th Aug. & \[
\begin{gathered}
\circ \\
80 \cdot 7 \\
80
\end{gathered}
\] & \[
\begin{gathered}
\circ \\
{ }^{\circ} \mathrm{C} . \\
21 \cdot 2
\end{gathered}
\] & 11.524 & \(11 \cdot 550\) & 137 & \(10 \cdot 955\) & 14.625 & \(14 \cdot 635\) & \(14 \cdot 645\) \\
\hline 18th ", & \(81 \cdot 1\) & \(21 \cdot 3\) & 11.507 & \(11 \cdot 535\) & 137 & \(10 \cdot 940\) & 14.620 & \(14 \cdot 630\) & \(14 \cdot 640\) \\
\hline 18th & \(81 \cdot 2\) & \(21 \cdot 4\) & 11.495 & \(11 \cdot 520\) & 137 & \(10 \cdot 925\) & 14.605 & 14.615 & \(14 \cdot 625\) \\
\hline 19th ", & \(37 \cdot 4\) & \(22 \cdot 2\) & \(13 \cdot 278\) & \(13 \cdot 320\) & 130 & \(12 \cdot 665\) & \(14 \cdot 630\) & 14.635 & \(14 \cdot 640\) \\
\hline 19th ", & 37.3 & \(22 \cdot 4\) & \(13 \cdot 250\) & \(13 \cdot 295\) & 130 & \(12 \cdot 640\) & 14.595 & \(14 \cdot 600\) & \(14 \cdot 605\) \\
\hline 19th & 37.5 & \(2 \cdot 5\) & \(13 \cdot 248\) & \(13 \cdot 295\) & 130 & 12.640 & \(14 \cdot 605\) & \(14 \cdot 610\) & \(14 \cdot 615\) \\
\hline 19th ", & \(15 \cdot 0\) & \(22 \cdot 7\) & \(14 \cdot 409\) & \(14 \cdot 465\) & \(1 \because 6\) & 13.775 & \(14 \cdot 630\) & 14.635 & \(14 \cdot 635\) \\
\hline 19th & \(14 \cdot 9\) & \(22 \cdot 7\) & 14.404 & \(14 \cdot 460\) & 126 & 13.770 & \(14 \cdot 620\) & 14.625 & \(14 \cdot 625\) \\
\hline 20 th & \(14 \cdot 15\) & \(20 \cdot 0\) & 14.437 & \(14 \cdot 485\) & 121 & \(13 \cdot 820\) & \(14 \cdot 630\) & \(14 \cdot 635\) & \(14 \cdot 635\) \\
\hline 20 h ", & \(14 \cdot 15\) & \(20 \cdot 2\) & 14.442 & \(14 \cdot 490\) & 121 & 13.825 & \(14 \cdot 635\) & \(14 \cdot 640\) & \(14 \cdot 640\) \\
\hline 20 th " & \(14 \cdot 20\) & \(20 \cdot 4\) & 14.221 & \(14 \cdot 270\) & 81 & \(13 \cdot 8.25\) & 14.635 & \(14 \cdot 640\) & \(14 \cdot 640\) \\
\hline \multicolumn{7}{|c|}{\multirow[t]{3}{*}{\begin{tabular}{l}
Mean \\
Greatest variation
\end{tabular}}} & \(14 \cdot 620\) & 14.625 & \(14 \cdot 630\) \\
\hline & & & & & & & + . 015 & + . 015 & + . 015 \\
\hline & & & & & & & - 025 & - 025 & - 025 \\
\hline
\end{tabular}

The last two observations were made in order to obtain the coefficient of increase with pressure.

We have
\[
\begin{aligned}
& \frac{\kappa}{1+\alpha t}(1+\lambda 121)=14 \cdot 490 \\
& \frac{\kappa}{1+\alpha t}(1+\lambda 81)=14 \cdot 270
\end{aligned}
\]

Hence
\[
\frac{\kappa}{1+\alpha t}=13 \cdot 825, \quad \lambda=\cdot 000398 .
\]

The accuracy attained seems much greater than in the case of the former gases; but to be safe we take the ratio as
\[
\frac{(14 \cdot 625 \pm .01)(1+.000398 p)}{1+t(\cdot 00416 \pm .00002)}
\]

This gives for the refractive index
\[
\mu=1+\frac{(.0006553 \pm \cdot 0000005)(1+000398 p)}{1+t(00416 \pm \cdot 00002)} \frac{p}{76}
\]

At 76 centims. pressure and \(0^{\circ} \mathrm{C}\).
\[
\mu_{0}=1+0006758 \pm \cdot 0000005
\]


Diagram \(V\).

The following table gives a comparison of the results with those of former observers*:

Refractive Index for Na Light at 76 centims. Pressure and \(0^{\circ} \mathrm{C}\).
\begin{tabular}{|c|c|c|c|c|c|}
\hline Observer. & Air. & Hydrogen. & Carbon dioxide. & Ammonia. & Sulphur dioxide. \\
\hline Present & \(1 \cdot 0002928\) & 1-0001407 & \(1 \cdot 0004510\) & 1-0003793 & 1.0006758 \\
\hline & 1.0002927 & \(1 \cdot 000139\) & \(1 \cdot 0004 \pm 5\) & \(1.0003 \pm 5\) & 1.00075 \\
\hline Mascart. & 1.0002927 & \(1 \cdot 000139\)
\(1 \cdot 000139\) & \(1 \cdot 000454\) & \(1 \cdot 000379\)
\(1 \cdot 000373\) & 1.0007038 \\
\hline Kbtteler & - & 1-000143 & 1.000449 & 1.00037 & 1.000686 \\
\hline Dulang . & \(1 \cdot 000294\) & \(1 \cdot 000138\) & \(1 \cdot 000449\) & \(1 \cdot 000385\) & \(1 \cdot 000685\) \\
\hline
\end{tabular}

The following table gives a comparison of Mascart's temperature coefficients with those obtained in this paper :-
\begin{tabular}{|c|c|c|c|c|c|}
\hline & Air. & Hydrogen. & Carbon dioxide. & Ammonia. & Sulphur dioxide. \\
\hline \begin{tabular}{l}
Coefficient of expansion \\
Mascart refractive inder
\end{tabular} & -00367 & -00366 & -00371 & - & -00330 \\
\hline coefficient & -00382 & -00378 & -00406 & - & \[
\cdot 00460
\] \\
\hline Present . & \[
\begin{array}{r}
\cdot 00360 \\
\pm 3
\end{array}
\] & \[
\begin{array}{r}
00350 \\
\pm 3
\end{array}
\] & \[
\begin{array}{r}
00380 \\
\pm 3
\end{array}
\] & \[
\begin{array}{r}
\cdot 00390 \\
\pm 3
\end{array}
\] & \[
\begin{array}{r}
00116 \\
\pm 2
\end{array}
\] \\
\hline
\end{tabular}

The values of the temperature coefficient of refractive index obtained are, in erery case, less than those obtained by Mascart. It is somewhat futile to attempt to explain the difference ; but perhaps the following points are worthy of attention. In my apparatus the tubes were about 1 metre long and the two rubber washers together about \(\frac{2}{3}\) millim. thick, while Mascart used tubes about 25 centims. long and his rubber washers were probably 1 millim. thick each. He does not mention the thickness, but Lorenz, who appears to have used an almost identical apparatus, used washers \(1 \frac{1}{2}\) millims. thick each. The somewhat irregular behaviour of rubber under varying conditions of temperature and pressure may have produced errors in Mascart's observations, from which I consider that mine are entirely free.

I have already referred to the apparent escape of impurities from the walls of the apparatus. Mascart makes no reference to this point, and gives no indication of how he tested the constancy of composition of the gas during the experiments. It is true he analysed the gas chemically after the experiments, but this is hardly accurate enough for the point in view.

\footnotetext{
* A very useful tahle of the results of different olservers is given by Brürit, 'Zeitschrift für I'hysikalische Chemie,' vol. 7, 1891.
}

The difference between the temperature coefficient of refraction and the coefficient of expansion has naturally attracted my attention ; but I do not propose to discuss the matter theoretically in this paper, mainly because I am now taking up experiments on the temperature coefficients of the dielectric constants, which \(T\) hope will give me a more complete basis for generalization.

In conclusion, I wish to express my great obligation to Professor Thomson for having placed the appliances of the laboratory at my disposal, and for his kind interest in what has necessarily been a very tedious work.
ERE
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In the preliminary report of an expedition to the south limit of totality, in Algeria, I described in detail the methods adopted and the instruments employed in obtaining photographs of the "flash" spectrum in high solar latitudes.*

The present paper deals with the results obtained from a detailed study and measurement of four of the best negatives of the series of sixteen which were secured with the principal instrument, a reflecting prismatic camera.

This instrument was an ordinary reflecting telescope of 188 centims. focus, fitted with two prisms of light flint glass at the upper end of the tube near the position usually occupied by the small mirror of the Newtonian reflector. The prisms had an effective aperture of 8 centims. and angles of \(60^{\circ}\) and \(45^{\circ}\) respectively; they were set approximately at minimum deviation for K , and gavẹ a linear dispersion at the focus of the large mirror equal to 93 millims. between F and K .

\section*{Description of the Photographs.}

The plates were exposed near the time of greatest phase of the eclipse, which was not quite total at my station. The first plate was exposed at 45 seconds before, and the last at 32 seconds after, the computed time of mid-eclipse. Owing to the position of my station, near the extreme limit of the zone of total-eclipse, and just outside that limit, there appears in all the photographs a considerable amount of continuous spectrum due to the uneclipsed photosphere. Notwithstanding this, all the exposures which were made within 15 seconds of mid-eclipse yielded good images of the flash spectrum, and the sky illumination was sufficiently reduced to allow of the fainter

\footnotetext{
* 'Roy. Soc. Proc.,' vol. 67, p. 370.
}
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spectrum arcs being impressed during quite half a minute at the time of greatest obscuration (see Plate 2).

In all the images the continuous spectrum extends from \(\lambda 3500\) to \(\lambda 5100\), and throughout this long range the focus appears to be almost perfect, a striking testimony to the good qualities of the reflector as compared with a lens.

Some of the stronger arcs show a diffuseness on the violet side, a defect which has been traced to a want of homogeneity in the glass at the base of the \(60^{\circ}\) prism. In the ultra-violet region this shading becomes scarcely noticeable, and the definition here is very fine ; this is no doubt owing to the almost complete absorption of the ultra-violet rays in traversing the thickest part of the prisms.

The four negatives selected for special study, and which are reproduced in Plate 2, are from the exposures numbered \(9,10,11\), and 13 .

No. 9 was exposed for 2 seconds, beginning 15 seconds before mid-eclipse. The flash spectrum is impressed in a rather narrow rift in the continuous spectrum, extending from position angle \(140^{\circ}\) to \(148^{\circ}\), and including a region between \(70^{\circ}\) and \(77^{\circ}\) south latitude. The bright arcs crossing the rift are exceedingly narrow threadlike lines, well defined throughout the spectrum, and are therefore well adapted for accurate wave-length determinations. Although the arcs are inclined about \(30^{\circ}\) from the normal to the direction of dispersion, this was found in making the measures to detract but very little from the accuracy of a setting.
In the ultra-violet the Fraunhofer lines are particularly well-defined in this image right up to the end of the plate on the continuous spectrum, but between \(\mathrm{H} \zeta\) and \(\mathrm{H} \beta\) they are obliterated by over-exposure.* The stronger dark lines, and many of the weaker ones, are continuous with and run into bright lines in the rift, and in sereral instances the density of the silver deposit is the same in the bright line as it is in the dark line, giving the impression that the change firom dark to bright is entirely one of contrast resulting from the withdrawal of the bright background of continuous spectrum. Some of the more intense lines, such as those of titanium at \(\lambda \lambda 3685\), 3759, and 3761, do not become dark lines on the continuous spectrum, but, being more intense than the latter, appear bright even upon the bright background.

This may be accounted for by the great altitude to which the titanium vapour extends, not to its being intrinsically brighter than the photosphere at the limb. For the continuous spectrum is produced by what is rirtually a slit of extreme fineness, defined by the limbs of the sun and moon, and subtending an angle of less than \(1^{\prime \prime}\), whilst the titanium spectrum comes fiom a stratum, or virtual slit, of \(7^{\prime \prime}\) or \(8^{\prime \prime}\) in angular width.

No. 10 was exposed also for 2 seconds at about 10 seconds before mid-eclipse. The limb of the moon, advancing eastwards, has covered up the lowest strata of the flash in the position where the lines are so well developed in No. 9. There is, however, a

\footnotetext{
* In the reproductions the Fraunhofer lines are almost invisible except at the extreme ultra-violet end in No. 13.
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good but narrow image of the flash at about position angle \(137^{\circ}\), or latitude \(-63^{\circ}\) to \(-66^{\circ} \mathrm{E}\). ; and on the west side also there is a fine thread of faint continuous spectrum in latitude \(-56^{\circ} \mathrm{W}\)., upon which the flash lines appear as minute dots, like beads on a string. About twelve of these dots may be counted between H and K .

No. 11 spectrum was exposed during 10 seconds near the time of mid-eclipse. Judging by the symmetrical distribution of the bands of continuous spectrum on each side of the central line of the image, the middle of the exposure must have been timed almost at the moment of greatest phase, which appears to have coincided with the computed time of mid-eclipse.

The continuous spectrum in this negative is reduced to nine or ten narrow bands, due to indentations in the moon's limb, and the flash spectrum appears in the form of long ares crossing the bands and extending over the whole of the south-polar region of the sun. Most of the arcs cover \(80^{\circ}\) degrees of the limb, extending from latitude \(-75^{\circ}\) on the east side to latitude \(-28^{\circ}\) on the west. The sharpest definition is along a band at position angle \(212^{\circ}\) in latitude \(-41^{\circ}\) on the west side, and this portion of the image was selected for measures of wave-length and estimates of intensity.

The bright lines on this negative are more strongly impressed, and can be traced further towards the more refrangible end of the spectrum than in any of the other images. Some of the Fraunhofer dark lines can still be traced near the end of the image in the ultra-violet, crossing the narrow strips of continuous spectrum. These lines therefore do not wholly disappear before the last remnants of continuous spectrum vanish, but they become exceedingly faint, and are easily obliterated by over-exposure.

No. 13 spectrum, exposed for 2 seconds about 14 seconds after mid-phase, shows a considerable arc of the photosphere uncovered over the south-west limb, and the negative is somewhat fogged from the increasing sky illumination. There is, however, a good image of the flash spectrum near the middle line of the image in the south-east quadrant. The lines are here very short, the flash layer being exposed in a narrow depression of the moon's limb, but they are well adapted for measurement.

\section*{Methods of Measurement.}

The photographs numbered 9, 11, and 13 were measured with a micrometer microscope, lent to me for this purpose by Major Hills, R.E. This instrument has a screw of 1 millim. pitch and about 200 millims. in length. The head of the screw being divided to 100 parts, readings can be made to .01 millim., and by estimation to -001 millim.

In practice it was found that 01 millim. was about the limit of accuracy attainable with the best defined lines. A preliminary set of measures of the sharpest lines over the whole length of spectrum photographed was made, to test the accuracy of the screw over long runs, a duplicate series of measures being made over the same
portion of the screw, but with the negative reversed end for end. A comparison of the direct and reversed measures revealed systematic differences amounting to as much as 02 millim. in a run of 100 millims.

Although this error of run would have very little effect on the resulting warelengths, which depend ultimately on short measured distances from known lines, it was considered more satisfactory to measure the photographs in three sections of about 70 millims. each, selecting a portion of the screw which gave consistent results over this range. In order to reduce the accidental errors of setting, and to detect blunders, each section was measured twice, one set of measures with the red end to the right, and the other with the red end to the left.

This method involved some extra labour in combining the measures, and in joining up the three sections into one consistent whole by means of the lines which overlapped between the sections. However, the definition of some of the images is so good that any amount of trouble taken in getting satisfactory measures seemed to be justified.

The relation between wave-length and measured distances at all points in the spectrum was determined approximately by graphical methods, using 42 well-known lines, including lines of hydrogen, calcium, titanium and iron, \&c. A large number of the finer lines were then identified with certainty, and in the final reduction the broad over-exposed hydrogen and calcium lines were rejected as standards, and about 65 more suitable lines were selected which are well distributed throughout the spectrum, using in the ultra-violet region lines which I considered thoroughly well identified in the spectra obtained in 1898.*

From the standard lines the position in millimetres of each 50 tenth-metre of warelength was computed, taking the mean value given by four or five of the nearest standards in each case. A table of differences was then made giving the intermediate values by interpolation and the value in millimetres of one tenth-metre at every 25 units.

The wave-lengths of all the lines, including the standards, were computed from this table, using second differences.

Each of the three spectra measured was reduced independently, using the same standard lines, but computing a separate table for each. A direct comparison of the three sets of measures showed that they were very nearly identical, and one table might have served for all. But there appear small systematic differences, due in part
the fact that the measures were made at different distances from the centre of the arcs, and probably in part also to slight irregular contraction of the photographic films in drying.

It was therefore considered more satisfactory to treat each spectrum entirely independently, combining in the end the wave-length values obtained to arrive at the most probable values measured on all three spectra.

From the accordance between the two sets of measures for each spectrum the accidental errors of the mean positions may be estimated at about 01 millim. The mean error is less than this for the best defined lines, but greater for the broad or diffuse lines. This error corresponds to an error in wave-length of 16 tenth-metre at 5000, decreasing to \(\cdot 07\) at 4000 , and \(\cdot 04\) at the end of the spectra at 3500 .

It does not, of course, follow that the wave-lengths in the tables can be relied on within these limits, except for isolated lines of which the measures are unaffected by any disturbing causes, such as faint companion lines or shadings. But this degree of accuracy seems actually to have been attained in a large proportion of the iron and titanium and other well-identified lines (see Table I., p. 478).

The mean values for the hydrogen lines, given separately in Table M., agree very closely indeed with the computed values. Thus in nineteen lines, in a total of twenty-eight, the differences do not exceed 04 tenth-metre, and in four lines only the differences reach \(\cdot 1\) tenth-metre, three of these being the lines \(\gamma, \delta\) and \(\epsilon\), which are difficult to bisect on account of their great width. This result will, perhaps, best indicate the general accuracy of the wave-length work.

No corrections of any kind have been applied to the results, and it may be well to emphasise here the fact that no corrections are needed for apparent displacements due to the different altitudes to which the various gases ascend in the chromosphere. In making the measures, the settings were made at the position of maximum density in the case of the broad over-exposed hydrogen lines, the finer lines being simply bisected without reference to the apparent edge of the moon's limb.

It is probable that the positions of maximum density of the images of the stronger lines correspond to radiations coming from a region within \(2^{\prime \prime}\) of the photosphere, whilst in the fainter ultra-violet hydrogen series the radiations are almost confined to the flash spectrum layer, the emission from the upper chromosphere being ahmost inseusible for these lines.

Assuming that all the settings were made on ares radiated from a region within \(2^{\prime \prime}\) of the photosphere, this being the approximate limit to which the reversing layer extends, 110 appreciable error will be made by bisecting the images; for a difference of \(l^{\prime \prime}\) of arc in the positions of the various gases above the moon's limb would make an apparent shift on the plate at 188 centims, focus of 0091 millim., a quantity about equal to the accidental errors of measurement.

On the other hand, if the settings were made on the inner edge of the arcs, that is, at the apparent limb of the moon, a considerable error would be introduced, depending on the intensities of lines, which spread inwards as well as outwards as a result of irradiation.

It is particularly noticeable that a large number of the arcs of the flash spectrum in these prismatic camera photographs are narrow lines sharply defined ou both sides, there is no diffuseness on the outer side, as might be expected were the arcs true images of the strata producing them. They are in reality, as I have previously
pointed out,* diffraction images more or less enlarged by photographic diffusion, and they appear to be as well adapted for bisection and wave-length determination as are the lines given by a slit-spectroscope.

Exception may, perhaps, be taken in the case of the helium lines and the somerrhat remarkable line at \(4685 \%\). These do not increase in intensity towards the photosphere, and it is possible that they are very weak and even absent from the flash layer. A bisection of these arcs may, therefore, represent a point in the chromosphere higher than the flash layer.

No allowance has, however, been made for this, yet the values obtained indicate only a small displacement towards the red end, averaging 16 tenth-metre for the three lines 4713,4471 , and 4026 , when compared with the principal components of the double lines as determined by Runge and Paschen, and which they are assumed to represent.

But it is noticeable that in these spectra the helium lines become broad and faint in the flash layer, although narrow strong lines outside; the measures are, therefore, somewhat uncertain, and it is possible that they may be partly affected by the less refrangible components of the double lines. In any case they serve to show what a small correction is needed, even for the lines of a substance like helium, which is characteristic of the upper chromosphere rather than the flash layer.

\section*{Estimates of Intensity.}

On account of the great range of intensity between the weakest and the strongest lines, a scale was adopted ranging from 0 to 100 . This is practically equivalent to adopting two orders of intensity, 0 to 10 representing the weak lines, 10 to 100 the strong lines, the latter progressing by fives.

The intensities of all the lines, with the exception of those of hydrogen and H and K , were estimated while making the measures, two independent estimates of each line being obtained from the two sets of measures of each spectrum. The mean of the two estimates is set down for each spectrum in Table I.

The hydrogen and calcium lines were estimated separately. From \(\mathrm{H} \zeta\) to \(\mathrm{H} \rho\) they form a nearly uniformly diminishing series, giving a convenient scale of reference with which to compare the strong lines of the flash spectrum.

At the ends of the spectra, where the density of the image falls off considerably, the estimates are of course very rough and uncertain, and throughout the middle portions of the spectra the intensities are not perhaps strictly comparable, except over a limited range of wave-length.

\footnotetext{
* 'Phil. Trans.,' A, vol. 197, p. 394.
}

\section*{General Discussion of Results.}

The identification of the bright lines in these spectra with the dark lines of the Fraunhofer spectrum presents very little difficulty in the case of the strong, or welldefined flash lines, and it appears to be generally true that the more reliable the values of wave-length obtained in photographs of the flash, the more closely do they correspond with Rowland's values of the dark lines. Thus many of the lines measured on small-scale photographs obtained in 1898 show apparent displacements considerably greater than the accuracy of the measures seemed to warrant, and which rendered many of the identifications doubtful. This is particularly the case in the region between 3700 and 3900 , where the iron lines especially seemed to be systematically of smaller wave-length than the corresponding dark lines, whilst the hydrogen lines in the same region agreed very closely indeed with their theoretical positions. In the present measures, however, in which the scale of the plates is nearly four times greater, these displacements are not confirmed, and the same lines are found to agree with Rowland's values within 04 tenth-metre.

As regards the fainter ill-defined lines and groups there is, of course, considerable uncertainty in assigning the particular dark lines of which they are supposed to be the reversals, or which lines in a group of dark lines are reversed in the flash.

It is, however, abundantly clear, from an examination of Table I., that every welldefined bright line of the flash (excluding hydrogen and helium lines and the line at \(4685 \cdot 7\) ) can be assigned to a dark line of Rowiand's table of an intensity exceeding 2 of his scale. There are no bright lines of even medium strength which occur in blank spaces of the solar spectrum where the lines are weaker than 0 , and only a few of the very weakest lines in the table coincide with solar lines with an intensity less than 2.

As a corollary to this, it may be stated that in general the greater the intensity of a dark line in the solar spectrum, the more probable is its presence as a bright line in any given image of the flash, and in the long range of spectrum covered by the spectra under discussion, \(\lambda 3500\) to \(\lambda 5000\), the dark lines of intensities exceeding 7 are all present as bright lines, except in two or three instances where they are obviously obscured by strong hydrogen or calcium lines.

In the tables of flash-spectrum lines published by Frost and by Mitchell, the same general fact is apparent in the large number of identifications made with prominent Fraunhofer lines. Professor Frost concludes that "at least 60 per cent. (and probably many more) of the stronger dark lines of the solar spectrum are found bright in a stratum not exceeding \(1^{\prime \prime}\) in height above the photosphere." \({ }^{*}\)

It will probably be generally admitted, therefore, that the flash spectrum as photographed hitherto is a reversal of the more prominent of the Fraunhofer lines,

\footnotetext{
* 'Astrophysical Journal,' vol. XII., p. 345.
}
and does not include lines (other than those of He and H ) which are not present in the dark line spectrum.

The most important point remaining open for discussion is the relation of the intensities of the bright lines to those of their dark line equivalents, for on this point turns the question whether the flash spectrum layer is in truth the stratum which by its absorption gives rise to the Fraunhofer spectrum.

In discussing the results of the flash spectra obtained in India in 1898,* I stated certain conclusions leading to the belief that the flash spectrum does, in fact, represent the upper more diffused portion of an absorbing stratum which, taken as a whole, produces the Fraunhofer lines. The conclusions relating to the relatire intensities of the lines I now recapitulate in the following three paragraphs:-
(1) The relative intensities of the lines of any one element in the flash spectrum are practically the same as those of the same element in the solar spectrum.
(2) The relative intensities between groups of lines belonging to different elements are widely different in the flash and in the solar spectrum.
(3) The apparent intensity of the radiation from an element in the lower chromosphere is determined by the extent to which that element is diffused above the photosphere, and the real relative intensities between the different elements cannot be judged in photographs of the flash spectrum.

The statements in the second and third paragraphs will now probably be generally admitted, and do not need further discussion. It remains to determine how far the statement given in the first paragraph is borne out by the present results, which cover a somewhat different range of the spectrum, give more accurate values of the wave-lengths, and which give very much more complete and reliable values of the intensities of the lines.

Probably this is the most important conclusion deduced from my former results, and as it is one which is most open to criticism, I propose to deal with it in some detail, and with especial reference to the results obtained by Fowler and Baxandall under Sir Norman Lockyer. These investigators have found that the relative intensities of the lines of an element in the flash approximate to those in the spark spectrum, whilst the intensities of the dark lines closely resemble those in the are spectrum; whence they conclude that the flash spectrum layer is not the seat of the Fraunhofer absorption lines. \(\dagger\)

In making comparisons of intensity in the bright line and dark line spectra of an element, a serious difficulty is encountered in the probably compound nature of many of the apparently single lines of the flash spectrum. In such cases it is, of course, impossible to assign the true value of intensity to the components; even when the unequal components of an obviously double line are easily distinguished, it is difficult

\footnotetext{
* 'Phil. Trans.,' A, vol. 197.
\(\dagger\) See Fowler on the Flash Spectrum, 'Observatory,' April, 1902. Also Sir N. Lockyer and Baxandall, 'Monthly Notices, R.A.S.', vol. LXI., Appendix.
}
to estimate the intensities correctly, the weaker component being liable to be considerably under-estimated.

Another difficulty occurs when single Fraunhofer lines have a compround origin assigned, such as Fe-Ti, \&c., the proportion of intensity of each element in the "make up" of the dark line being unknown. In such cases the relative proportions of intensity in the corresponding flash line may be quite different or even reversod, the predominating element being in general the one which ascends to the greatest elevation in the chromosphere, not necessarily the one which predominates in the dark line.

In these circumstances it is impossible to make anything like a complete or final comparison of intensities. The best that can be done is to select for each element isolated lines which are least open to the suspicion of being made up of more than one line in the flash spectrum, and also lines of supposed single origin as given in Rowland's tables.

Unfortunately, there are only three elements which have a sufficient number of lines in their spectra to be treated satisfactorily in this way; they are iron, titanium, and chromium. In the following tables I give the results for these elements, selecting 219 Fe lines of Rowland's intensity 3 and upwards, 124 Ti lines of intensity 1 and upwards, and 157 Cr lines of intensity 0 and over.

These are represented in the flash spectra by 93 Fe limes, 39 Ti lines, and 25 Cr lines respectively. The selection of suitable lines was made entirely fiom Rowland's table, and without reference to the flash spectra, so as to avoid bias in the selection.

Row land's intensities of the solar lines are given in the first column of each table, and the number of lines selected between \(\lambda \lambda 3500\) and 5000 in the second colum, the third and fourth columns give respectively the numbers and percentages of the lines which are found as bright lines in the Hash spectrum, the fifth columm giving the average intensity of these lines.

A glance at the first and last column of each table will show the general relation between the flash intensity and the dark-line intensities for the three elements considered. The numbers indicating intensities for the bright and dark lines are not, of course, directly comparable, since they depend on methorls of jurging intensity which may differ widely in the two cases. It is a mere coincidence in the case of iron that the numbers representing the stronger lines practically correspond in the tirst and last columns.

From the columns of percentages the general rule is olvious, that the stronger the dark line of an element, the more probable is its occurrence as a bright line in any given image of the flash spectrum. Thus we find that of the Ti lines none are present in the spectra under discussion corresponding to Rowland's intensity 1, and the percentage of dark lines exceeding intensity 1 which are present as bright lines increases with each increase of dark-line intensity up to intensity 4 ; of the 12 dark lines exceeding intensity 4 , all are present in the flash. Similarly with iron, all of VOL. CCI.-A.
the 32 lines exceeding Rowland's intensity 8 are present in the flash and none under his intensity 3 .

This general law of correspondence of intensity between bright lines and dark lines is, however, far from being exact in detail even with the selected lines used in these comparisons, and the average intensities of the bright lines are in some instances made up of rather widely diverging units.

This is more particularly the case with the weaker dark lines of each element, which are often of abnormal intensity in the flash. In the case of chromium most of the flash lines corresponding with solar lines of intensity 2 and 3 may be considered abnormally strong, for the average intensities for these lines are greater than the average of the lines corresponding with the solar lines of intensity 4.

The percentage columns show also that many dark lines of medium intensity may be absent in the flash, whilst other weaker lines are present.

It must be remembered that estimates of intensity in the flash spectrum, however carefully made, are liable to considerable errors for several reasons. The great weakening of the spectrum near the ends of the plate materially affects the percentages of the weaker lines as given above, and the low dispersion of the plates compared with those on which Rowland's estimates were based introduces other sources of discrepancy. Moreover, Rowland's table itself is admittedly a "preliminary" table, in which some of the assignments of origin may be erroneous or incomplete, lines having a single origin assigned being really made up of two or more elements.

Iron Lines in Sun and Flash.
Lncluding all isolated lines in Rowhand's table assigned to Fe only between \(\lambda 3500\) and \(\lambda 5000\), excepting those which are obscured in the flash by strong hydrogen and cilcium lines.*
\begin{tabular}{|c|c|c|c|c|}
\hline Rowlaxios intensity in \(\odot\). & Number of lines in \(\odot\). & Number of lines in flash. & Percentage of lines in Hash. & Ayerage intensity in flash. \\
\hline Under 3 & Very large number & 0 & 0 & - \\
\hline 3 and 4 & 94 & 12 & 13 & 5 \\
\hline 5,6 & 66 & 20 & 40 & 3 \\
\hline 7,8 & 27 & 23 & 85 & 6 \\
\hline 9 to 14 & 13 & 13 & 100 & \(s\) \\
\hline \(15,, 20\) & 14 & 14 & 100 & 17 \\
\hline 25 and over & 5 & 5 & 100 & 24 \\
\hline
\end{tabular}

\footnotetext{
* Including three lines ascribed to Fe only by Lockyer at \(\lambda \lambda 4179,1233\), and 4515 .
}

Abnormal Fe Lines.
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{In sun.} & \multicolumn{2}{|l|}{In flash.} & \multirow{2}{*}{If enhanced.} & \multirow{2}{*}{Remarks.} \\
\hline Wave-length. & Intensity. & Wave-length. & Intensity. & & \\
\hline & & & es stron & in flash & \\
\hline \(3558 \cdot 67\) & 8 & 3555.9 & 20 & \(?\) & \\
\hline \(3570 \cdot 27\) & 20 & \(3570 \cdot 33\) & 30 & ? & \\
\hline \(363+47\) & 3 & \(3634 \cdot 48\) & 5 & ? & \\
\hline 3647.99 & 12 & 36.7 -98 & 15 & ? & \\
\hline \(3856 \cdot 52\) & 8 & \(3856 \cdot 17\) & 15 & No & \\
\hline \(4179 \cdot 03\) & 3 & \(4179 \cdot 1\) & 8 & Yes & \\
\hline \(4233 \cdot 33\) & 4 & \(4233 \cdot 3\) & 10 & Yes & \\
\hline \(4325 \cdot 94\) & 8 & \(4325 \cdot 8\) & 15 & No & \\
\hline \(4401 \cdot 93\) & 10 & \(4404 \cdot 8\) & 20 & No & \\
\hline \(4515 \cdot 51\) & 3 & \(4515 \cdot 6\) & 8 & Yes & \\
\hline \(4584 \cdot 02\) & 4 & \(4583 \cdot 9\) & 25 & Yes & \\
\hline \(4924 \cdot 11\) & 5 & \(492+1\) & 25 & Yes & \\
\hline \(5018 \cdot 63\) & 4 & 5018.5 & 20 & Yes & \\
\hline
\end{tabular}

Lines weak or absent in flash and exceeding intensity 6 in \(\odot\).
\begin{tabular}{|c|c|c|c|c|c|}
\hline \(3536 \cdot 71\) & 7 & Absent & - & ? & Speetrum very weak here. \\
\hline \(3651 \cdot 61\) & 7 & \(3651 \cdot 85\) & 0 & ? & \\
\hline \(3680 \cdot 07\) & 9 & \(3680 \cdot 4 \pm\) & 0 & ? & H\% interferes at 3679.4 . \\
\hline \(3684 \cdot 26\) & 7 & 3684-29 & 0 & ? & Ti line at \(3685 \cdot 3\) interferes. \\
\hline \(3701 \cdot 23\) & S & \(3701 \cdot 28\) & 3 & ? & \\
\hline \(3705 \cdot 71\) & 9 & \(3705 \cdot 67\) & 5 ? & No & \(\left\{\begin{array}{c}\text { Flash line confused with strong } \\ \text { line at } 3706 \cdot 09\end{array}\right.\) \\
\hline \(3850 \cdot 12\) & 10 & \(3850 \cdot 26\) & 2 & No & \\
\hline \(3878 \cdot 15\) & 8 & Absent? & - & No & \(\left\{\begin{array}{c}\text { This line seems to be present on } \\ \text { some imares not measurecl. }\end{array}\right.\) \\
\hline \(4528 \cdot 80\) & 8 & \(4529 \cdot 0\) & 1 & No & \\
\hline
\end{tabular}

Titanium Lines in Sun and Flash.
Fncluding all lines in Rowland's table assigned to Ti only between \(\lambda 3500\) and \(\lambda 5000\), excepting those which are obscured in the flash by strong hydrogen lines.
\begin{tabular}{|c|c|c|c|c|}
\hline Rowland's intensity
\[
\text { in } \odot
\] & Number of lines in \(\odot\). & Number of lines in thash. & Percentage of lines in Hash. & Average intensity in Hash. \\
\hline 1 & 33 & 0 & 0 & - \\
\hline 2 & 28 & 5 & 18 & \(10^{*}\) \\
\hline 3 & 27 & 9 & 33 & 8 \\
\hline 4 & 19 & 13 & 68 & 16 \\
\hline 5 & & 7 & 100 & 21 \\
\hline 6 and 7 & 2 & 2 & 100 & 37 \\
\hline Over 7 & 3 & 3 & 100 & 55 \\
\hline
\end{tabular}

\footnotetext{
* The average intensity of the five flash lines is inereased by two very abnormal lines at \(\lambda \lambda 3505 \cdot 06\) and \(3520 \cdot 40\), omitting these the average would be 4 .
}

Abnormal Ti Lines.
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{In sun.} & \multicolumn{2}{|l|}{In flash.} & \multirow{2}{*}{\begin{tabular}{l}
If \\
enhanced.
\end{tabular}} & \multirow{2}{*}{Remarks.} \\
\hline Wave-length. & Intensity. & Wave-length. & Intensity. & & \\
\hline \multicolumn{6}{|c|}{Lines strong in flash.} \\
\hline \(3505 \cdot 06\) & 2 & \(3505 \cdot 1\) & 20 & ? & \\
\hline \(3510 \cdot 99\) & 5 & \(3511 \cdot 1\) & 30 & ? & \\
\hline \(3520 \cdot 40\) & 2 & \(3520 \cdot 4\) & 20 & ? & \\
\hline \(3535 \cdot 55\) & 4 & \(3535 \cdot 75\) & 50 & ? & \[
\left\{\begin{array}{l}
\text { Perhaps compounded of Ti and a } \\
\text { line at } 3535 \cdot 87, \text { intensity } 3 \\
\text { ? origin. }
\end{array}\right.
\] \\
\hline \(3641 \cdot 47\) & 4 & 3641.48 & 40 & ? & \\
\hline \(4294 \cdots 0\) & 2 & 1294.35 & 12 & Yes & \\
\hline \(4395 \cdot 30\) & 3 & \(4395 \cdot 15\) & 30 & Yes & \\
\hline \(4417 \cdot 88\) & 3 & \(4417 \cdot\) ? & 20 & Yes & \\
\hline \(4501 \cdot 45\) & 5 & \(4501 \cdot 5\) & 30 & Yes & \\
\hline \multicolumn{6}{|r|}{Lines weak or absent in flash and exceeding intensity 3 in \(\odot\).} \\
\hline \(3653 \cdot 64\) & 5 & \(3653 \cdot 67\) & 5 & \(?\) & \\
\hline \(3753 \cdot 00\) & 4 & \(3652 \cdot 72\) & 0 & No & \\
\hline 39.24 .67 & 4 & \(3924 \cdot 8\) & 0 & No & \\
\hline \(3948 \cdot 82\) & 4 & \(3949 \cdot 11\) & 4 & No & \\
\hline \(3981 \cdot 92\) & 4 & \[
\left.\begin{array}{l}
3981 \cdot 3 \\
3982 \cdot 2
\end{array}\right\}
\] & 5 & No & \\
\hline 3989-91 & 4 & \(3990 \cdot 12\) & 2 & No & \\
\hline \(4171 \cdot 21\) & 4 & Absent & - & No & \\
\hline \(\left.\begin{array}{r}4291 \cdot 11 \\ .28\end{array}\right\}\) & 3
2 & Absent & - & No & \\
\hline 4306.08 & 4 & \(4306 \cdot 0\) & 1 & No & \\
\hline \(4533 \cdot 42\) & 4 & Absent & - & No & \(\}\) Perhaps obscured by strong Ti line \\
\hline \(4534 \cdot 95\) & 4 & Alsent & - & No & \(\} a t+534 \cdot 14\). \\
\hline \(4981 \cdot 91\) & 4 & Abseat & - & No & Spectrum very weak here. \\
\hline
\end{tabular}

Chromitum Lines in Sun and Flash.
Lncluding all isolated lines in Rowland's table assigned to Cr only:
\(\left[\begin{array}{c|c|c|c|c}\begin{array}{c}\text { Rowland's intensity } \\ \text { in } \odot\end{array} & \begin{array}{c}\text { Number of lines } \\ \text { in } \odot .\end{array} & \begin{array}{c}\text { Number of lines } \\ \text { in Hashi. }\end{array} & \begin{array}{c}\text { Percentage of lines } \\ \text { in flash. }\end{array} & \begin{array}{c}\text { Average intensity } \\ \text { in flash. }\end{array} \\ \hline 0 \text { and l } & 109 & 3 & 3 & 0 \\ 2 & 22 & 4 & 18 & 16 \\ 3 & 15 & 8 & 100 & 1 \\ 4 & 3 & 3 & 67 & 2 \\ 5 & 3 & 2 & 100 & 1 \\ 6 \text { to } 8 & 3 & 3 & 100 & 3 \\ 9 \text { and } 10 & 2 & 2 & & 25 \\ \hline\end{array}\right.\)

Abnormal Cr Lines.
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{In sun.} & \multicolumn{2}{|l|}{In flash.} & & \multirow{2}{*}{Remarks.} \\
\hline Wave-length. & Intensity. & Wave-length. & Intensity. & If enhanced. & \\
\hline \multicolumn{6}{|c|}{Limes strong in flash.} \\
\hline 3593.64 & 9 & \(3593 \cdot 65\) & 30 & ? & \\
\hline \(4242 \cdot 54\) & 2 & \(4242 \cdot 6\) & 1 & Yes & \\
\hline \(4359 \cdot 78\) & 3 & \[
\begin{aligned}
& 4358 \cdot 9 \text { to } \\
& 4.360 \cdot 2
\end{aligned}
\] & \[
\text { \} } 5 ?
\] & No & \{The Cr line is confused with other \\
\hline \(4539 \cdot 95\) & 0 & 4539.8 & 0 & No & \\
\hline \(4541 \cdot 69\) & 2 & \(4541 \cdot 6\) & 1 & No & \\
\hline \(4558 \cdot 82\) & 3 & \(4558 \cdot 8\) & 8 & Yes & \\
\hline \(4588 \cdot 38\)
\(4666 \cdot 39\) & 3 & \(4588 \cdot 0\) & 2 & Yes & \\
\hline \(\left.\begin{array}{r}4666 \cdot 39 \\ \cdot 66\end{array}\right\}\) & 0 & \(4666 \cdot 5\) & 5 & No & \\
\hline \(4708 \cdot 20\) & 2 & \(4708 \cdot 1\) & 1 & No & \\
\hline \multicolumn{6}{|r|}{Lines weak or absent in fash intensity exceerling 3 in \(\odot\).} \\
\hline \(4626 \cdot 36\) & 5 & Absent & - & No & \(\left\{\begin{array}{c}\text { Present in Frost's and Mitchbllis } \\ \text { lists. }\end{array}\right.\) \\
\hline \[
\begin{aligned}
& 4651 \cdot 46 \\
& 4652 \cdot 34
\end{aligned}
\] & \[
\begin{aligned}
& + \\
& 5
\end{aligned}
\] & \begin{tabular}{l}
\(4651 \cdot 3\) \\
Alsent
\end{tabular} & \(2 ?\) & \[
\begin{aligned}
& \text { No } \\
& \text { No }
\end{aligned}
\] & \(\}\) Spectrum very weak here. \\
\hline
\end{tabular}

These sources of error would all tend to produce discordances in the relative intensities between the dark lines of an element and their bright reversals in the flash, and the question arises whether the apparent anomalies which are indicated above are to be ascribed to such imperfections in our knowledge of the spectra, or to fundamental differences such as might he expecterl were the emission and absorption spectra produced in separate and distinct layers of the sun's atmosphere, and under different conditions of temperature and pressure.

Under the heading "Abnormal lines" I give with each table a list of the lines with intensities in the flash considerably above the average, corresponding with the dark line intensity, and a list also of the exceptionally weak or absent lines.

In these lists the wave-lengths and intensities of the solar lines, from Rowland, are entered in the first two columns, followed by the wave-lengths and intensities taken from Table I in columns 3 and 4. The fifth column indicates whether the line is an "enhanced" line or not, i.e, a line which is relatively brighter in the spark than in the are spectrum of the element as determined by Lockyer.

It is at once apparent that many of the alnormally bright flash lines are enhanced lines, whilst none of the almormally weak lines are enhanced lines. The lists of enhanced lines published by Sir Norman Lockyer do not include the ultra-violet region beyond \(\lambda 3800\), it is uncertain, therefore, whether the flash lines in this region
are enhanced lines or not. If these are omitted, all the titanium lines abnormally strong in the flash, and all the iron lines excepting the three at \(\lambda \lambda 3856.5,4325.9\), and \(4.404 \cdot 8\), are enhanced lines.

If all the enhanced lines in the above-mentioned lists are considered, it is found that all the mose strongly enhanced lines of iron and titanium coincide with strong lines in the flash ( 11 Fe lines and 21 Ti lines). But since many of these lines are of compound origin in the flash, it is not possible to say whether they are all of abnormal intensity, e.f. \(4351 \cdot 9,4549 \cdot 6,4556 \cdot 1,4629 \cdot 6\), and athers. The (quartette of enhanced iron lines at \(4508 \cdot 5,4515 \cdot 5,4520.4\) and 4522.7 are all abormally strong in the flash considered as Fe lines only, but according to Rowland three of these are of compound migin, one including Ti. However, it seems probable that the abnormal intensity of this group is chiefly due to the fact that the lines are enhanced lines.

There can be little doubt from this inquiry that the enhanced lines do play a significant part in the flash spectrum, and the abnormal intensities of these lines are not due to errors in the assigmment of origin in Rowland's tables or to orer-estimates of intensity in the flash.

Of the abnormally weak lines a considerable number are probably the result of under-estimates due to the close proximity of very strong lines of other elements. There remain a few, however, which canot be thus explained; among these particular attention may be called to the titanium lines at \(\lambda \lambda 3753 \cdot 00,3924 \cdot 67\), \(4171 \cdots 1\), and \(4306 \cdot 08\), all of intensity 4 in the solar spectrum, and the chromium line at \(\lambda 462636\). No satisfactory reason can at present be given for the weakness or absence of these lines in the flash spectrum.

Notwithstanding these instances of disagreement between the intensities of the Fraunhofer lines of an element and their flash spectrum equivalents, the general agreement between the two spectra is so striking that it can scarcely be maintained that there is a fundamental difference in the conditions under which they are produced. The abnomally strong lines in the flash. Which in so many cases are also lines which are enhanced in the spark, would, it is true, indicate that some of the radiating gas at all events must be in a condition differing from that in the absorbing layer, and this, it must be acknowledged, is of great interest and importance, particularly in view of the fact pointed out by Fowler, that under some stellar conditions, e.y., in a Cygni, these particular lines constitute a separate and much simpler spectrum quite free from admixture with the ordinary are lines.*

But, as I hope to show in what follows, the prominence of these enhanced lines in the flash can be simply explained without abandoning the view that the flash region is really identical with the absorbing layer, and in the great majority of cases the flash lines are true reversals of the dark lines.

In all photographs hitherto obtained at stations near the central line of eclipse, the flash spectrum must represent the more elevated region of the radiating gases, since * 'Observatory,' June, 1902.
this portion of the layer remains uncovered by the moon for an appreciable time after the sky glare is withdrawn at totality, whilst the lower dense strata immediately in contact with the photosphere are instantaneously occulted.

It might reasonably be assumed, therefore, that the intensities of the bright lines in the lowest strata differ to some extent from those in the spectra photographed, and even more closely approximate to the intensities in the Fraunhofer spectrum.

But the photographs under discussion portray a grazing contact, in which the motion of the moon was not across but parallel to the flash layer. These spectra, therefore, should more truly represent the radiation from the entire depth of the layer, at any rate at points near the apex of the bright arcs, and where the layer is sufficiently uncovered, because at such points the very lowest strata would remain visible throughout the time the plate was exposed.. \({ }^{*}\)

A careful comparison between the intensities of the lines at points near to and far from the apex, or centre line of the spectra, shows, however, that there are no appreciable differences.

Moreover, the intensities given in Table I., which were estimated at points not far from the apex, and where the continuous spectrum of the photosphere was just begiming to appear, will be found to be in substantial agreement with the results of Lockyer (1898), Frost (1900), and Mitchell (1901), all of which were obtained near the central line.

It seems, therefore, that there can be no very striking differences between the spectra of the higher and lower regions of the flash layer as regards the intensities of the lines, unless absorption by the upper regions through which the line of sight passes should neutralise such differences. In particular it may be noted that the enhanced lines seem to predominate throughout the entire region.

If it is assumed that the differences between spark and arc spectra are conditioned by temperature, the spark being the hotter, it would seem at first sight that the flash region must have a higher temperature, and must consequently be distinct from the absorbing layer, since in the latter the inteusities of the lines closely approximate to those in the arc. I think it can be shown, however, that the spark and arc conditions may co-exist at the same altitude above the photosphere.

It is well known that the outer limit of the chromosphere, as seen in the line of bydrogen, presents a structure of small filaments like blades of grass covering the entire surface, and very unlike the diffused, indefinite limit which a true atmospheric envelope might be expected to present.

According to SEccmi, "at the base of the chromosphere the hydrogen has the shape of small, close filaments which seem to correspond with the granulations of the photosphere." \(\dagger\)

\footnotetext{
* The terms layer and strate are here used for convenience, but it is not intended to imply that the gases of the chromosphere are in reality stratified.
\(\dagger\) 'Popular Astronomy's. Newcomb, p. 275.
}

This structure suggests that the chromosphere is in reality a region of innumerable small eruptions of the same nature as the jets of highly luminous gas which are constantly to be seen with the spectroscope in all regions of the sun's limb. It is probable, indeed, that these jets, and the larger eruptive prominences, are in reality only the more pronounced manifestations of a phenomenon occurring on a smaller scale everywhere over the solar surface.

The highly-heated gases composing these eruptions, which may be supposed to originate below the photospheric level, would lose heat as they ascended by adiabatic expansion and by radiation, and at a certain elevation would precipitate the more refiactory substances as highly luminous clouds, forming, in fact, the photospheric granules and the columnar filaments observed in sunspots. But the gaseous streams, deprived of their condensable materials, would continue to ascend above the photosphere, finally becoming diffused in the region of the chromosphere. The expanded gases, subsequently subsiding in a relatively cooled condition, would form a strongly absorbing atmosphere settling down uniformly and slowly upon the photosphere and through which the ascending streams would be forced.

If this really represents roughly the actual state of things, it is clear that the temperature conditions represented by the electric spark and by the are may both exist at the same altitude above the photosphere, the spark condition in the highlyheated ascending gases and the arc condition in the cooler descending gases.

Seen at the sun's limb, as under the conditions of a total eclipse, the more intense spectrum of the ascending gases would be neutralised to a considerable extent by the absorption of the cooler gases in which the jets would be immersed, and through which for immense distances the line of sight must pass. But just those particular rays which are characteristic of the high temperature spectrum would not suffer absorption to nearly the same extent, consequently these rays (the euhanced spark lines) would stand out conspicuously in a spectrum which in its main features would be the emission spectrum of the cooler descending gases, i.e., the reversed Fraunhofer spectrum.

The relatively cool gases would obviously determine the character of the absorption spectrum of the disk, and the only effect of the hotter eruptions, supposing them to be too small to be individually distinguishable in the spectroscope, would be to produce a faint emission line of about the same intensity as the background of continuous spectrum, and tending to diminish the intensity and width of all the dark lines, particularly the euhanced spark lines.

In this way, by assuming the presence of innumerable eruptions of hot gas and cooler but quietly descending absorbing gases, the abnormal intensity of the enhanced lines in the flash can be simply explained without abandoning the view that the flash spectrum is really the reversed Fraunhofer spectrum, and that the entire depth of the flash region, and, indeed, of the chromosphere itself, is effective in producing the absorption lines.

That there really exists a circulation of the solar gases in a radial direction is strikingly shown in the detailed structure of some of the Fraunhofer lines themselves. Deslandres has called attention to certain peculiarities in the structure of the lines \(H\) and \(K\) in the general light of the sun and in particular regions of the solar surface.*

These lines consist of three distinct portions-a broad diffuse absorption shading, a bright rather wide emission line near the centre of the shading, and a narrow absorption line which obliterates all but the edges of the underlying hright line.

Deslandres finds that over undisturbed regions of the disk, and at some distance from the limb, the central absorption line is always displaced towards the red with respect to the underlying emission line, producing a dissymmetry in the edges of the latter. This he attributes to a vertical circulation of the calcium vapour, the ascending gas producing the emission line slightly displaced to the violet, whilst the cooler descending gas gives rise to the central absorption line displaced to the red.

According to Jewecl, all the strongly shaded lines exhibit an emission line, which is very nearly obscured by a central strong absorption line usually unsymmetrically placed. Traces of an emission line are also visible at the sides of some of the narrow unshaded lines. The effect of motion of the hot gas he considers, however, to be masked to a certain extent by pressure shift, the displacement of the emission line to the violet by reason of the ascending motion being partly neutralised by an opposite displacement due to pressure. \(\dagger\)

Some sort of circulation of the solar gases in a radial direction and all over the surface, such as is demanded by the theory of "convective equilibrium," would seem, therefore, to be established, the ascending gases rising with sufficient velocity to appreciably displace the emission lines when observed on the sun's disk, whitst the more diffused absorbing gases descending with a more uniform motion produce the well-defined dark lines very slightly displaced to the red compared with the same lines from a terrestrial source. Obviously such motion of the gases being in a radial direction will not affect the position or definition of the bright lines of the flash spectrum as seen at the limb during an eclipse.

A difficulty has to be faced, however, when we try to account for the apparent sorting out of the different elements in the chromosphere, which seems to depend in a general way on atomic weight, the lighter elements ascending to greater elevations than the heavier.t.

But an eruption in the ordinary sense due to an explosion would give equal
\[
\text { * 'Comptes Rendus,' August, } 1894 .
\]
\(\dagger\) 'Astrophysieal Journaf,' vol. III., p. 100, et seq.
\(\ddagger\) The exceptional altitudes reached by the elements Ca and Ti do not materially affeet this general law, which asserts itseff by the absence in the chromosphere of nearly all the elements having atomie weights exceeding that of \(\mathrm{Zr}(91)\), Ba and La being, perhaps, the only elements with a higher atomic weight that have been identified with tolerable certainty in the flash speetrum.
velocities to the whole mass of mixed gases, and it is difficult to see why these should not be projected to equal altitudes in the chromosphere, yet most of the metals with atomic weights between 20 and 100 stop short at from \(1^{\prime \prime}\) to \(2^{\prime \prime}\) elevation, whilst the elements \(\mathrm{H}, \mathrm{He}, \mathrm{C} \mathrm{a}\), and Ti ascend to \(8^{\prime \prime}\) or \(10 .{ }^{\prime \prime}\)

The same lagging behind of the elements of the lower chromosphere occurs, however, in the so-called " metallic" and great eruptive prominences.* In these the higher parts usually consist solely of \(\mathrm{H}, \mathrm{He}, \mathrm{Ca}\) and probably Ti , the other elements only appearing at the base or stem of the prominence, or frequently only in the surrounding chromosphere. In the more violent eruptions, too, the distortions due to motion in the line of sight affect chiefly the hydrogen and calcium lines, the lines of other elements present in such outbursts being usually undisturbed, or but slightly affected, showing that these elements, although apparently mixed up with the hydrogen, do not share in the motion.

Although it may be difficult at present to understand the nature of these great eruptions, it would seem reasonable to suppose that the entire chromosphere consists of miniature eruptive prominences of the same nature as the greater outbursts, the base of the eruptions giving the metallic lines of the flash spectrum and the higher parts the lines of \(\mathrm{H}, \mathrm{He}, \mathrm{Ca}\) and Ti only.

This conclusion is strengthened when it is remembered that the strongly enhanced lines of iron at \(5317,5269,5018\), and 4924 so prominent in the flash, are always the first to appear as bright lines in the metallic eruptions, other iron lines, although stronger than the above in the Fraunhofer spectrum, being seldom or never seen reversed. This is doubtless owing to the relatively high temperature of the gases in these eruptions compared with the absorbing gases, and in the lower chromosphere the enhanced lines indicate a similar state of things, the highly-heated ascending jets giving a high temperature emission spectrum more nearly resembling that of the spark than of the arc.

\section*{The Flash Spectrum in High Latiudes.}

It is of interest to compare the images at different points on the limb to determine whether the flash spectrum is the same in all latitudes. The limited distribution of the metallic prominences, which, in the writer's experience, are only to be found in the latitudes of spot formation, would perhaps lead one to anticipate some modification of the spectrum in high latitudes.

At the date of the eclipse (May 28th, 1900) the sun's south pole was at position angle \(164^{\circ}\) and very nearly coincident with the limb. Unfortunately, this point, and the region within \(10^{\circ}\) of it on either side, is occupied by the continuous spectrum

\footnotetext{
* No spectroscopic distinction can be made between the metallic cruptions and the more quiescent forms of prominence, for the latter, when photographed at an eclipse, exhibit the same metallic lines at their bases as the former.
}
in all the images obtained before mid-eclipse, and in those obtained after that phase only the stronger lines are impressed, the moon's limb having occulted the stratum very rapidly, notwithstanding that the motion was nearly parallel to it. This would indicate an extreme shallowness of the layer near the pole.

In the mid-eclipse photograph, No. 11, the continuous spectrum being broken up into narrow bands, the flash spectrum arcs can be traced right across the polar region near the more refrangible end of the plate. In the portion of spectrum between F and K the bands coalesce from over-exposure and obscure the bright ares entirely.

The highest latitudes in which really good images of the flash spectrum occur are \(-70^{\circ}\) to \(-77^{\circ}\) on the east side in No. 9 , and \(-76^{\circ}\) on the west side in No. 13 ; and the lowest latitude is in \(-36^{\circ}\) to \(-41^{\circ}\) on the west side in No. 11. Intermediate between these there are the excellent images in latitude \(-56^{\circ}\) west and \(-64^{\circ}\) east in No. 10. From this material comparisons can be made between the spectra at fairly high latitudes and those at mid-latitudes, and as a check on the results the east and west limbs at about the same latitudes can be compared.

All these images are indicated on Plate 2 by arrows at the ends of the spectra, and the position of the south pole is similarly shown for each spectrum. In Plate 3 a limited portion of the spectrum is shown for the three images which were measured. These are on a scale equal to \(4 \cdot 3\) times that of the original negatives, and the curved arcs have been converted into linear spectra by means of a cylindrical lens during the process of enlargement. Great care was taken to avoid the production of spurious lines due to defects in the negatives.

Comparing the two high-latitude spectra shown in the upper and lower figures of Plate 3 with the mid-latitude spectrum placed between them, it is not easy to detect differences which can fairly be ascribed to latitude. It may be noticed that the titanium line at about \(\lambda 3900\) and the aluminium line at \(\lambda 3944\) are both relatively weak in the upper spectrum (latitude \(-r 4^{\circ}\) East) compared with the middle spectrum (latitude \(-41^{\circ}\) West). But in the lower spectrum, from an equally high latitude on the opposite side of the pole, these lines are as strong as in No. 11 spectrum.

There are many other minor differences in relative intensities between the three spectra, as will be apparent on comparing the three columns of intensities given in Table I., but these seem to bear no relation to difference of latitude.

A special effort was made to discover any modification of inteusity in the enhanced lines near the pole, and the average intensity of all the more prominent enhanced lines of iron and titanium in Nos. 9 and 13 spectra was compared with the average of these lines in No. 11 spectrum, making due allowance for the greater intensity of No. 11 spectrum, as a whole, compared with the others.

The result is shown in the following table :-

Average Intensity of the Principal Enhanced Lines of Fe and Ti.
\begin{tabular}{|c|c|c|}
\hline & Ti (23 lines). & Fe (14 lines). \\
\hline In latitude \(-74^{\circ} / 75^{\circ}\) (from No. 9 and 13 speetra)*. & \(16 \cdot 3\) & \(18 \cdot 6\) \\
\hline " \(-41^{\circ}\) (from No. 11 spectrum) . . . & 18. 生 & \(14 \cdot 6\) \\
\hline
\end{tabular}

It will be seen from this that while the Ti lines appear to be slightly weaker in high latitudes than in mid-latitudes, the Fe lines give just the opposite result; so that by taking both elements together there is found to be practically no difference at all. The small differences indicated for the lines of each element alone, may safely be put down to the uncertainties of the original estimates of intensity.

It is to be inferred, therefore, that the enhanced lines are of the same intensity in all latitudes, and that the general character of the flash spectrum remains unaltered in passing from the equator to the poles. This does not, however, preclude the possibility that the flash stratum is shallower in the polar regions than near the equator.

An interesting subject for future inquiry would be as to whether the flash spectrum undergoes any modifications such as an increase or decrease of depth of the layer or changes in the intensity of the enhanced lines at different epochs in the sunspot period. If the chromosphere is really of an eruptive character one might expect, at times of maximum spot activity, when also the metallic eruptions are most frequent, that the flash spectrum region would extend to greater altitudes in the chromosphere and that the enhanced lines would be relatively brighter than during the quiet periods of minimum.

The evidence so far obtained is, it is true, against any marked changes occurring. I have compared the spectrum ontained by Shackletos in 1896 with those herein discussed and with others obtained in 1898 and 1901, but without detecting any certain changes in the intensities of the lines. The flash appears, in fact, to be of as constant and unchanging a character as is the Fraunhofer spectrum, which is only what would naturally be expected, seeing that it appears to be in the main the reversal of that spectrum.

\section*{Summary of Conclusions.}

In a general way the conclusions arrived at from the discussion of the spectra obtained in 1898 are amply confirmed and extended by the present results.

It is now shown that every strong dark line of the solar spectrum exceeding Rowland's intensity 7 is found in these spectra as a bright line; and the great
* The observed intensities of the high latitude spectra have been multiplied by the faetor \(1 \cdot 81\), this number representing the ratio of intensities between these two spectra taken together and No. 11 spectrum, when all the lines leetween \(\lambda 39\) and \(\lambda 50\) are compared.
majority of the bright lines of the flash spectrum, excluding hydrogen and helium lines, coincide with dark lines of intensity not less than 3 .

Most of the bright arcs of the flash spectrum-are well-defined narrow lines admitting of considerable accuracy in the measures, and the present determinations of wave-length indicate that the coincidence of the bright lines with the dark lines is exact within 05 tenth-metre for all the well-defined lines.

As regards the relative intensities of the lines of any one element in the flash and Fraunhofer spectra, my previous results require modification and extension as follows :-

The relative intensities of isolated lines of an element in the flash spectrum are in general, but not exact, agreement with those of the same element in the solar spectrum, and those lines which are exceptionally strong in the flash are in most cases lines which are enhanced in the spark spectrum of the element.

All of the more prominent enhanced lines of iron and titanium are found to coincide with strong lines in the flash, but owing to the compound nature of some of the lines, it is not certain that all of these have abnormal intensities in the flash.

There is no evidence of differences in the relative intensities of the lines of an element in the higher or lower regions of the flash layer, and the enhanced lines appear to predominate throughout the entire depth of the radiating stratum.

The euhanced lines are equally prominent in the polar regions and in low latitudes, and the flash spectrum generally is now found to be the same in all latitudes and shows no essential change after an interval of five years.

An explanation of the abnormal intensities of the enhanced lines in the flash spectrum is now offered which depends on the assumption of a continuous circulation of the solar gases in a radial direction; the highly heated ascending gases giving the predominant features to the flash spectrum, whilst the cooler more diffused gases, slowly subsiding, determine the character of the absorption spectrum.

The final conclusion is that the flash spectrum represents the emission of both ascending and descending gases, whilst the Fraunhofer spectrum represents the absorption of the descending gases only.

\section*{Tables of Wave-length and Intensity.}

In Table I. the wave-lengths and intensities of the bright lines in the three measured spectra (Nos. 9, 11, and 13) are entered in the first six columns; the 8th and 9th columns give the "adopted" wave-lengths and intensities, i.e., the most probable values deduced from all the measures, and these are compared in the two following columns with Rowland's values of the nearest absorption lines.* The origins, mostly from Rowland, are given in the last column. A vertical line

\footnotetext{
* The wave-lengths of the helium lines from Runge and Paschen are also given in the tenth column. They are placed within brackets to distinguish them from the absorption lines.
}
connecting two or more wave-lengths means that a shading extends between them, and probably indicates an unresolved group of lines. In many instances the whole group presents the appearance of a single wide line or band, and in these cases the intensity of the group as a whole is given.

The intensities of the flash lines are, of course, entirely relative, and the higher absolute values obtained for No. 11 spectrum are simply due to the greater intensity of this spectrum as a whole compared with No. 9 or No. 13. But since these higher values are prolably more reliable than the others, the "adopted" values are mostly taken fiom No. 11 spectrum.

In Table II. the wave-lengths of the hydrogen lines in each spectrum are compared in the 2nd, 3rd, and 4th columns. The mean values for the three sets of measures are entered in the 5th column, and these are compared with the theoretical values computed from Balmer's formula, given in the 6th column. The last column gives the differences, observation - calculation.

In the formula \(\lambda=\frac{s^{2}}{a\left(s^{2}-4\right)}\) the constant \(a(=27418.75)\) is derived from Row Land's measures of the lines \(\alpha, \beta\), and \(\gamma\) reduced to a vacuum, and the resulting wavelengths are corrected to air in accordance with a table of Runge ('Astronomy and Astrophysics,' vol. 12, No. 5).

Table I.-Eclipse Spectra, May 28, 1900.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{3}{|c|}{Wave-lengths.} & \multicolumn{3}{|c|}{Intensities.} & \multirow[b]{2}{*}{Remarks.} & \multirow[b]{2}{*}{Adopted warelength.} & \multirow[b]{2}{*}{Intensity.} & \multirow[b]{2}{*}{\[
\begin{gathered}
\text { Ware-length } \\
\text { in sun } \\
\text { (RowLaxd). }
\end{gathered}
\]} & \multirow[b]{2}{*}{\[
\begin{aligned}
& \text { Inten- } \\
& \text { sity. }
\end{aligned}
\]} & \multirow[b]{2}{*}{Elcment.} \\
\hline \[
\begin{gathered}
\text { No. } 9 . \\
\text { Latitude } \\
-74^{?} \mathrm{E} .
\end{gathered}
\] & \begin{tabular}{l}
No. 11. \\
Latitude \\
\(-41^{\circ} W\)
\end{tabular} & \[
\begin{aligned}
& \text { No. } 13 . \\
& \text { Latitude } \\
& -75^{\circ} \mathrm{W} .
\end{aligned}
\] & No. 9. & No. 11. & No. 13. & & & & & & \\
\hline - & \(3485 \cdot 90\) & - & - & 10 & - & - . . . . . . . . . . & \(3488 \cdot 9\) & 10 & 3488.517 & 4 & Mn \\
\hline - & \(91 \cdot 31\) & - & - & \(\because 0\) & - & - . . . . . . . . . . & \(31 \cdot 3\) & 20 & 91 -193 & 5 & Ti \\
\hline - & \(93 \cdot 69\) & - & - & 5 & - & 1 Yere indistinct (probe & \(93 \cdot 7\) & 5 & \(\left\{\begin{array}{l}93 \cdot 430 \\ 93 \cdot 834\end{array}\right.\) & \(\left.\begin{array}{l}1 \\ 1\end{array}\right\}\) & \\
\hline - & - & - & - & - & - & \(\}\) group) best on continuous spectrum & - & - & \(94 \cdot 308\) & 2 & Fe \\
\hline - & \(95 \cdot 02\) & - & - & 5 & - & & \(35 \cdot 0\) & 5 & \(94 \cdot 815\) & 2 J & \\
\hline - & \(96 \cdot 39\) & - & - & 30 & - & - . . . . . . . . . & \(96 \cdot 4\) & 30 & \(\left\{\begin{array}{l}96 \cdot 224 \\ 96.348\end{array}\right.\) & 0
2 & \[
\begin{gathered}
\mathrm{Cov} \\
\mathrm{Zr}^{-}
\end{gathered}
\] \\
\hline - & \(97 \cdot 54\) & - & - & 10 & - & Best on continuous spectrum & \(97 \cdot 5\) & 10 & \(\{97 \cdot 668\) & 3 & Mn \\
\hline & & & & & & & & & ( 97:952 & 8 & Fe \\
\hline - & \(3505 \cdot 12\) & - & - & 20 & - & - . . . . . . . . . & \(3505 \cdot 1\) & 20 & \(3505 \cdot 056\) & - & Ti \\
\hline - & 11-10 & - & - & 30 & - & Well defined. & 11.1 & 30 & \(10 \cdot 985\) & 5 & 7 i \\
\hline - & \(12 \cdot 40\) & - & - & 0 & - & . . . & \(12 \cdot 4 \pm\) & 0 & - & - & - \\
\hline - & \(12 \cdot 9\) & - & - & 0 & - & . . . & \(13 \cdot 0 \pm\) & 0 & - & - & - \\
\hline - & 14*2 & - & - & 5 & - & . . . . . . . . . & \(11 \cdot 2\) & 5 & \(\{13 \cdot 965\) & 7 & Fe \\
\hline & & & & & & & & & ( 14.138 & 3 & Ni \\
\hline - & \(15 \cdot 41\) & - & - & 5 & - & - • . . . . . . . & \(15 \cdot 4\) & 5 & \(15 \cdot 206\) & 12 & Ni \\
\hline - & \(17 \cdot 49\) & - & - & 10 & - & . . . . . . . . . . & 17.5 & 10 & \(17 \cdot 446\) & 3 & V \\
\hline - & \(20 \cdot 40\) & - & - & 20 & - & - . . . . . . . . . . & \(20 \cdot 4\) & 20 & 20.397 & 2 & Ti \\
\hline - & \(3524 \cdot 75\) & - & - & 10 & - & Dark line on continuous spectrum, bright hne outside & \(352 *^{\circ} 7\) & 10 & \(3524 \cdot 677\) & 20 & Ni \\
\hline
\end{tabular}

Table I.-Eclipse Spectra, May 28, 1900--continued.


Table I.-Eclipse Spectra, May 28, 1900-continued.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{3}{|c|}{Wave-lengths.} & \multicolumn{3}{|c|}{Intensities.} & \multirow[b]{2}{*}{Remarks.} & \multirow[b]{2}{*}{Adopted wavelength.} & \multirow[b]{2}{*}{Intensity.} & \multirow[b]{2}{*}{Wave-length ill sul (Romland).} & \multirow[b]{2}{*}{Inten. sity.} & \multirow[b]{2}{*}{Element.} \\
\hline \begin{tabular}{l}
No. 9. \\
Latitude \\
\(-74^{\circ} \mathrm{E}\)
\end{tabular} & \[
\begin{aligned}
& \text { No. } 11 . \\
& \text { Latitude } \\
& -41^{2} \mathrm{~W} .
\end{aligned}
\] & \[
\begin{aligned}
& \text { No. } 13 . \\
& \text { Latitude } \\
& -75^{\circ} \mathrm{W} .
\end{aligned}
\] & No. 9. & No. 11. & No. 13. & & & & & & \\
\hline \multirow{7}{*}{\(3789 \times 71\)} & \multirow{3}{*}{\(3587 \cdot 27\)} & \multirow{4}{*}{-} & \multirow{4}{*}{-} & \multirow{4}{*}{7} & \multirow{4}{*}{-} & \multirow[b]{4}{*}{Group of lines} & \multirow{4}{*}{3587-27} & \multirow{4}{*}{7} & 35887-130 & 8 & Fe \\
\hline & & & & & & & & & \(87 \cdot 256\) & 2 & Ti \\
\hline & & & & & & & & & 57.370 & 7 & Co \\
\hline & \multirow[b]{2}{*}{88.041} & & & & & & & & \(87 \cdot 699\) & 5 & Fe \\
\hline & & - & - & 2 & - & . . . . . . . . & 88.04 & 2 & \(88 \cdot 084\) & 6 & Ni \\
\hline & \multirow[t]{2}{*}{\(89 \cdot 91\)} & \multirow[t]{2}{*}{\(3.589 \times 97\)} & \multirow[t]{2}{*}{5} & \multirow[t]{2}{*}{25} & \multirow[t]{2}{*}{5} & \multirow[t]{2}{*}{. . . . . . . . . .} & \multirow[t]{2}{*}{\(89 \cdot 86\)} & \multirow[t]{2}{*}{25} & \{ \(89 \cdot 7 \% 3\) & 5 & ? \\
\hline & & & & & & & & & ( \(89 \cdot 903\) & 5 & ? \\
\hline \(90 \cdot 74\) & \(90 \cdot 70\) & \(90 \cdot 75\) & & \multirow[t]{2}{*}{20} & \multirow[t]{2}{*}{5} & \multirow[t]{3}{*}{On continuous spectrum only in 11} & \multirow[t]{2}{*}{\(90 \cdot 73\)} & \multirow[b]{2}{*}{20} & \{ \(90 \cdot 609\) & 2 & ? \\
\hline & & & & & & & & & \(\{90 \cdot 651\) & 2 & ? \\
\hline - & \(91 \cdot 72\) & - & - & 0 & - & & \(91 \cdot 72\) & 0 & - & - & - \\
\hline 92•19 & \(92 \cdot 22\) & \(92 \cdot 16\) & - & 12 & 0 & - . . . . . . . . . & \(92 \cdot 19\) & 12 & \(92 \cdot 169\) & 2 & Y? \\
\hline \(93 \cdot 61\) & 93.66 & \(93 \cdot 69\) & 5 & 30 & 5 & . . . . . . . . . . . . & \(93 \cdot 65\) & 30 & \(93 \cdot 636\) & 9 & Cr \\
\hline - & \(94 \cdot 94\) & - & - & 5 & - & . . . . . . . . . . . & \multirow[t]{2}{*}{\(94 \cdot 94\)} & \multirow[t]{2}{*}{5} & ¢ \(94 \cdot 78 t\) & \(\epsilon\) & Fe \\
\hline & & & & & & & & & [ 93.017 & 3 & Co \\
\hline \(96 \cdot 2\) & \(96 \cdot 19\) & \(96 \cdot 24\) & 10 & 25 & 5 & - . . . . . . . . . & \(96 \% 2\) & 25 & \(96 \cdot 195\) & 4 & Ti \\
\hline - & \(98 \cdot 00\) & \(97 \cdot 86\) & - & 1 & 0 & \multirow[t]{2}{*}{Narrow line on inner continuous band in 11} & \(97 \cdot 93\) & 1 & \(97 \cdot 854\) & 8 & Ni \\
\hline \(3600 \cdot 92\) & \(3600 \cdot 88\) & \(3600 \cdot 87\) & 15 & 30 & 10 & & \(2600 \times 3\) & 30 & \(3600 \cdot 580\) & 3 & Y \\
\hline \(02 \cdot 04\) & \(02 \cdot 10\) & \(02 \cdot 11\) & 5 & 25 & 10 & - . . . . . . . . . & 02.09 & 25 & 02.060 & 1 & r \\
\hline - & 03.38 & - & - & 2 & - & \multirow[t]{2}{*}{Wide line . . . . . .} & 03.38 & 2 & \(03 \cdot 354\) & 5 & Fe \\
\hline \(03 \cdot 92\) & \(03 \cdot 90\) & 03.70 & 5 & 8 & \multirow[t]{2}{*}{0} & & \multirow[t]{2}{*}{\(03 \cdot 84\)} & \multirow[t]{2}{*}{8} & ¢ \(03 \cdot 532\) & 2 & ? \\
\hline & & & & & & . . . . . . . . . . . & & & \{ \(03 \cdot 922\) & 3 & Ti \\
\hline 0. \(\cdot 49\) & \(05 \cdot 49\) & - & 4 & 15 & - & - . . . . . . . . . & \(05 \cdot 49\) & 15 & \(05 \cdot 479\) & 7 & Cr \\
\hline - & \(06 \cdot 83\) & - & - & 5 & - & - . . . . . . . . . . & 06.83 & 5 & \(00 \cdot 838\) & 6 & Fe \\
\hline 08.73 & \(08 \cdot 99\) & \(08 \cdot 93\) & - & 20 & 2 & . . . . . . . . . . & 08.88 & 20 & \(09 \cdot 008\) & 20 & Fe \\
\hline \(0: 4 \cdot 50\) & - & - & 0 & - & - & . . . . . . . . . . & \(09 \cdot 56\) & 0 & \(09 \cdot 467\) & 51: & Ni \\
\hline - & \(10 \cdot 56\) & - & - & 0 & - & . . . . . . . . . & \(10 \cdot 56\) & 0 & - & - & - \\
\hline \(11 \cdot 27\) & \(11 \cdot 16\) & 11.0 & 5 & 15 & 2 & . . . . . . . & 11.21 & 2 & \(11 \cdot 189\) & 2 & \(\mathrm{Y}, \mathrm{Mg}\) ? \\
\hline & & & & & & & & & \(13 \cdot 947\) & 4 & -. Sc \\
\hline 14 & 140 & 10.0 & 10 & 0 & 10 & Stated on line side in 11 ; vers
long & \(14 \cdot 0\) & 60 & - 14.019 & 3 & ? \\
\hline 14.99 & 14.87 & \(14 \cdot 50\) & 1 & 10 & 1 & Narrow line strongel nearer & \(14 \cdot 89\) & 10 & \(14 \cdot 922\) & 2 & ? \\
\hline 13*59 & \(18 \cdot 92\) & \(18 \cdot 93\) & - & 25 & 5 & . . . . & 18.81 & 25 & 18:919 & 20 & Fe \\
\hline & - & - & 5 & & & . . . . & & & & & \\
\hline \(19 \cdot 64\) & \(19 \cdot 57\) & \(19 \cdot 51\) & - & 10 & 1 & - . - . - . . . & 19.57 & 10 & 19.539 & 8 & Ni \\
\hline \multirow[t]{2}{*}{\(21 \cdot 11\)} & \multirow[t]{2}{*}{\(21 \cdot 42)\)} & - & 0 & 8 & - & \multirow[t]{2}{*}{\(\} \begin{aligned} & \text {. . . . . . . . } \\ & \text { Band in 11, ill defincd in } 13\end{aligned}\)} & \multirow[t]{2}{*}{21-20} & 8 & ¢ \(21 \cdot 244\) & 3 & ? \\
\hline & & \(21 \cdot 70\) & - & - & 0 & & & - & \(\left\{21 \cdot 61{ }^{2}\right.\) & 6 & 1 e \\
\hline \(22 \cdot 00\) & \(22.38)\) & - & 3 & 3 & - & J . . . . . & \(22 \cdot 03\) & 3 & ( \(22.14 \%\) & 6 & Fe \\
\hline \(24 \cdot 95\) & 24.99 & \(25 \cdot 07\) & 10 & 40 & 5 & Good isolated line in 11. . & \(25 \cdot 00\) & 40 & 24.979 & 5 & \(\mathrm{Ti}, \mathrm{re}\) \\
\hline - & \(27 \cdot 9\) & - & - & 0 & - & \multirow[t]{3}{*}{Stronger at centre in 11 and absorption line on R side} & \(27 \cdot 9\) & 0 & \(27 \cdot 953\) & 4 & Co \\
\hline \(28 \cdot 85\) & \(28 \cdot 94\) & \(28 \cdot 75\) & 2 & 7 & 0 & & \multirow[t]{2}{*}{\(28 \cdot 85\)} & \multirow[t]{2}{*}{7} & \(28 \cdot 847\) & 2 & S, Mg ? \\
\hline & & & & & & & & & ( \(30 \cdot 876\) & 4 & ? \\
\hline \multirow[t]{2}{*}{\(80 \cdot 96\)} & \multirow[t]{2}{*}{\(30 \cdot 91\)} & \multirow[t]{2}{*}{\(30 \cdot 91\)} & \multirow[t]{2}{*}{20} & \multirow[t]{2}{*}{45} & \multirow[t]{2}{*}{10} & \multirow[t]{2}{*}{. . . . . . . . . .} & \multirow[t]{2}{*}{\(30 \cdot 93\)} & \multirow[t]{2}{*}{45} & \(30 \cdot 918\) & 3 & ? \\
\hline & & & & & & & & & \(31 \cdot 124\) & 2 & Ca \\
\hline \(36.31 \cdot 64\) & \(3631 \cdot 59\) & \(3631 \cdot 54\) & 5 & 25 & 5 & . . . . . . . & \(3681 \cdot 59\) & 25 & \(3631 \cdot 603\) & 15 & Fe \\
\hline
\end{tabular}

Table I.-Eclipse Spectra, May 28, 1900—continued.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{3}{|c|}{Ware-lengths.} & \multicolumn{3}{|c|}{Intensities.} & \multirow[b]{2}{*}{Remarks.} & \multirow[b]{2}{*}{Adopted wavelength.} & \multirow[b]{2}{*}{Intensity.} & \multirow[b]{2}{*}{Wave-length in sun (Rowland).} & \multirow[b]{2}{*}{Intensity.} & \multirow[b]{2}{*}{Element.} \\
\hline \begin{tabular}{l}
No. 9. \\
Latitude \\
\(-74^{\circ} \mathrm{E}\).
\end{tabular} & No. 11. Latitude \(-41^{\circ} \mathrm{W}\). & No. 13. Latitude \(-75^{\circ} \mathrm{W}\). & No. 9. & No. 11. & No. 13. & & & & & & \\
\hline \(3633 \cdot 20\) & \(3633 \cdot 22\) & 3633.23 & 4 & 20 & 4 & . . . . . . . . . . . & 3633.22 & 20 & \(3633 \cdot 277\) & 2 & Y \\
\hline 34.42 & \(34 \cdot 55\) & - & 2 & 5 & - & Diffuse in 9 . . . . . . . & \(34 \cdot 48\) & 5 & (3634-393) & - & He \\
\hline - & \(35 \cdot 57\) & - & - & 1 & - & - . . . . . . . . . . & \(35 \cdot 57\) & 1 & \(35 \cdot 608\) & 4 & Ti, Fe \\
\hline - & \(36 \cdot 73\) & - & - & 7 & - & \(\cdot\) & \(36 \cdot 73\) & 7 & \(36 \cdot 608\) & 4 & Cr ? \\
\hline - & 3850 & - & - & 2 & - & . . . . . . . . . . & 38.50 & 2 & \(38 \cdot 442\) & 3 & Fe \\
\hline \(40 \cdot 56\) & - & - & 1 & - & - & - . . . . . . . . . . & 4056 & 1 & \(40 \cdot 535\) & 6 & \(\mathrm{Cr}-\mathrm{Fe}\) \\
\hline 41.50 & \(41 \cdot 51\) & \(41 \cdot 42\) & 20 & 40 & 10 & & 41-48 & 40 & \(41 \cdot 473\) & 4 & Ti \\
\hline & & & & & & Well defined in 13 & & & \(\int 42 \cdot 820\) & 7 & Ti \\
\hline \(42 \cdot 90\) & \(42 \cdot 96\) & \(42 \cdot 93\) & 20 & 45 & 10 & & \(42 \cdot 93\) & 45 & \(42 \cdot 912\) & 2 & Sc \\
\hline & & & & & & & & & ( \(42 \cdot 965\) & 3 & ? \\
\hline - & \(43 \cdot 9\) & - & - & 0 & - & Exceedingly fine line 11 & \(43 \cdot 9\) & 0 & - & - & - \\
\hline \(45 \cdot 45\) & \(45 \cdot 46\) & \(45 \cdot 36\) & 5 & 15 & 5 & . . . . . . . . . & \(45 \cdot 43\) & 15 & \{ \(45 \cdot 429\) & 3 & ? \\
\hline & & & & & & & & & \{ 45.475 & 3 & Sc ? \\
\hline \(47 \cdot 95\) & \(47 \cdot 98\) & \(48 \cdot 02\) & 4 & 15 & 5 & Diffuse in 9 & \(47 \cdot 98\) & 15 & 47.988 & 12 & re \\
\hline \(49 \cdot 46\) & \(49 \cdot 54\) & \(49 \cdot 51\) & - & \(\stackrel{3}{5}\) & 0 & & 49.50 & 5 & \{ \(49 \cdot 476\) & 3 & Co \\
\hline & & & 3 & & & & & & ( \(49 \cdot 654\) & 5 & Fe, La \\
\hline 50.51 & \(50 \cdot 41\) & - & - & 2 & - & . . . . . . . . . . & \(50 \cdot 46\) & 2 & \(\{50 \cdot 178\) & 4 & Fe \\
\hline & & & & & & & & & [ 50.423 & 5 & re \\
\hline \(51 \cdot 87\) & 51.88 & 51.81 & 10 & 18 & 8 & Wide in 13. & 51.85 & 18 & \(\{51 \cdot 614\) & 7 & Fe \\
\hline & & & & & & & & & [ \(51 \cdot 940\) & 4 & Sc \\
\hline \(53 \cdot 77\) & 53.62 & \(53 \cdot 61\) & 1 & 5 & 0 & Very diffuse in 11. & \(53 \cdot 67\) & 5 & 53.637 & 5 & Ti \\
\hline 55.59 & \(55 \cdot 87\) & - & 1 & ј & - & Ditto & \(55 \cdot 73\) & 5 & 55.609 & 3 & Fe \\
\hline & & & & & & & & & ( 55.801 & 3 & \% \\
\hline \(57 \cdot 94\) & \(57 \cdot 97\) & - & 0 & 0 & - & -•••••••••• & \(57 \cdot 96\) & 0 & \(58 \cdot 044\) & 3 & \(\mathrm{Co}, \mathrm{Fe}, \mathrm{Mn}\) \\
\hline \(59 \cdot 96\) & 59.85 & \(59 \cdot 71\) & 5 & 12 & 5 & - . . . . . . . . . . & \(59 \cdot 84\) & 12 & \(59 \cdot 901\) & 5 & re-Ti \\
\hline - & 61.31 & - & - & 1 & - & - . . . . . . . . . . & \(61 \cdot 31\) & 1 & - & - & H \\
\hline \(62 \cdot 34\) & \(62 \cdot 34\) & \(62 \cdot 39\) & 8 & 15 & 5 & . . . . . . . . . . & \(62 \cdot 35\) & 15 & \(62 \cdot 378\) & 5 & H, Ti \\
\hline \(63 \cdot 49\) & \(63 \cdot 58\) & \(63 \cdot 58\) & 0 & 4 & 0 & . . . . . . . . . . . . & \(63 \cdot 55\) & 4 & 63.541 & 3 & ? \\
\hline & & & & & & . . . . . . . . . . . . & & 4 & ( \(63 \cdot 596\) & 3 & \(\mathrm{Fe}, 11\) \\
\hline \(64 \cdot 72\) & \(64 \cdot 73\) & 64•76 & 3 & 10 & 4 & . . . . . . . . . . . & 64-74 & 10 & \(64 \cdot 760\) & 2 & 11, Y \\
\hline 66.31 & \(66 \cdot \mathrm{Ii}\) & \(66 \cdot 33\) & 1 & 6 & 2 & . . . . . . . . . . . & \(66 \cdot 25\) & 6 & - & - & H \\
\hline \(67 \cdot 90\) & \(67 \cdot 77\) & \(67 \cdot 81\) & 1 & 8 & 2 & - . . . . . . . . . . & \(67 \cdot 83\) & 8 & - & - & \({ }^{\text {H }}\) \% \\
\hline \(69 \cdot 52\) & \(69 \cdot 58\) & \(69 \cdot 55\) & 3 & 10 & 3 & . . . . . . . . . . & \(69 \cdot 55\) & 10 & \(69 \cdot 666\) & 4 & \(\mathrm{H}-\mathrm{Fe}\) \\
\hline 11.50 & \(71 \cdot 48\) & \(71 \cdot 61\) & 3 & 12 & 3 & - . . . . . . . . . . & 71.53 & 12 & - & - & \(\mathrm{H}_{\chi}\) \\
\hline 73.96 & 73.82 & 73.90 & 3 & 15 & 4 & - . . . . . . . . . . & -3.89 & 15 & - & - & \(\mathrm{H}_{\phi}\) \\
\hline 74.85 & 74.85 & 74.87 & 1 & 5 & 1 & - . . . . . . . . . . & \(74 \cdot 85\) & 5 & 74.865 & 1 & Zr \\
\hline \(76 \cdot 56\) & \(76 \cdot 42\) & 76.55 & 5 & 18 & 5 & . . . . . . . . . . . & \(76 \cdot 51\) & 18 & - & - & \(\mathrm{H} \nu\) \\
\hline \(77 \cdot 85\) & 7\%-75 & \(77 \cdot 95\) & 5 & 15 & 3 & . . . . . . . . . . . & \(77 \cdot 85\) & 15 & \(\int 77.831\) & 3 & ? \\
\hline & & & & & & & & & ( 77.991 & 3 & ? \\
\hline 79-59 & \(79 \cdot 45\) & 79.52 & 8 & 30 & 8 & Very broad in 11; probably & 79.52 & 30 & - & - & \(\mathrm{H}_{\text {т }}\) \\
\hline \(80 \cdot 84\) & - & \(80 \cdot 00\) & 0 & - & 1 & . . . & \(80 \cdot 43\) ? & 0 & 80.069 & 9 & Fe \\
\hline 82.98 & \(82 \cdot 88\) & \(82 \cdot 95\) & 5 & 20 & 5 & Wide and ill-defined in 9. & \(82 \cdot 94\) & 20 & - & - & \(\mathrm{H} \boldsymbol{\sigma}\) \\
\hline \(84 \cdot 29\) & - & - & 0 & - & - . & . . & \(84 \cdot 29\) & 0 & \(84 \cdot 258\) & 7 & re \\
\hline \(3685 \cdot 34\) & \(3685 \cdot 31\) & \(3685 \cdot 42\) & 40 & 60 & 30 & . . . . . . . . . . . & \(3685 \cdot 36\) & 60 & \(3685 \cdot 339\) & 10 & Ti \\
\hline \multicolumn{3}{|l|}{VOL. CCI. -A ,} & & & & 3 Q & & & & & \\
\hline
\end{tabular}

Table I.-Eclipse Spectra, May 28, 1900-continued.


Table I.-Eclipse Spectra, May 28, 1900-continued.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{3}{|c|}{Ware-lengths.} & \multicolumn{3}{|c|}{1 ntensities.} & \multirow[b]{2}{*}{Remarks.} & \multirow[b]{2}{*}{\begin{tabular}{l}
Adopted \\
length.
\end{tabular}} & \multirow[b]{2}{*}{\[
\underset{\substack{\text { Inten- } \\ \text { sity }}}{ }
\]} & \multirow[b]{2}{*}{Wave-leng'h in sum (RUWLAND)} & \multirow[b]{2}{*}{\[
\begin{gathered}
\text { Inten- } \\
\text { sity. }
\end{gathered}
\]} & \multirow[b]{2}{*}{Element.} \\
\hline \[
\begin{aligned}
& \text { No. } 9 . \\
& \text { Latitude } \\
& -74^{\prime} \text { E. }
\end{aligned}
\] & \[
\begin{aligned}
& \text { Yo. } 11 \\
& \text { Latatite } \\
& -41^{\circ} \mathrm{W}
\end{aligned}
\] & \[
\begin{aligned}
& \text { No. } 13 . \\
& \text { Latitude } \\
& \text { Lastude }
\end{aligned}
\] & No. 9 & No 11. & No. 13. & & & & & & \\
\hline 3737.03 & \(3737 \cdot 13\) & 3737.05 & 15 & 35 & 10 & \multirow[t]{2}{*}{Absorption line coincides in 9 ; molably 2 lines in 1 ?} & \multirow[t]{2}{*}{339509} & \multirow[t]{2}{*}{35} & \multirow[t]{2}{*}{\(\left\{\begin{array}{r}3737 \cdot 0.9 \\ 37 \cdot 2.81\end{array}\right.\)} & : & \({ }^{\text {ann, }} \mathrm{Ca}\) \\
\hline \(38 \cdot 39\) & & & & & & & & & & 30 & Fe \\
\hline & \(38 \cdot 41\) & - & 0 & 3 & - & - . . . . . . . . & \(38 \cdot 40\) & 3 & \(23 \cdot 466\) & 6 & ? \\
\hline 39•33 & 39.51 & - & 1 & 3 & - & - . . . & \(39 \cdot 42\) & 3 & 39:370 & 3 & Ni \\
\hline - & \(40 \cdot 59\) & - & - & 1 & - & . . . . . . . . . . & \(10 \cdot 59\) & 1 & - & - & - \\
\hline \(41 \cdot 76\) & 41.81 & \({ }_{41} \cdot 69\) & 15 & 25 & 5 & Shaderi on V -side in 9. & \(11 \cdot \frac{15}{}\) & 25 & \(41 \cdot 791\) & 4 & Ti \\
\hline \(43 \cdot 64\) & \multirow[t]{2}{*}{\(43 \cdot 53\)} & \multirow[t]{2}{*}{\(43 \cdot 45\)} & \multirow[t]{2}{*}{5} & \multirow[t]{2}{*}{3} & \multirow[t]{2}{*}{1} & \multirow[t]{2}{*}{Diffuse in 9} & \multirow[t]{2}{*}{\(43 \cdot 54\)} & \multirow[t]{2}{*}{8} & 43.503 & 0 & \(\mathrm{Fe}-\mathrm{Ti}\) \\
\hline & & & & & & & & & \(43 \cdot 6.6\) & 2 & ? \\
\hline \multirow[t]{2}{*}{45.80} & \multirow[t]{2}{*}{45.83} & \multirow[t]{2}{*}{\(45 \cdot 76\)} & \multirow[t]{2}{*}{15} & \multirow[t]{2}{*}{30} & \multirow[t]{2}{*}{5} & \multirow[t]{2}{*}{'Ausorption line coincides in. 9.} & \multirow[t]{2}{*}{\(45 \cdot 80\)} & \multirow[t]{2}{*}{30} & \(45 \cdot 717\) & 8 & Fe \\
\hline & & & & & & & & & 46.038 & \(6^{6}\) & Fe \\
\hline \(43 \cdot 4\) & 48.4 & \(18 \cdot 26\) & ј & 10 & 5 & Diffuse & \(48 \cdot 31\) & 10 & \(48 \cdot 403\) & 10 & Fe \\
\hline - & - & \(49 \cdot 47\) & - & - & 1 & . . . & \(49 \cdot 47\) & 1 & \(49 \cdot 631\) & 20 & re \\
\hline \(50 \% 5\) & \(50 \cdot 29\) & \(50 \cdot 26\) & 35 & 50 & 25 & . . . . . . . . & \(50 \cdot 27\) & 50 & - & - & \({ }_{\text {H }}\) к \\
\hline \({ }^{51} \cdot 66\) & \(51 \cdot 71\) & - & 1 & 3 & - & Very fine line in 9 and 11 & \(51 \cdot 68\) & 3 & - & - & - \\
\hline \(52 \cdot 80\) & \(52 \cdot 64\) & - & 0 & 0 & - & - . . . . . . & 52.72 & 0 & - & - & - \\
\hline \(53 \cdot 69\) & \(53 \cdot 86\) & - & 1 & 2 & - & Vers tine line in \(9 .\). & 53.77 & 2 & 53.732 & 6 & Fe-Ti \\
\hline 5154 & - & - & 0 & - & - & . . . . . . . . . & \(5+74\) & 0 & - & - & - \\
\hline 55.56 & \(55 \cdot 72\) & - & 0 & 0 & - & . . . . . . . . . . & \(55 \cdot 64\) & 0 & - & - & - \\
\hline 57.72 & 57.84 & \(57 \cdot 81\) & 5 & 10 & 1 & Poor definition in 11; diffuse on V -side in 9 & \(57 \cdot 79\) & 10 & \(57 \cdot 221\) & \(\pm\) & Cr-Ti \\
\hline \multirow[t]{2}{*}{\(59 \cdot 41\)} & \multirow[t]{2}{*}{\(59 \cdot 40\)} & \multirow[t]{2}{*}{\(59 \cdot 38\)} & \multirow[t]{2}{*}{40} & \multirow[t]{2}{*}{50} & \multirow[t]{2}{*}{20} & \multirow[t]{2}{*}{.......} & \multirow[t]{2}{*}{\(59 \cdot 40\)} & \multirow[t]{2}{*}{50} & 58.375 & \({ }^{5}\) & Fe \\
\hline & & & & & & & & & \(59 \cdot 447\) & 12 & Ti \\
\hline 6141 & \(61 \cdot 38\) & \(61 \cdot 49\) & 40 & 55 & 20 & - . . . . & \(61 \cdot 44\) & 55 & \(61 \cdot 46\) & 7 & T1 \\
\hline 63.89 & \({ }^{63} \cdot 96\) & \(63 \cdot 91\) & 3 & 12. & 3 & Diffuse in 9 & \(63 \cdot 93\) & 12 & 63.945 & 10 & Fe \\
\hline - & \(65 \cdot 71\) & \(65 \cdot 59\) & - & 2 & 0 & . . . . . . . . & \(65 \cdot 65\) & 2 & 65.689 & 6 & Fe \\
\hline \(66 \cdot 98\) & 67-29 & \(67 \cdot 34\) & 2 & 10 & 3 & Very difuse in 9 & \(67 \cdot 31\) & 10 & \(67 \cdot 341\) & 8 & Fe \\
\hline 68-39 & 68.38 & \(68 \cdot 3+\) & 2 & 1 & 0 & Diffluse ; on continuous spectuin only in 11 & \(68 \cdot 37\) & 1 & \(68 \cdot 385\) & 2 & \(\mathrm{C}-\mathrm{Cr}-\mathrm{Fe}-\mathrm{C}\) \\
\hline \({ }^{69 \cdot 63}\) & - & - & 1 & - & - & . . . . . . . . . & 69.63 & 1 & - & - & - \\
\hline \(70 \cdot 70\) & 70:\%8 & 70.70 & 45 & 55 & 30 & . . . . . . . . . . & \(70 \cdot 73\) & 55 & - & - & \(\mathrm{H}_{2}\) \\
\hline \(74 \cdot 46\) & \(74 \cdot 47\) & - & 10 & 15 & - & - . . . & \(74 \cdot 46\) & \({ }^{15}\) & 74473 & 3 & Y \\
\hline \(75 \cdot 71\) & \(75 \cdot 59\) & \(75 \cdot 54\) & - & - & 3 & & & - & 75.717 & 7 & Ni \\
\hline \multirow[t]{3}{*}{\[
\left\lvert\, \begin{aligned}
& - \\
& i 0 \cdot 52
\end{aligned}\right.
\]} & \multirow[t]{3}{*}{} & \multirow[t]{3}{*}{\[
-
\]} & \multirow[t]{3}{*}{\({ }^{2}\)} & \multirow[t]{3}{*}{\[
\begin{gathered}
8 \\
-
\end{gathered}
\]} & \multirow[t]{3}{*}{-} & \multirow[t]{3}{*}{Uniform band or wide line \(\}_{\text {in } 11}\)} & \multirow[t]{3}{*}{\[
\begin{aligned}
& - \\
& 76 \cdot 64
\end{aligned}
\]} & \multirow[t]{3}{*}{\({ }^{8}\)} & 76.198 & 2 & Ti \\
\hline & & & & & & & & & \(76 \cdot 600\) & 3 & Fe \\
\hline & & & & & & & & & 76.698 & 1 & \({ }^{3} \mathrm{n}\) \\
\hline \(77 \cdot 0\) & \(77 \cdot 69\) & - & - & - & - & & 77.54 & - & \(77 \cdot 593\) & 3 & Fe \\
\hline - & - & - & 1 & 1 & & & & & 78.203 & 2 & Ni \\
\hline \multirow[t]{2}{*}{78.49} & \multirow[t]{2}{*}{\(78 \cdot 73\)} & \multirow[t]{2}{*}{-} & \multirow[t]{2}{*}{-} & \multirow[t]{2}{*}{} & \multirow[t]{2}{*}{\[
\begin{aligned}
& - \\
& -
\end{aligned}
\]} & & \multirow[t]{2}{*}{\({ }_{78 \cdot 61}\)} & \multirow[t]{2}{*}{-} & 78.463 & 3 & Fe \\
\hline & & & & & & & & & 78.652 & 2 & Fe \\
\hline \multirow[t]{2}{*}{79.64} & \multirow[t]{2}{*}{79.58} & \multirow[t]{2}{*}{-} & \multirow[t]{2}{*}{1} & \multirow[t]{2}{*}{3} & \multirow[t]{2}{*}{-} & \multirow[t]{2}{*}{Interrupten line in 11.} & \multirow[t]{2}{*}{\(79 \cdot 61\)} & \multirow[t]{2}{*}{3} & 79.569 & 4 & Fe \\
\hline & & & & & & & & & 79.657 & 2 & Fe \\
\hline \(80 \cdot 52\) & - & - & - & - & - & . . . . . . . . & \(80 \cdot 52\) & - & - & - & - \\
\hline \(82 \cdot 43\) & - & - & 0 & - & - & . . . . . . . . . . & \(82 \cdot 43\) & 0 & - & -. & - \\
\hline \(83 \cdot 40\) & \(3783 \cdot 57\) & \(3783 \cdot 16\) & 3 & 8 & 1 & - . . . . . . & \(83 \cdot 48\) & 8 & \(3783 \cdot 674\) & 6 & Ni \\
\hline \(3784 \cdot 03\) & - & - & 0 & - & - & - & 3784.03 & 0 & - & - & - \\
\hline
\end{tabular}

Table I.-Eclipse Spectra, May 28, 1900-continued.


Table I.-Eclipse Spectra, May 28, 1900-continued.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{3}{|c|}{Wave-lengtlis.} & \multicolumn{3}{|c|}{Intensities.} & & \multirow[b]{2}{*}{Adopted wavelength.} & \multirow[b]{2}{*}{Intensity.} & \multirow[b]{2}{*}{Wave length in sun (Rorland).} & \multirow[b]{2}{*}{Intensity.} & \multirow[b]{2}{*}{Element.} \\
\hline No. 9. Latitude \(-74^{\circ} \mathrm{E}\). & \[
\begin{aligned}
& \text { No. 11. } \\
& \text { Latitude } \\
& -41^{\circ} \mathrm{W} .
\end{aligned}
\] & No. 13. Latitude \(-7.0^{\circ} \mathrm{W}\). & No. 9. & No. 11. & No. 13. & Remarks. & & & & & \\
\hline \(3829 \cdot 51\) & 3829 - 3 & \(3829 \cdot 59\) & 5 & 1is & 6 & . . . . . . . . . . . . & \(3829 \cdot 54\) & 15 & \(38 \% 9 \cdot 001\) & 10 & Mg \\
\hline \(30 \cdot 71\) & \(30 \cdot 93\) & \(30 \cdot 85\) & 1 & 1 & 0 & . . . . . . . . . . . & \(30 \cdot 83\) & 1 & - & - & - \\
\hline \(32 \cdot 51\) & \(32 \cdot 42\) & \(32 \cdot 45\) & 12 & 25 & 8 & - . . . . . . . . . . & \(32 \cdot 46\) & 25 & \(32 \cdot 450\) & 15 & Mg \\
\hline - & - & - & - & - & - & A line is distincty visible, but was not measured, on \(V\) side of IIn & - & - & \(34 \cdot 364\) & 10 & Fe \\
\hline \(35 \cdot 45\) & \(35 \cdot 51\) & \(35 \cdot 6\) & 50 & 65 & 40 & - . . . . . . . . . . . & \(35 \cdot 51\) & 65 & - & - & H \(\eta\) \\
\hline \(36 \cdot 87\) & \(36 \cdot 99\) & - & 0 & 1 & - & - . . . . . . . . . . . & \(36 \cdot 93\) & 1 & \(36 \cdot 905\) & 1 & Zr ?, Ti \\
\hline 38.47 & \(38 \cdot 39\) & \(38 \cdot 44\) & 20 & 30 & 10 & - & \(38 \cdot 43\) & 30 & \(38 \cdot 435\) & 25 & Mg \\
\hline 40.88 & \(40 \cdot 57\) & \(40 \cdot 90\) & 1 & 4 & 1 & . . . . . . . . . . . . & \(40 \cdot 78\) & 4 & \(40 \cdot 380\) & 8 & Fe \\
\hline - & \(41 \cdot 11\) & - & - & 4 & - & - • • - & \(41 \cdot 11\) & 4 & \(41 \cdot 195\) & 10 & \(\mathrm{Fe} \cdot \mathrm{Mn}\) \\
\hline \(42 \cdot 18\) & \(42 \cdot 11\) & - & 0 & 0 & - & - . . . . . . . . . . & \(42 \cdot 14\) & 0 & \(42 \cdot 191\) & 3 & Co \\
\hline & & & & & & & & & \(43 \cdot 127\) & 3 & C \\
\hline \(43 \cdot 25\) & \(43 \cdot 28\) & \(43 \cdot 14\) & 1 & 3 & 0 & . . . . . . . . . . . & \(43 \cdot 20\) & 3 & \(43 \cdot 195\) & 2 & \(\mathrm{Fe}-\mathrm{C}\) \\
\hline & & & & & & & & & \(43 \cdot 404\) & 4 & Fe \\
\hline - & \(45 \cdot 51\) & \(45 \cdot 56\) & - & 1 & 0 & - . . . . . . . . . . . & \(45 \cdot 93\) & 1 & \(45 \cdot 606\) & 8 & \(\mathrm{C}-\mathrm{Co}\) \\
\hline \(46 \cdot 80\) & \(46 \cdot 97\) & - & 0 & 1 & - & . . . . . . . . . . . . & \(46 \cdot 88\) & 1 & \(46 \cdot 943\) & 5 & Fe \\
\hline 47.70 & 48.16 & - & 0 & 0 & - & . . . . . . . . . . . . & \(47 \cdot 93\) & 0 & - & - & - \\
\hline \(49 \cdot 07\) & \(48 \cdot 92\) & - & 0 & 0 & - & . . . . . & \(49 \cdot 00\) & 0 & \(49 \cdot 140\) & 3 & La-C \\
\hline \(49 \cdot 84\) & \(50 \cdot 15\) & - & 0 & 2 & - & Diffinse but well defined in outer band in 11 & \(50 \cdot 15\) & 2 & \(50 \cdot 118\) & 10 & \(\mathrm{Fe}-\mathrm{Cl}^{\circ}\) \\
\hline \(51 \cdot 93\) & - & - & 0 & - & - & '• . . & 51.9 & 0 & - & - & - \\
\hline \(52 \cdot 77\) & - & - & 0 & - & - & - • . . & \(52 \cdot 8\) & 0 & 52.714 & 4 & \[
\begin{gathered}
\mathrm{Fe} \\
\mathrm{CCCC}, \& \mathrm{C}
\end{gathered}
\] \\
\hline \(54 \cdot 68\) & \(54 \cdot 71\) & - & 0 & 1 & - & - • - & \(54 \cdot 70\) & 1 & \(54 \cdot 707\) & 2 N & C \\
\hline \(56 \cdot 45\) & \(56 \cdot 50\) & 56.41 & 2 & 15 & 5 & . . . . . . . . . . & \(56 \cdot 47\) & 15 & \(56 \cdot 524\) & 8 & Fe \\
\hline - & \(58 \cdot 56\) & \(58 \cdot 51\) & - & 1 & 0 & 11] delined in ? & \(58 \cdot 53\) & 1 & \(58 \cdot 442\) & 7 & Ni \\
\hline 59.90 & \(60 \cdot 04\) & \(59 \cdot 96\) & 10 & 25 & 6 & Strong on outer band in 11. & \(60 \cdot 00\) & 25 & \(60 \cdot 055\) & 20 & \(\mathrm{Fe}-\mathrm{C}\) \\
\hline \(61 \cdot 61\) & 61.68 & \(61 \cdot 72\) & 2 & 2 & 0 & Only visible at centre in 11; ill defined in 9 & \(61 \cdot 67\) & 2 & \(61 \cdot 681\) & 1 & C \\
\hline \(62 \cdot 70\) & \(62 \cdot 91\) & - & 0 & 0 & - & - . . . . - . & \(62 \cdot 80\) & 0 & - & - & - \\
\hline \(63 \cdot 50\) & - & - & 0 & - & - & - . . . . . . . . . & \(63 \cdot 50\) & 0 & \(68 \cdot 533\) & 3 & C \\
\hline - & \(65 \cdot 64\) & - & - & 2 & - & - & \(65 \cdot 64\) & 2 & \(65 \cdot 674\) & 7 & \(\mathrm{Fe}-\mathrm{C}\) \\
\hline \(71 \cdot 75\) & \(71 \cdot 88\) & 71-8 & 1 & 2 & 1 & - . . . . . . . . . . . & \(71 \cdot 74\) & 2 & - & - & - \\
\hline - & \(72 \cdot 71\) & - & - & 2 & - & . . . . . . & \(72 \cdot 71\) & 2 & \(72 \cdot 639\) & 6 & Fe \\
\hline \(74 \cdot 25\) & \(74 \cdot 14\) & \(74 \cdot 34\) & - & - & - & Head of second cyanogen band & 74.24 & 1 & - & - & - \\
\hline \(78 \cdot 74\) & \(78 \cdot 80\) & \(78 \cdot 65\) & 6 & 15 & 5 & A double line on 2 images not measured, apparently single on others & 78•7\% & 15 & \(78 \cdot 720\) & 7 N & Fe \\
\hline 79-30 & - & - & 0 & - & - & - . . . - . - . . . & \(79 \cdot 70\) & 0 & \(79 \cdot 716\) & 1 & C \\
\hline \(83 \cdot 61\) & \(83 \cdot 65\) & \(83 \cdot 68\) & 一 & - & - & Head of cyanogen band, scarcely visible on outer band in 11 & \(83 \cdot 65\) & - & \(83 \cdot 568\) & - & Edge of C
band \\
\hline \(85 \cdot 64\) & - & - & 0 & - & - & - . . . . . . . . . . . & \(85 \cdot 64\) & 0 & \(85 \cdot 657\) & 4 & Fe \\
\hline 86.47 & \(86 \cdot 49\) & \(86 \cdot 39\) & 5 & 10 & 4 & . . . . . . . . . . & 86.45 & 10 & \(3886 \cdot 434\) & 15 & Fe \\
\hline \(89 \cdot 24\) & \(89 \cdot 09\) & \(89 \cdot 12\) & 60 & 75 & 50 & . . . . . . . . & \(89 \cdot 15\) & 75 & - & - & Hら \\
\hline \(3891 \cdot 17\) & \(90 \cdot 95\) & \(3891 \cdot 08\) & 1 & 2 & 0 & On continuous spectrom only in 11 & \(91 * 07\) & 2 & - & - & - \\
\hline - & 3892 -30 & - & - & 0 & - & - . . . . . . . . . . . & \(3892 \cdot 3\) & 0 & i & - & - \\
\hline
\end{tabular}

Table I．－－Eclipse Spectra，May 28，1900－－－continued．
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{3}{|c|}{Wave－lengths．} & \multicolumn{3}{|c|}{Intensitics．} & \multirow[b]{2}{*}{Remarles．} & \multirow[b]{2}{*}{Adopted ware－ lengtli．} & \multirow[b]{2}{*}{Inten－ sity．} & \multirow[b]{2}{*}{Wiare－length in sun （ROWLASD）．} & \multirow[b]{2}{*}{Inten－ Eity．} & \multirow[b]{2}{*}{Element．} \\
\hline \[
\begin{gathered}
\text { No. } 9 . \\
\text { Latitude } \\
-7 t^{2} \mathrm{E} .
\end{gathered}
\] & \begin{tabular}{l}
No． 11. \\
Latitude \\
-41 ＇W．
\end{tabular} & \begin{tabular}{l}
N゙o． 13. \\
Latitude \\
\(-75^{\circ} \mathrm{W}\) 。
\end{tabular} & No． 9. & No． 11. & No． 13. & & & & & & \\
\hline \(3893 \cdot 31\) & \(3893 \cdot 17\) & \(3993 \cdot 59\) & 0 & 0 & 0 & －．．．．．．．．．． & \(3893 \cdot 35\) & 0 & － & － & － \\
\hline 94.24 & 94.49 & － & － & － & － & －．．．．．．．．．． & \(94 \cdot 30{ }^{\circ}\) & 0 & \[
94 \cdot 211
\] & 8 & \(\mathrm{Cr}, \mathrm{CO}\) \\
\hline \multirow[t]{2}{*}{\(95 \cdot 14\)} & － & － & 1 & － & － & －．．．．．．．．．．． & － & － & \(95 \cdot 119\) & 3 & Co \\
\hline & \(95 \cdot 81\) & \(95 \cdot 91\) & － & 10 & 3 & In No． 9 perhaps 2 lines， \(3595 \cdot 1\) and \(96^{\circ} 5\) & 95.85 & 10 & \(95 \cdot 503\) & 7 & Fe \\
\hline 96.52 & － & － & 1 & － & － & －．．．．．．．．．． & － & － & － & － & － \\
\hline \(98 \cdot 15\) & \(98 \cdot 31\) & 98.09 & 0 & 1 & 0 & ．．．．．．．．．．． & \(98 \cdot 18\) & 1 & \(95 \cdot 1: 5\) & 5 & r \\
\hline 99.59 & 99.88 & \(99 \cdot 95\) & 1 & 3 & 0 & Narrow line in 11 & \(99 \cdot 92\) & 3 & \(99 \cdot 650\) & S & Fe \\
\hline \(3900 \cdot 75\) & \(3900 \cdot 65\) & \(3900 \cdot 63\) & 10 & 25 & 8 & Poor detinition in 13 & \(3900 \cdot 68\) & 25 & \(3900 \cdot 681\) & 5 & Ti－Fe \\
\hline \(03 \cdot 17\) & \(03 \cdot 19\) & \(03 \cdot 13\) & 1 & 7 & 1 & －－．．．．．．．．． & \(03 \cdot 16\) & 7 & \(0.3 \cdot 090\) & 10 & \(\mathrm{Cr},-\mathrm{Fe}, \mathrm{Mo}\) \\
\hline \(05 \cdot 62\) & 05.69 & \(05 \cdot 74\) & 1 & 5 & 1 & －．．．．．．．．．．． & U5．68 & 5 & \(05 \cdot 660\) & 12 & Si \\
\hline － & 06.45 & \(06 \cdot 65\) & － & 3 & 0 & ．．．．．．．．．．．． & 06.55 & 3 & \(06 \cdot 628\) & 10 & Fe \\
\hline \(07 \cdot 24\) & 07：31 & － & 1 & 0 & － & －．．．．．．．．．． & \(07 \cdot 20\) & 0 & － & － & － \\
\hline \(08 \cdot 48\) & \(08 \cdot 71\) & － & 0 & 1 & － & －．．．．．．．．．． & 08.60 & 1 & － & － & － \\
\hline \(09 \cdot 95\) & \(09 \cdot 98\) & － & 0 & 0 & － & －．．．．．．．．．． & \(09 \cdot 97\) & 0 & \[
\left\{\begin{array}{l}
09 \cdot 802 \\
09 \cdot 9 \cdot 0
\end{array}\right.
\] & 4
5 & Fe
\(\mathrm{Fe}, \mathrm{Y}\) \\
\hline － & \(11 \cdot 22\) & － & － & 0 & － & －－．－．．．．．．． & 11.22 & 0 & － & － & － \\
\hline \(\cdots\) & \(12 \cdot 37\) & － & － & 1 & － & －••••••••••• & \(12 \cdot 37\) & 1 & － & － & － \\
\hline 13.57 & 13.55 & 13：35 & 10 & 25 & 6 & ．．．．．．．．．．．． & \(13 \cdot 56\) & 25 & \(13 \cdot 609\) & 5 & Ti－ \\
\hline 14．52 & \(14 \cdot 52\) & \(14 \cdot 67\) & 0 & 1 & 1 & On enntinuous spectrum only in 11；diffuse in all & \(14 \cdot 57\) & 1 & \(14 \cdot 566\) & 1 & ？ \\
\hline \(16 \cdot 07\) & \(16 \cdot 15\) & \(16 \cdot 17\) & 10 & 3 & 2 & ．．．．．．．．．．．． & \(16 \cdot 10\) & 3 & \(\left\{\begin{array}{l}16 \cdot 079 \\ 16 \cdot 207\end{array}\right.\) & 1
0 & \(\mathrm{Zir}^{2}, \mathrm{~L} 2\) \\
\hline \multirow[b]{2}{*}{18•53} & & & & & & & & & \(10 \cdot 464\) & 4 & Fe \\
\hline & \(15 \cdot 53\) & \(18 \cdot 51\) & 1 & 1 & 4 & Wide in 13 & 18.53 & 1 & （ 18：563 & 4 & Fe \\
\hline \(20 \cdot 28\) & \(20 \cdot 31\) & \(20 \cdot 41\) & 0 & 8 & 5 & Wide in 13 & \(20 \cdot 33\) & 8 & \(20 \cdot 410\) & 10 & Fe \\
\hline － & － & 21.90 & － & － & 0 & & \(21 \cdot 9\) & 0 & \(21 \cdot 855\) & 4 & Ce， \(\operatorname{Inn}-\mathrm{Z} \mathrm{l}^{\text {r }}\) \\
\hline － & － & 22.68 & － & － & 1 & Narow & \(22 \cdot 7\) & 1 & \(22 \cdot 560\) & 1 N & V \\
\hline \(23 \cdot 13\) & \(23 \cdot 13\) & \(23 \cdot 18\) & 1 & ＊ & 3 & －．．．．．．．．．． & \(23 \cdot 14\) & 8 & \(23 \cdot 034\) & 12 & Fe \\
\hline － & － & \(24 \cdot 82\) & － & － & 0 & －．．．．．．．．．．－ & 24.8 & 0 & \(24 \cdot 673\) & 4 & Ti \\
\hline \(26 \cdot 01\) & － & \(26 \cdot 28\) & 1 & － & 0 & －•－． & \(26 \cdot 14\) & 0 & \(26 \cdot 123\) & 7 & Fe－ \\
\hline \(28 \cdot 19\) & \(28 \cdot 14\) & \(28 \cdot 08\) & 1 & 7 & 5 & －• ． & \(28 \cdot 14\) & 7 & 28.055 & 8 & le \\
\hline \(30 \cdot 86\) & \(30 \cdot 49\) & \(30 \cdot 41\) & 3 & 5 & 5 & －．．．．．．．．．．． & 30.08 & 5 & \(30 \cdot 450\) & 8 & Fe \\
\hline 33.98 & \(33 \cdot 79\) & \(33 \cdot 94\) & 100 & 100 & 100 & に．．． & \(3: 3 \cdot 90\) & 100 & \(33 \cdot 825\) & 1600 & Ca \\
\hline \(38 \cdot 39\) & 38.2 & 38.49 & 2 & \％ & 2 & － & 38.38 & 5 & 38.502 & 4 & \％ \\
\hline \(40 \cdot 29\) & － & － & 0 & － & － & －• ．． & \(40 \cdot 3\) & 0 & － & － & － \\
\hline \(44 \cdot 10\) & \(44^{14}\) & \(4 \cdot 14\) & 2 & 20 & 5 & －．．．．．．．．．．． & \(44 \cdot 13\) & 20 & \(44 \cdot 160\) & 15 & Al \\
\hline \(45 \cdot 22\) & \(45 \cdot 29\) & \(45 \cdot 29\) & 0 & 0 & 1 & On continuous spectrum only in 11 & \(45 \cdot 3\) & 0 & \(45 \cdot 200\) & 3 & Fe \\
\hline \multirow[t]{2}{*}{\(47 \cdot 65\)} & 47.81 & \(47 \cdot 66\) & 0 & 0 & 0 & lerlaps 2 lines in 13. & \(47 \cdot 70\) & 0 & \(\left\{\begin{array}{l}47 \cdot 675 \\ 47 \cdot 918\end{array}\right.\) & 4
2 & Fe
Ti \\
\hline & & & & & & & & & （ 49.82 & 4 & Ti \\
\hline \multirow[t]{2}{*}{\(49 \cdot 01\)} & \(49 \cdot 14\) & \(49 \cdot 17\) & 1 & 4 & 1 & －•－．．．．．． & \(49 \cdot 11\) & 4 & \(49 \cdot 039\) & 1 & Ca \\
\hline & & & & & & & & & （ 49.199 & 1 & La \\
\hline \(3950 \cdot 38\) & \(3950: 38\) & \(39.50 \cdot 48\) & 1 & & 2 & ．．．．．．．．． & 8950－41 & 6 & \(3950 \cdot 49{ }^{\text {i }}\) & 2 & I \\
\hline
\end{tabular}

Tabte I.-Eclipse Spectra, May 28, 1900-continued.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{3}{|c|}{Wave-lengths.} & \multicolumn{3}{|c|}{Intensities.} & \multirow[b]{2}{*}{Remarks.} & \multirow[b]{2}{*}{Adopted wavelength.} & \multirow[b]{2}{*}{Intensity.} & \multirow[b]{2}{*}{\[
\begin{aligned}
& \text { Wave-length } \\
& \text { in sun } \\
& \text { (Rowland). }
\end{aligned}
\]} & \multirow[b]{2}{*}{Intensity.} & \multirow[b]{2}{*}{Element.} \\
\hline \[
\begin{gathered}
\text { No. } 9 . \\
\text { Latitude } \\
-74^{?} \text { E. }
\end{gathered}
\] & No. 11. Latitude \(-41^{\circ} \mathrm{W}\). & \[
\begin{aligned}
& \text { No. } 13 . \\
& \text { Latitude } \\
& -75^{\circ} \mathrm{W} .
\end{aligned}
\] & No. 9. & Ň0.11. & No. 13. & & & & & & \\
\hline \(3951 \cdot 39\) & 3951.31 & - & 0 & - & - & . . . . . . . . . . . & \(3951 \cdot 3.5\) & 0 & \(3951 \cdot 311\) & 5 & Fe \\
\hline \(52 \cdot 3 \overline{5}\) & -- & \(3952 \cdot 42\) & 1 & 3 & - & . . . . . . & \(52 \cdot 38\) & 3 & - & - & - \\
\hline - & 53.31 & - & - & - & 1 & - . . . . . . & \(53: 3\) & 0 & \(53 \cdot 303\) & 3 & \(\mathrm{Fe}-\mathrm{Cr}\) \\
\hline \(55 \cdot 06\) & - & - & 0 & - & - & . . . . . . . . . . . & \(5 \cdot 5 \cdot 1\) & 0 & - & - & - \\
\hline & & & & & & & & & \(56 \cdot 476\) & 4 & \(\mathrm{Ce}, \mathrm{Cu}-\mathrm{Ti}\) \\
\hline 56.35 & \(56 \cdot 82\) & \(56 \cdot 57\) & 1 & 5 & 1 & Very diffuse in 9 . . . . & 56.58 & 5 & \(56 \cdot 603\) & 4 & re \\
\hline & & & & & & & & & 56.819 & 6 & Fe \\
\hline \(58 \cdot 19\) & \(58 \cdot 34\) & 58.28 & 1 & 5 & 2 & . . . . . . . . . . . & \(58 \cdot 27\) & 5 & \(58 \cdot 35.5\) & 5 & \(\mathrm{Zr}, \mathrm{Ti}, \mathrm{Ce}\) \\
\hline \(61 \cdot 75\) & \(61 \cdot 73\) & 61.58 & 4 & 20 & 8 & - . . . . . . . . . . & \(61 \cdot 69\) & 20 & 61.674 & 20 & A1 \\
\hline 65.05 & - & - & 0 & - & - & . . . . . . . . . . . . & \(65 \cdot 0\) & 0 & - & - & - \\
\hline 66.65 & - & - & 1 & - & - & In slate of 11 & \(66 \cdot 6\) ? & 0 & - & - & - \\
\hline \(68 \cdot 79\) & \(68 \cdot 38\) & \(68 \cdot 56\) & 80 & 90 & 90 & If. & 68-58 & 90 & \(68 \cdot 625\) & 700 & Cat \\
\hline \(70 \cdot 33\) & \(70 \cdot 31\) & \%0.34 & 50 & 70 & 50 & . . . . . . . . . . & 70:33 & 70 & \(70 \cdot 177\) & 5N & He \\
\hline - & \(72 \cdot 06\) & - & - & 0 & - & . . . . . . . . . & \(72 \cdot 1\) & 0 & - & - & - \\
\hline 73.47 & \(73 \cdot 77\) & - & 0 & 2 & - . & . . . . . . . . . . & \(73 \cdot 6\) & 2 & \(73 \cdot 702\) & 3 & \(\mathrm{Ni}, \mathrm{Zg}\) \\
\hline \(76 \cdot 73\) & \(76 \cdot 68\) & \(76 \cdot 44\) & 0 & 1 & 0 & . . . . . . . . . . . . & \(76 \cdot 62\) & 1 & - & - & - \\
\hline - & \(77 \cdot 95\) & - & - & 0 & - & . . . . . . . . . . & \(77 \cdot 9\) & 0 & \(77 \cdot 891\) & 6 & He \\
\hline - & \(81 \cdot 32\) & - & - & - & - & . . . . . . . . . . . & \(81 \cdot 3\) & - & \(81 \cdot 917\) & 4 & Ti \\
\hline \(82 \cdot 19\) & - & \(82 \cdot 26\) & 1 & 7 & 2 & - . . . . . . . . & \(82 \cdot 2\) & 7 & \(82 \cdot 630\) & 2 & Ti \\
\hline \(82 \cdot 68\) & 82.74 & \(82 \cdot 92\) & 1 & - & 2 & Very wide and diffuse on r & \(82 \cdot 8\) & - & \(82 \cdot 790\) & 3 & \(\mathrm{Mn}-\mathrm{Y}\) \\
\hline - & 84.08 & - & - & 1 & - & side in 11 & \(84 \cdot 1\) & 1 & 84.091 & 7 & CraFe \\
\hline \(88 \cdot 76\) & \(88 \cdot 60\) & - & - & 1 & - & . . . . . . . . . . & \(88 \cdot 68\) & 1 & \(88 \cdot 659\) & 0 & La \\
\hline \(90 \cdot 15\) & \(90 \cdot 07\) & 9015 & - & 2 & - & - . . . . . . . . . & \(90 \cdot 12\) & 2 & \(89 \cdot 912\) & 4 & Ti \\
\hline 91-23 & \(91 \cdot 33\) & \(91 \cdot 28\) & 1 & 3 & 1 & . . . . . . . . . . & 91.28 & 3 & \(91 \cdot 333\) & 3 & \(\mathrm{Cr}, \mathrm{zr}\) \\
\hline \(93 \cdot 97\) & \(91 \cdot 40\) & \(94 \cdot 91\) | & Shading & Shading & Shading & . . . . . . . . . . & \(94 \cdot 4\) & 0 & - & - & - \\
\hline 9.789 & \(95 \cdot 87\) & \(95 \cdot 73\) & 1 & 3 & - & - . . . . . . . . . . & 95.83 & 3 & 95•899 & 1 N & La \\
\hline \(96 \cdot 66\) & \(97 \cdot 62\) & \(97 \cdot 66\) & Shading & 4 & 1 & - . . . . . . . . . & \(97 \cdot 6.7\) & 4 & \(97 \cdot 64\) & 2 & ? \\
\hline \(99 \cdot 22\) & \(99 \cdot 10\) & \(99 \cdot 14\) & 3 & 6 & 2 & Apparent absorption line at \(3999 \cdot 9\) in 9 & 99.15 & 6 & 98•790 & 4 & Ti \\
\hline 4000.44 & \(4000 \cdot 46\) & \(4000 \cdot 55\) & 0 & 1 & 0 & Stroner on hands of continuous spectrum in 11 & \(4000 \cdot 4.8\) & 1 & - & - & - \\
\hline - & 01.73 & - & - & 1 & - & . . . . . . . . . . . & 01.7 & 1 & \(4001 \cdot 814\) & 3 & Fe \\
\hline \(05 \cdot 42\) & \(05 \cdot 45\) & \(05 \cdot 44\) & 1 & 7 & 4 & Very diffuse line in 9 . . . . & \(0.5 \cdot 44\) & 7 & \(05 \cdot 408\) & 7 & le \\
\hline - & 09.55 & \(09 \cdot 27\) & - & 1 & 1 & . . . . . . . . . . & \(09 \cdot 41\) & 1 & - & - & - \\
\hline 12.52 & 12.52 & \(12 \cdot 47\) & 6 & 12 & 5 & . . . . . . . . . & \(12 \cdot 50\) & 12 & \(12 \cdot 541\) & 4 & Ti, Ce \\
\hline & & & & & & & & & \(13 \cdot 798\) & 3 & Ti-re \\
\hline - & 13.76 & \(\sim\) & - & 2 & - & . . . . . . . . . . & \(13 \cdot 7\) & 2 & \(13 \cdot 964\) & 5 & Fe \\
\hline 14:34 & 14.41 & \(14 \cdot 62\) & 0 & 2 & 1 & - . . . . . . . . . & 14.52 & 2 & \(14 \cdot 677\) & 5 & 1 F \% \\
\hline - & \(17 \cdot 77\) & - & - & 2 & - & Wide and ill-detined & \(17 \cdot 8\) & 2 & - & - & - \\
\hline - & 1856 & \(18 \cdot 3\) & - & - & 0 & . . . . . . . . . . . & \(18 \cdot 1\) & 0 & - & -- & - \\
\hline - & \(20 \cdot 28\) & - & - & 3 & - . & . . . . . . . . . . . & \(20 \cdot 3\) & 3 & - & - & - \\
\hline \(22 \cdot 01\) & \(21 \cdot 90\) & \(21 \cdot 83\) & 1 & - & 1 & . . . . . . . . . . & 21.91 & 1 & - & - & -- \\
\hline 23.57 & \(23 \cdot 49\) & \(2.3 \cdot 64\) & 0 & 1 & 1 & . . . . . . . . . . . & 23.57 & 1 & \(23 \cdot 533\) & 3 & \(\mathrm{V}, \mathrm{Co}\) \\
\hline \(4025 \cdot 05\) & 4025.03 & \(4025 \cdot 09\) & 1 & 4 & 1 1 & Ptrhays a double line in 11. & \(4025 \cdot 06\) & 4 f & \(24 \cdot 73\) & 3 & T \\
\hline & & & & & & Pemaps a double fige in 11. & 4020 On & 4 & ( 4025.29 & 3 & Ti \\
\hline
\end{tabular}

Table I.-Eclipse Spectra, May 28, 1900-continued.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{3}{|c|}{Wave-lengths.} & \multirow[t]{2}{*}{\[
\text { No. } 3 .
\]} & \multirow[t]{2}{*}{Intensities
\[
\text { No. } 11
\]} & & \multirow[b]{2}{*}{Remarks.} & \multirow[b]{2}{*}{Adopted warelength.} & \multirow[b]{2}{*}{Intensity.} & \multirow[b]{2}{*}{Ware-length in sun (Rowland).} & \multirow[b]{2}{*}{Intensity.} & \multirow[b]{2}{*}{Element.} \\
\hline No. 9. Latitude \(-74^{\circ} \mathrm{E}\). & No. 11. Latitude \(-41^{\circ} \mathrm{W}\). & \begin{tabular}{l}
No. 13. \\
Latitude \\
\(-75^{\circ} \mathrm{W}\).
\end{tabular} & & & No. 13. & & & & & & \\
\hline \(4026 \cdot 78\) & 4026.49 & \(4026 \cdot 61\) & 0 & 20 & 1 & Very strong outside, weaker at ceantre in 11 & \(4026 \cdot 63\) & 20 & (4026 342 ) & - & HC \\
\hline 28.45 & \(28 \cdot 48\) & 29.55 & 1 & 3 & 1 & - & \(28 \cdot 49\) & 3 & \(4028 \cdot 497\) & 1 & Ti-ce \\
\hline \(29 \cdot 91\) & - & - & 0 & - & - & - . . . . . . . . . . . & \(29 \cdot 9\) & 0 & \(29 \cdot 796\) & 3 & \(\mathrm{Fe}-\mathrm{Zr}\) \\
\hline \(30 \cdot 82\) & 30.88 & 30.95 & 1 & 10 & 4 & Clearest line in coruplex group of ill-detined lines in 11 & \(30 \cdot 88\) & 10 & \(30 \cdot 918\) & 10 & 1111 \\
\hline 31.86 & 31.92 & - & 0 & 0 & - & . . . . . . . . . . & 31.89 & 0 & 31.865 & 2 & Lit, - \\
\hline 33.09 & \(33 \cdot 17\) & \(33 \cdot 26\) & 0 & 3 & 3 & . . . . . . . & \(33 \cdot 17\) & 9 & \(33 \cdot 2 \cdot 4\) & 8 & 111 \\
\hline \(34 \cdot 55\) & \(34 \cdot 56\) & \(34 \cdot 83\) & 0 & 8 & 3 & - & \(34 \cdot 64\) & 8 & \(34 \cdot 644\) & 6 & M 11 \\
\hline \(35 \cdot 79\) & 35.79 & 36.0 & 0 & 1 & 0 & - . . . . . . . . . . . & \(35 \cdot 86\) & 1 & \(35 \cdot 883\) & \(\pm\) & 3 n \\
\hline \(40 \cdot 87\) & \(41 \cdot 00\) & \(41 \cdot 0\) & 2 & 3 & 1 & Diffuse in 9 and 11. & \(40 \cdot 96\) & 3 & \(40 \cdot 937\) & 1 & \(\mathrm{Ce}-\mathrm{Sl}^{\text {d }}\)-Co \\
\hline 42.95 & \(42 \cdot 92\) & - & 1 & 2 & - & - & +2 93 & 2 & \[
\left\{\begin{array}{l}
42 \cdot 743 \\
43 \cdot 054
\end{array}\right.
\] & 0
0 & \[
\begin{gathered}
\mathrm{Cr}-\AA \mathrm{d} \\
\mathrm{La}
\end{gathered}
\] \\
\hline - & 44.50 & - & - & 1 & - & Nourow line in 11 . . . . . & 44.5 & 1 & - & - & - \\
\hline \(45 \cdot 83\) & \(4.5 \cdot 94\) & 45.97 & 8 & 15 & 5 & Poor definition in 9 . . . . & 45.91 & 15 & \(45 \cdot 9.5\) & 30 & Fe \\
\hline 48.68 & \(48 \cdot 71\) & \(48 \cdot 90\) & 1 & 3 & 1 & - • & \(48 \cdot 76\) & 3 & \(48 \cdot 853\) & 6 & Zr-Mg-Cr \\
\hline - & \(53 \cdot 79\) & 53.9 & 0 & 3 & 0 & . . . . . . . . . . . . & 53.9 & 3 & \(53 \cdot 981\) & 3 & \(\mathrm{C} \cdot-\mathrm{Fe}-\mathrm{Ti}\) \\
\hline \(54 \cdot 05\) & - & - & 0 & - & - & Centre of faint group in 3 . . & -- & - & - & - & - \\
\hline - & \(55 \cdot 21\) & - & - & 0 & - & - & \(55 \cdot 2\) & 0 & - & - & - \\
\hline \(57 \cdot 40\) & \(57 \cdot 64\) & 57.7 & 0 & 1 & 0 & - • & \(57 \cdot 98\) & 1 & \[
\left\{\begin{array}{l}
57 \cdot 499 \\
57 \cdot 665
\end{array}\right.
\] & 3
7 & Fe
\(?\) \\
\hline 58.97 & 58.88 & - & 0 & 0 & - & - • • & \(58 \cdot 3\) & 0 & \[
\left\{\begin{array}{l}
58 \cdot 315 \\
59 \cdot 081
\end{array}\right.
\] & 3
3 & \(\mathrm{Fe}, \mathrm{Cr}\) Mn \\
\hline \(63 \cdot 72\) & 63.73 & \(63 \cdot 75\) & 2 & 13 & 1 & - • • • - & \(63 \cdot 73\) & 13 & \(63 \cdot 799\) & 20 & Fe \\
\hline \(67 \cdot 13\) & \(67 \cdot 07\) & 67.32 & 1 & 4 & 1 & - & \(67 \cdot 17\) & 4 & \(67 \cdot 139\) & 5 & \(\mathrm{Cr}-\mathrm{Fe}\) \\
\hline \(72 \cdot 01\) & \(71 \cdot 9\) & 71.95 & 2 & 10 & 4 & Long, well-defined in 11. . . & 71.36 & 10 & 71.308 & 15 & Fe \\
\hline \(73 \cdot 49\) & \(73 \cdot 53\) & - & 0 & 1 & - & - . . . . . & 73.5 & 1 & 73.637 & 0 & Cc \\
\hline - & 74:73 & - & - & 0 & - & - . . . . . . . . . & \(74 \cdot 7\) & 0 & - & - & - \\
\hline 77.86 & \(77 \cdot 95\) & 77.94 & 45 & 50 & 30 & . . . . . . . . . . . . & 7\%92 & 50 & \(77 \cdot 885\) & 8 & \(\mathrm{S} 1{ }^{\circ}\) \\
\hline - & \(80 \cdot 13\) & \(80 \cdot 09\) & - & 0 & 0 & - . & \(80 \cdot 1\) & 0 & 50.368 & 3 & \(\mathrm{Fe}, \mathrm{Nr}\), Cr \\
\hline 83.131 & 8.3.32 & \(83 \cdot 8\) & 0 & 1 & 0 & - - . . . . & \(83 \because\) & 1 & 83.095 & 4 & V-Mn \\
\hline 8. -28 & 8.).36 & \(85 \cdot 1\) & 0 & 1 & 0 & - & \(85 \cdots\) & 1 & \[
\left\{\begin{array}{l}
85 \cdot 161 \\
85 \cdot 467
\end{array}\right.
\] & 4 & He
re \\
\hline \(86 \cdot 67\) & 86.85 & \(87 \cdot 0\) & 1 & 5 & 0 & - & \(86 \cdot 8\) & 5 & 56.861 & 1 & La \\
\hline - & \(\times 8 \cdot 90\) & - & - & 0 & - & . . . . . . . . . . & \(88 \cdot 9\) & 0 & - & - & - \\
\hline \(90 \cdot 50\) & 30.75 & - & 0 & 0 & - & . . . . . . . . & \(90 \cdot 6\) & 0 & - & - & - \\
\hline 32:59 & 32-60 & \(92 \cdot 3\) & 1 & 3 & 0 & - . . . . . . & \(92 \cdot 7\) & 3 & 92.821 & 3 & - \({ }^{\text {c }} \mathrm{Ca}\) \\
\hline \(4101 \cdot 96\) & \(4102 \cdot 0 \%\) & 4102.02 & 70 & 80 & 5. & - - . . . - . . . & 4102.00 & 80 & \(4102 \cdot 000\) & 403 & \(11 \%\) \\
\hline \(07 \cdot 80\) & \(07 \cdot 80\) & \(07 \cdot 96\) & 0 & 0 & 0 & - • - . - & \(07 \cdot 9\) & 0 & \(07 \cdot 6.49\) & 5 & Ce-re \\
\hline \(09 \cdot 53\) & \(09 \cdot 50\) & \(09 \cdot 33\) & 2 & 5 & 1 & 1)iffused on li side in ? & \(00 \%\) & 5 & \(\left\{\begin{array}{l}09 \cdot 609 \\ 09 \cdot 905\end{array}\right.\) & 1
2 & N. V \\
\hline - & \(14 \cdot 4\) & - & - & 0 & - & -•••• & 14.4 & 0 & \(14 \cdot 606\) & 4 & Fe \\
\hline \(18 \cdot 79\) & \(18 \cdot 70\) & 18.98 & 3 & 5 & 2 & loor definition . . . . & 18.82 & 5 & 18.708 & 5 & Fe \\
\hline - & - & - & - & - & - & - . . . . & - & - & \(18 \cdot 934\) & 4 & CO \\
\hline \(21 \cdot 41\) & 21.21 & 21.44 & 2 & 3 & 0 & Very long and narrow in 11. & \(21 \cdot 35\) & 3 & \(21 \cdot 47\) & 6 & Cl -C0 \\
\hline 4123.81 & \(4123 \cdot 24\) & 4120 & 3 & 5 & 1 & Diffuse and wide in 11; ditto in 13 & \[
4123 \cdot 4
\] & 勺 & 4123 -394 & 1 & La \\
\hline
\end{tabular}

Table I.-Eclipse Spectra, May 28, 1900-contimied.


Table I.-Eclipse Spectra. May 28, 1900-continued.


\footnotetext{
* One of the strongest lines of Scandium.
}

Table I.—Eclipse Spectra, May 28, 1900—continued.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{3}{|c|}{Ware-lengths.} & \multicolumn{3}{|c|}{Intensities.} & \multirow[b]{2}{*}{Remaris.} & \multirow[b]{2}{*}{Adopted wavelength.} & \multirow[b]{2}{*}{Intensity.} & \multirow[b]{2}{*}{Wave-length in sun (Rowlani).} & \multirow[b]{2}{*}{\[
\begin{aligned}
& \text { Inten- } \\
& \text { sity. }
\end{aligned}
\]} & \multirow[b]{2}{*}{Element.} \\
\hline No. 9. Latitude \(-74^{\circ}\) E. & \[
\begin{aligned}
& \text { No. } 11 . \\
& \text { Latinude } \\
& -41^{\circ} \mathrm{W} .
\end{aligned}
\] & \begin{tabular}{l}
No. 13. \\
Latitude \\
\(-75^{\circ} \mathrm{W}\).
\end{tabular} & No. 9. & No. 11. & No. 13. & & & & & & \\
\hline \(4299 \cdot 1\) & - & - & 1 & - & - & - . . . . . . . . . . & \(4299 \cdot 1\) & 1 & \(4299 \cdot 149\) & 3 & Ca \\
\hline \(4300 \cdot 1\) & 4300.38 & \(4300 \cdot 1\) & 7 & 15 & 5 & - . . . . . . . . . & \(4300 \cdot 2\) & 15 & \(4300 \cdot 211\) & 3 & Ti \\
\hline \(02 \cdot 2\) & \(02 \cdot 04\) & \(02 \cdot 8\) & 2 & 2 & 3 & Wide in 13..... & 02•3 & 2 & \(03 \cdot 353\) & \(\because\) & Fe \\
\hline & & & & & & Well defined group of two & & - & \(02 \cdot 460\) & 2 & ¢ \\
\hline & & & & & & three lines in 9 & & - & 02-692 & 4 & Ca \\
\hline 03.5 & \(03 \cdot 65\) & - & 2 & 2 & - & J. & \(03 \cdot 6\) & 2 & \(02 \cdot 913\) & 2 N & \% \\
\hline \(05 \cdot 6\) & - & - & 0 & - & - & - & \(05 \cdot 6\) & 0 & - & - & - \\
\hline - & \(06 \cdot 03\) & \(06 \cdot 0\) & - & I & 1 & - . . . . . . . . . . . & \(06 \cdot 0\) & 1 & \(06 \cdot 078\) & 1 & Ti \\
\hline \(08 \cdot 06\) & \(08 \cdot 07\) & \(08 \cdot 2\) & 5 & 15 & 4 & Well defined in \(9 . . .\). (G) & \(08 \cdot 1\) & 15 & \(\int 07 \cdot 907\) & 3 & Ca \\
\hline & & & & & & - & & & [ 08.081 & 6 & le \\
\hline \(09 \cdot 6\) & \(09 \cdot 6\) & \(09 \cdot 9\) & 1 & 0 & 1 & Very fine line in 11. & \(09 \cdot 7\) & 0 & - & - & - \\
\hline \(10 \cdot 5\) & - & - & 4 & - & - & - • . . . - . . . . . & \(10 \cdot 5\) & 4 & - & - & - \\
\hline \(12 \cdot 9\) & \(13 \cdot 1\) & \(12 \cdot 8\) & 5 & 10 & 2 & - . . . . . . . . . . & \(12 \cdot 9\) & 10 & \(13 \cdot 034\) & 3 & Ti \\
\hline \(14 \cdot 3\) & 14.5 & 14.4 & 5 & 6 & 2 & - • . . . . . . . . . & \(14 \cdot 4\) & 6 & \(14 \cdot 479\) & 1 & fio \\
\hline & & & & & & & & - & \(14 \cdot 964\) & 1 & Ti \\
\hline & & & & & & & & - & \(15 \cdot 138\) & 3 & Ti \\
\hline \(15 \cdot 4\) & \(15 \cdot 2\) & \(15 \cdot 1\) & 5 & 6 & 2 & - . . . . . . . . . . . & \(15 \cdot 3\) & 6 & \(15 \cdot 262\) & 4 & Fe \\
\hline \(17 \cdot 3\) & \(17 \cdot 2\) & - & 0 & 1 & - & - . . . . . . . . . & \(17 \cdot{ }^{2}\) & 1 & - & - & - \\
\hline \(18 \cdot 9\) & \(19 \cdot 0\) & - & 1 & 4 & - & - . . - . . . . . . & \(15 \cdot 95\) & 4 & 18.817 & 4 & Ca, Mn? \\
\hline 20.9 & \(20 \cdot 7\) & \(20 \cdot 7\) & 10 & 12 & 4 & Narrow line in 13 & \(20 \cdot 8\) & 12 & \(20 \cdot 907\) & 3 & Sc \\
\hline \(23 \cdot 4\) & - & - & 1 & - & - & - . . . . . . . . . . & \(23 \cdot 1\) & 1 & 23.386 & 2 N & \(\because\) \\
\hline \(25 \cdot 8\) & \(\because 5 \cdot 9\) & \(25 \cdot 6\) & 8 & 15 & 5 & Perhaps two lines in 9 ; wide on V side in 11 & \(25 \cdot 8\) & 15 & \(25 \cdot 939\) & \(s\) & Fe \\
\hline \(30 \cdot 7\) & 31.0 & \(30 \cdot 8\) & 1 & 1 & 0 & Diffuse in 9 & \(30 \cdot 3\) & 1 & 30.866 & 2 & \(\mathrm{Ti}, \mathrm{Ni}\) \\
\hline \(33 \cdot 86\) & \(34 \cdot 1\) & \(33 \cdot 7\) & 2 & 1 & 0 & Fine namow line in 9 . & \(33 \cdot 9\) & 1 & \(33 \cdot 925\) & 1 N & Lat \\
\hline \(38 \cdot 0\) & - & - & 10 & - & - & Difficult to measure in shade of H & \(38 \cdot 0\) & 10 ? & 33.084 & 4 & Ti \\
\hline \(40 \cdot 7\) & \(40 \cdot 2\) & \(40 \cdot 7\) & 80 & 90 & 60 & . . . . . & \(40 \cdot 5\) & 90 & \(40 \cdot 634\) & 20 N & \(11 \gamma\) \\
\hline & & & & & & fruse in 0 & & & \(44 \cdot 451\) & 2 & Ti \\
\hline 44 & + & 4 & \(\checkmark\) & 8 & 1 & Dimse in 9 • • - & 4 & & \(44 \cdot 670\) & 4 & \(\mathrm{Cl}^{\prime}\) \\
\hline \(46 \cdot 36\) & - & - & 0 & - & - & - • • • • - . . . - & 46.4 & 0 & - & - & - \\
\hline - & - & \(47 \cdot 8\) & - & - & 0 & - • • • • - . . . & \(47 \cdot 8\) & 0 & - & - & - \\
\hline & & & & & & & & & \(51 \cdot 930\) & 5 & Cr \\
\hline \(51 \cdot 76\) & \(51 \cdot 9\) & \(51 \cdot 9\) & 8 & 20 & 4 & Diffuse in 9. Enhancer Fe (1,OCKYER) & \(51 \cdot 9\) & 20 & - \(52 \cdot 083\) & 5 N & Mg \\
\hline \(54 \%\) & \(54 \cdot 9\) & - & 0 & 1 & - & - . . . . . . . . . . & \(54 \cdot 8\) & 1 & - & - & - \\
\hline \(58 \cdot 9\) & \(58 \cdot 6\) & \(59 \cdot 1\) & 3 & \()\) - & 1 & Wide in 13. . & \(58 \cdot 9\) & 5 & \(58 \cdot 879\) & 0 & \(\mathrm{Y}-\mathrm{Zr}\) \\
\hline & & & & & - & - . . . . . . . . . & - & - & \(59 \cdot 784\) & 3 & Cr \\
\hline \(60 \cdot 7\) & \(59 \cdot 8\) & - & 1 & - & - & - . . . . . . . . . . . & \(60 \cdot 2\) & 3 & \(59 \cdot 907\) & 0 & \(\mathrm{Z} \mathrm{V}^{\circ}\) \\
\hline \(62 \cdot 9\) & - & - & 0 & - & - & - & \(62 \cdot 9\) & 0 & - & - & - \\
\hline - & \(63 \cdot 9\) & \(6.4 \cdot 1\) & - & 0 & 0 & -••••••• & \(6+\cdot 0\) & 0 & - & - & - \\
\hline & & & & & & & & & \(67 \cdot 749\) & 5 & Fe \\
\hline \(67 \cdot 55\) & \(67 \cdot 7\) & \(67 \cdot 7\) & 2 & 1 & 1 & Fery ill detined lines in 13 and very diffuse in 11 & \(67 \cdot 7\) & 1 & 67.839 & 2 & Ti \\
\hline & & & & & & ) & & & 69.873 & 0 & Ti \\
\hline \(69 \cdot 7\) & \(70 \cdot 0\) & \(4370 \cdot 1\) & 0 & 0 & 1 & J • • • • • . . . . . & \(69 \cdot 9\) & & < \(69 \cdot 941\) & 4 & Fe \\
\hline 4371.0 & \(4371 \cdot 5\) & - & 1 & 0 & - & - . . . . . . . . . . & \(4371 \cdot 2\) & 0 & \(4371 \cdot 144\) & 1 & Zr \\
\hline
\end{tabular}
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Table I.-Eclipse Spectra, May 28, 1900-continued.


Table I．－Eclipse Spectra，May 28，1900－continued．
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \begin{tabular}{l}
No． 9. \\
Latitude
\[
-74^{2} \mathrm{E}
\]
\end{tabular} & \begin{tabular}{l}
No． 11. \\
Latitude \\
\(-41^{\circ} \mathrm{W}\) ．
\end{tabular} & \begin{tabular}{l}
No． 13. \\
Latitude
\[
-75^{2} \mathrm{~W}
\]
\end{tabular} & No． 9. & No． 11. & No． 13. & Remarlis． & Adopted wave－ length． & Inten－ sity． & \[
\begin{aligned}
& \text { Ware-length } \\
& \text { in sun } \\
& \text { (RowLA×D). }
\end{aligned}
\] & Inten－ sity． & Element． \\
\hline 4471．6 & 4171.65 & 1171.9 & 5 & 40 & 12 & Faint and wide in middle， strong and narrow outside & 44717 & 40 & \((4471\)＇6．46） & － & He \\
\hline \(75 \cdot 9\) & \(76 \cdot 0\) & 76.3 & 3 & 2 & 5 & in 9 & \(76 \cdot 1\) & 2 & \(76 \cdot 185\) & 4 & He \\
\hline \(79 \cdot 3\) & 79.4 & － & － & － & － & Probable group ．．． & \(79 \cdot 4\) & 1 & － & － & － \\
\hline \(82 \cdot 51\) & \(82 \cdot 1\) & \(82 \cdot 4\) & 2 & 3 & 5 & Diffuce in 18 & \(83 \cdot 4\) & 3 & \(\left\{\begin{array}{l}82 \cdot 338 \\ 82.438\end{array}\right.\) & 5
3 & He，
He \\
\hline \(x^{20} 2\) & \(89 \cdot 6\) & \(89 \cdot 3\) & \(\because\) & 3 & 10 & & 89.4 & 3 & \(89 \cdot 351\) & 2 & ？ \\
\hline － & － & － & － & － & － & & － & － & 89.911 & 4 & Fe \\
\hline － & － & － & － & － & － & & － & － & \(90 \cdot 253\) & 3 N & Mn－re \\
\hline \(91 \cdot 3\) & \(91 \cdot 7\) & 91.5 & 1 & 1 & 10 & & 91.5 & 1 & 91.570 & \(\because\) & ？ \\
\hline \(33 \cdot 9\) & － \(94 \cdot 3\) & \(44 \cdot 7\) & 1 & 0 & 2 & Very diffuse in 9 ．．． & \(94 \cdot 3\) & 0 & 91－738 & 6 & lie \\
\hline \(96 \cdot \overline{7}\) & 96.9 & \(97 \cdot 3\) & 1 & 1 & 5 & Ditto．．．．．．．． & \(96 \cdot 9\) & 1 & \(97 \cdot 033\) & 3 & Cr \\
\hline \(4501 \cdot 4\) & \(4501 \cdot 5\) & \(1501 \cdot 6\) & 10 & 30 & 20 & －．．．．．．．．． & 4501 5 & 30 & 4501.445 & 5 & Ti，－ \\
\hline \(08 \cdot 1\) & 08．\({ }^{\text {a }}\) & \(08 \cdot 7\) & 3 & 10 & 10 & Very narrow line in 9. & 08.5 & 10 & \(08 \cdot 455\) & 4 & le？－ \\
\hline \(15 \cdot \frac{1}{}\) & \(15 \cdot 6\) & \(15 \cdot 7\) & 3 & 8 & 10 & Poor definition in 9．．．．＊ & 150 & S & \(15 \cdot 508\) & 3 & \％ \\
\hline \(18 \cdot 3\) & \(15 \cdot 3\) & － & 0 & 2 & － & －• & \(18 \cdot 3\) & 2 & \(18 \cdot 189\) & 3 & Ti \\
\hline \(20 \cdot 6\) & \(20 \cdot 5\) & \(20 \cdot 6\) & 2 & 5 & 5 & －－ & \(20 \cdot 6\) & 5 & \(20 \cdot 397\) & 3 & Fe？－ \\
\hline \(22 \cdot 9\) & \(23 \cdot 0\) & \(23 \cdot 0\) & 5 & 10 & 10 & －• & 23.0 & 10 & 22.502 & 3 & ！ \\
\hline \(28 \cdot 8\) & \(28 \cdot 9\) & \(29 \because 3\) & 0 & 1 & 0 & －．．．．．．．．．． & \(29 \cdot 0\) & 1 & 28・フィ\％ & s & \(1 \%\) \\
\hline 31.4 & － & － & 0 & － & － & －• ．－ & 31.4 & 0 & \(31 \cdot 327\) & 5 & le \\
\hline \(34 \cdot 3\) & \(34 \cdot 3\) & \(34 \cdot 2\) & 12 & 30 & 20 & & 3.13 & 30 & \(34 \cdot 139\) & 6 & Ti．Co \\
\hline & & & & & & & & & （ \(34 \cdot 95\) & 4 & Ti \\
\hline \(36 \cdot 1\) & \(36 \cdot 6\) & － & 2 & 1 & － & Continuous spectrum only & 3683 & 1 & － & －－ & － \\
\hline \(39 \cdot 6\) & 40.0 & － & 1 & 0 & － & ．．．．．．．．．． & \(39 \cdot 3\) & 0 & \(39-946\) & 0 & Cr \({ }^{\circ}\) \\
\hline \(41 \cdot 1\) & \(42 \cdot 1\) & － & 1 & 1 & － & －．．．．．．． & \(11 \cdot 6\) & 1 & \(11 \cdot 690\) & 2 & Cr \\
\hline － & 4.2 & － & － & 0 & － & & － & － & －－ & － & － \\
\hline 45．0 & － & － & 1 & － & － & Very diffuse and wide in 9 ； probably a group in 11 & 4．0 & 0 & \(14 \cdot 864\) & 3 & Ti \\
\hline － & \(45 \cdot 8\) & － & － & 0 & － & & － & \(\cdots\) & －－ & － & － \\
\hline \(49 \cdot 8\) & ． \(0 \cdot 0\) & \(49 \cdot 7\) & 15 & 30 & 33 & Enhanced Fe at 4549 6t． & 19.8 & 30 & \(19 \cdot 808\) & 6 & 1i－Cu \\
\hline 54.4 & \(54 \cdot 2\) & ．\(\quad\) 24 & 8 & 30 & 30 & －．．．．．．．．．．． & \(54 \%\) & 30 & \(54 \times 211\) & ४ & Bit \\
\hline \(56 \cdot 2\) & \(56 \cdot 3\) & ： \(6 \cdot 1\) & 4 & 8 & 8 & \begin{tabular}{l}
Double Fe line；V line enhanced， \\
if line arc（Lockyer）
\end{tabular} & 562 & 8 & \(56 \cdot 306\) & 4 & Me－tr \\
\hline \(58 \cdot 7\) & ถ． 8.3 & ガ心＇9 & 2 & \(s\) & 5 & Enhanced Cl （Lockyer）． & is． & 8 & \(55^{\circ} \cdot 27\) & 3 & Cr \\
\hline 60.5 & － & － & 0 & － & － & －．．．．．．．．．． & （in）\({ }^{\text {a }}\) & 0 & － & － & － \\
\hline \(62 \cdot 1\) & － & － & 0 & \(\cdots\) & 一 & － & （i）－ 1 & 0 & － & － & － \\
\hline \(64 \cdot 1\) & \(64 \cdot 1\) & 63.9 & 10 & \(\because\) & 25 & －\(\cdot\) & \(64^{\circ} 0\) & 25 & \(183 \cdot 939\) & 4 & Ti \\
\hline 72－2 & \(72 \cdot 3\) & －2•0 & 12 & 30 & 25 & －．．．．．．．．．．． & 72・ツ & 30 & 72－156 & 6 & Ti－ \\
\hline \(76 \cdot 7\) & 76.4 & 76.5 & 2 & 0 & 5 & On continuous spectrun only & 76.5 & 0 & \(76 \cdot 512\) & 2 & ？ \\
\hline 80.4 & 80.1 & 79.9 & 0 & 0 & 5 & in II．Enhaneed Fe（Lockyer） & \(80 \cdot 1\) & 0 & \(80 \cdot 28\) & 3 & Cr \\
\hline \(84 \cdot 1\) & 84.0 & \(83 \cdot 6\) & 10 & 2.5 & 25 & Enhanced Fe．．．． & 8.3 .9 & 25 & xt． 018 & 4 & 1e－ \\
\hline \(88 \cdot 0\) & \(88 \cdot 0\) & － & 0 & 2 & － & Long line in 11 ．．． & \(88 \cdot 0\) & 2 & \(85 \cdot 381\) & 3 & ？ \\
\hline 89.8 & 90.1 & \(4589 \cdot 3\) & 0 & 2 & 3 & Ditto ？double in 13 & \(89 \cdot 7\) & ＇ & \(4590 \cdot 126\) & 3 & \％ \\
\hline \(92 \cdot 2\) & \(4592 \cdot 6\) & － & 0 & 0 & － & \(\left\{\begin{array}{c}\text { Narrow lines in No．9，but too } \\ \text { faint for rood measures }\end{array}\right.\) &  & 0 & － & － & － \\
\hline \(4593 \cdot 9\) & － & － & 0 & & － & farnt ior good measures & 4593：9 & 0 & － & － & － \\
\hline
\end{tabular}

Table I．－Eclipse Spectra，May 28，1900—continued．
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{3}{|c|}{Wave－lengths．} & \multicolumn{2}{|r|}{Intensities．} & & \multirow[b]{2}{*}{Idopted wase－ length} & \multirow[b]{2}{*}{\[
\begin{gathered}
\text { Inten } \\
\text { sity. }
\end{gathered}
\]} & \multirow[b]{2}{*}{\[
\begin{aligned}
& \text { Wave-length } \\
& \text { in sun } \\
& \text { (RowLASD) }
\end{aligned}
\]} & \multirow[b]{2}{*}{\[
\begin{aligned}
& \text { Inten- } \\
& \text { sity. }
\end{aligned}
\]} & \multirow[b]{2}{*}{Element．} \\
\hline \[
\begin{aligned}
& \text { No. 9. } \\
& \text { Latitude } \\
& -\overline{8} 4^{2} \text { E. }
\end{aligned}
\] & \begin{tabular}{l}
No． 11. \\
Latitude \\
\(-41^{\circ} W\) ．
\end{tabular} & \begin{tabular}{l}
No． 13. \\
Latitude \\
\(-7.5^{\circ} \mathrm{W}\).
\end{tabular} & No． 9. & No．11．No． 13. & ＝Remarks． & & & & & \\
\hline & & & & & & & & \(\int 4600 \cdot 541\) & 2 & Ni \\
\hline \(4600 \cdot 4\) & \(4600 \%\) & \(4600{ }^{\circ}\) & 1 & 1 3 & －．．．．．．． & 5000 & 1 & 00－932 & 3 & Cr \\
\hline \(02 \cdot 6\) & － & \(02 \cdot 8\) & 0 & 0 & ．．．．．．．． & \(02 \%\) & 0 & \(03 \cdot 126\) & 6 & Fe \\
\hline & & & & & & & & 13．386 & 3 & 1 e \\
\hline \(13 \cdot 4\) & 13.2 & － & 1 & 0 － & －．．．．．．．．． & 1. & 0 & \(13 \cdot 544\) & 3 & \(\mathrm{Cr}, \mathrm{La}\) \\
\hline \(15 \cdot 4\) & \(16 \cdot 1\) & \(16 \cdot 2\) & 1 & 10 & ．．．．．．．．． & 16.0 & 1 & \(16 \cdot 305\) & 4 & \(\mathrm{Cr}^{2}\) \\
\hline \(19^{\circ} 0\) & \(19 \%\) & \(19 \cdot 0\) & 1 & 20 & \(\underset{\text { Enhanced }}{\text {（Locrier）}} \mathrm{Cr}\) at 4615.97 & \(19 \cdot 1\) & 2 & \(18 \cdot 971\) & 4 & Fe－ \\
\hline & & & & & & & & \(22 \cdot 06 \square\) & 0 & Cr \\
\hline \(2 \cdot 1\) & － & － & 0 & －－ & ．．．．．．．．． & \(2 \cdot 1\) & 0 & \｛ \(22 \cdot 128\) & 1 & Cr \\
\hline \(25 \cdot 5\) & － & － & 1 & －－ & ．．．．．．．． & \(25 \cdot 5\) & 1 & 29．22 & 5 & Fe \\
\hline \(29 \cdot 2\) & \(29 \cdot 3\) & 23.5 & 8 & 15 25 & Line seems displaced to V in 13 & \(29 \cdot 1\) & 15 & 29.521 & 6 & Ti－Co \\
\hline \(32 \cdot 1\) & － & － & － & －－ & & \(32 \cdot 1\) & 0 & － & － & － \\
\hline \(33 \cdot 6\) & 83.7 & －－ & 1 & 1 & \(\int\) Diffuse in 11 & \(33 \cdot 6\) & 1 & － & － & － \\
\hline 36.7 & － & － & 1 & －－ & ．．．．．．．．． & 87 & 1 & － & － & － \\
\hline － & \(37 \%\) & － & － & 0 & ．．．．．．．．．． & 37 & 0 & － & － & － \\
\hline \(39 \because\) & － & － & － & －－ & ．．．．．．．．． & \(39 \cdot 2\) & 1 & － & － & － \\
\hline \(46 \cdot 1\) & \(45 \cdot 7\) & \(44^{\circ} \mathrm{O}\) & 3 & 5 \({ }^{\text {a }}\) & Diffuse land in？ & 45.5 & 5 & \(45 \cdot 347\) & ј & Cr \\
\hline － & 47.8 & － & － & 1 & ．．．．．．．．．．． & \(47 \cdot 8\) & 1 & － & － & － \\
\hline \(50 \cdot 9\) & 51.8 & \(51 \cdot 1\) & 1 & 25 & ．．．．．．． & \(51 \cdot 3\) & 2 & \(51 \cdot 461\) & 4 & Cr \\
\hline \(55 \cdot 1\) & 548 & － & 2 & 2 & l＇erhaps 2 lines in रıı． 9. & 55.3 & \(\because\) & － & － & － \\
\hline － & － & 56.0 & － & 1 交 & －．．．．．．．．． & 56.0 & 5 & ā6．0ヶ4 & 3 & Ti \\
\hline － & \(57 \cdot 0\) & － & － & 2 & －．．．．．．．．．． & 57.0 & \(\because\) & 54：350 & 2 & 1 i ： \\
\hline \(59 \cdot 8\) & － & － & 0 & －－ & －．．．．．．．． & 59.8 ： & 0 & － & － & － \\
\hline － & 61.4 & & － & 0 & －．．．．．．．．． & 61.4 & 0 & － & － & － \\
\hline \(63 \cdot 1\) & \(63 \cdot 1\) & & 1 & 1 & －．．．．．．．．． & \(63 \cdot 1\) & 1 & － & － & － \\
\hline & & & & & & & & 68.357 & 0 & Cr \\
\hline 668 & \(66^{\circ} 6\) & \(66 \cdot 3\) & 2 & 5 i & －•••••••• & \(66^{5}\) & 〕 & \(66 \cdot 6.5\) & 1 & Cr \\
\hline \(69 \cdot 3\) & 30.1 & 69 & 2 & \(\overline{\text { j }}\) & ．．．．．．．．．．．． & \(69 \cdot 5\) & 5 & 69.504 & 1 & Cr \\
\hline 77 & 70．4 & \(79 \cdot 0\) & － & \(0 \quad 2\) & & \(75 \cdots\) & 0 & 75．347 & 3ู & cd \\
\hline & & & 1 & －－ & On（ontinuous spectrum only in No .11 & & － & 29．037 & 6 & Fe \\
\hline \(81 \cdot 3\) & 81.9 & \(81 \%\) & － & 0 1 & & 81.5 & 0 & － & － & － \\
\hline － & \(8 \overline{7}\) & － & － & 5 & Coronas ？or upper whromo－ sphere．visible outside only on West side & 8 83 7 & 5 & － & － & － \\
\hline \(97 \cdot 9\) & \(98 \cdot 6\) & － & － & 1 & ．．．．．．．．．．． & 98 & 1 & －－ & － & － \\
\hline \(4701 \cdot 9\) & 4702．4 & 4702.5 & 0 & 1 i & ．．．．．．．．．．． & 1－02 \(0^{2}\) & 1 & － & － & － \\
\hline 0s． 6 & \(07 \cdot 8\) & \(07 \cdot 6\) & 0 & 15 & ．．．．．．．．．．．． & 08.0 & 1 & \(4708 \cdot 106\) & 2 & Cr \\
\hline \(13 \cdot 6\) & \(13 \%\) & 13.4 & 4 & 15 i & Ifelium line very long and narrow in all three spectra & 13.4 & 15 & （4713 \({ }^{-252}\) ） & － & 1 c \\
\hline － & \(22 \cdot 0\) & － & － & 0 & & 22.0 & 0 & － & － & － \\
\hline \(27 \cdot 0\) & \(27 \cdot 3\) & － & 1 & 0 & On continuous spectrum only： & \(27 \cdot 0\) & 0 & － & － & － \\
\hline \(30 \cdot 4\) & 31.0 & \(30 \cdot 9\) & 1 & 03 & & \(30 \cdot 5\) & 0 & \(4730 \cdot 597\) & 1 & Cr \\
\hline \(4736 \cdot 1\) & 47367 & \(4735 \cdot 5\) & I & 30 & ．．．．．．．．．．． & \(4736 \cdot 1\) & 3 & － & － & － \\
\hline
\end{tabular}

Table I.-Eclipse Spectra, May 28, 1900-continued.


Table II.-Hydrogen Lines.
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline Designatior: & No. 9. & No. 11. & No. 13. & Mean. & Computed. & \(\mathrm{O}-\mathrm{C}\) 。 \\
\hline \(\beta\) & \(4861 \cdot 5\) & \(4861 \cdot 5\) & 4861.7 & \(4861 \cdot 57\) & \(4861 \cdot 52\) & \(+.05\) \\
\hline \(\gamma\) & \(4310 \cdot 7\) & 4340\% & \(\pm 3 \pm 0 \cdot 7\) & \(4340 \cdot 53\) & \(4340 \cdot 63\) & - 10 \\
\hline \% & 1101.96 & 4102.02 & \(4102 \cdot 02\) & +102.00 & \(4101 \cdot 90 *\) & \(+\cdot 10\) \\
\hline \(\epsilon\) & \(3970 \cdot 33\) & \(3970 \cdot 31\) & \(3970 \cdot 34\) & \(3970 \cdot 33\) & \(3970 \cdot 22\) & \(+\cdot 11\) \\
\hline \(\zeta\) & \(3889 \cdot 24\) & \(3889 \cdot 09\) & \(3889 \cdot 12\) & \(3889 \cdot 15\) & 3889•20 & -. 05 \\
\hline \(\eta\) & \(38.35 \cdot 45\) & \(3835 \cdot 51\) & \(3835 \cdot 56\) & \(3835 \cdot 51\) & \(3835 \cdot 53\) & -.02 \\
\hline \(\theta\) & 3798.02 & \(3798 \cdot 04\) & \(3797 \cdot 95\) & \(3798 \cdot 00\) & \(3798 \cdot 04\) & -. 04 \\
\hline \(\iota\) & \(3770 \cdot 70\) & \(3770 \cdot 78\) & \(3770 \cdot 70\) & \(3770 \cdot 73\) & \(3770 \cdot 77\) & -. 04 \\
\hline к & \(3750 \cdot 25\) & \(3750 \cdot 29\) & \(3750 \cdot 26\) & \(3750 \cdot 27\) & \(3750 \cdot 30\) & \(-.03\) \\
\hline \(\lambda\) & \(37.34 \cdot 48\) & 3734.58 & \(3734 \cdot 52\) & 3734.53 & \(37.34 \cdot 51\) & \(+\cdot 02\) \\
\hline \(\mu\) & 37.1 -92 & 3722.08 & \(3722 \cdot 00\) & \(37.1 \cdot 98\) & 3722.08 & \(-\cdot 10\) \\
\hline \({ }^{\prime}\) & \(3712 \cdot 12\) & \(3712 \cdot 16\) & \(3712 \cdot 12\) & \(3712 \cdot 13\) & \(3712 \cdot 11\) & \(+.02\) \\
\hline \(\xi\) & \(3704 \cdot 03\) & \(3704 \cdot 01\) & 3703.98 & \(3704 \cdot 01\) & \(3704 \cdot 00\) & \(+.01\) \\
\hline \(\bigcirc\) & \(3697 \cdot 3 \pm\) & \(3697 \cdot 20\) & \(3697 \cdot 30\) & 3697 - 2 - & \(3697 \cdot 29\) & -.01 \\
\hline \(\pi\) & 3691.75 & \(3691 \cdot 62\) & \(3691 \cdot 71\) & \(3691 \cdot 70\) & \(3691 \cdot 70\) & \(\pm .00\) \\
\hline \(\rho\) & \(3686 \cdot 97\) & \(3686 \cdot 89\) & \(3687 \cdot 01\) & \(3656 \cdot 96\) & \(3686 \cdot 97\) & -.01 \\
\hline \(\sigma\) & 3682.98 & 3682.88 & 3682.95 & \(3682 \cdot 94\) & \(3682 \cdot 95\) & -. 01 \\
\hline \(\tau\) & 3679.59 & \(3679 \cdot 45\) & \(3679 \cdot 52\) & \(3679 \cdot 52\) & 3679.49 & \(+.03\) \\
\hline " & \(3676 \cdot 56\) & 3676.12 & \(3676 \cdot 55\) & \(3676 \cdot 51\) & \(3676 \cdot 50\) & \(+.01\) \\
\hline \(\phi\) & \(3673 \cdot 96\) & \(3673 \cdot 82\) & \(3673 \cdot 90\) & \(3673 \cdot 8\) & 3673.90 & \(-.03\) \\
\hline & \(3671 \cdot 50\) & \(3671 \cdot 48\) & \(3671 \cdot 61\) & \(3671 \cdot 53\) & \(3671 \cdot 48\) & \(+.05\) \\
\hline \(\psi\) & \(3669 \cdot 52\) & 3669.58 & \(3669 \cdot 55\) & \(3669 \cdot 55\) & \(3669 \cdot 60\) & -. 05 \\
\hline (1) & \(3667 \cdot 90\) & \(3667 \cdot 77\) & \(3667 \cdot 81\) & \(3667 \cdot 83\) & \(3667 \cdot 8\). & \(+.01\) \\
\hline Series No. 27 & \(3666 \cdot 31\) & \(3666 \cdot 11\) & \(3666 \cdot 33\) & \(3666 \cdot 25\) & 3666.24 & \(+.01\) \\
\hline ,, ,, 28 & \(3664 \cdot 72\) & \(366 \pm .73\) & \(3664 \cdot 76\) & \(3664 \cdot 7 t\) & \(3664 \cdot 8\). & -. 08 \\
\hline ", ", 29 & \(3663 \cdot 49\) & \(3663 \cdot 58\) & \(3663 \cdot 58\) & \(3663 \cdot 55\) & \(3663 \cdot 5 \frac{1}{1}\) & \(+.01\) \\
\hline ", , 30 & \(3662 \cdot 3 \pm\) & \(3662 \cdot 3 \pm\) & \(3662 \cdot 39\) & \(3662 \cdot 36\) & \(3662 \cdot 10\) & -. 04 \\
\hline " ", 31 & - & \(3661 \cdot 31\) & ¢ -- & \(3661 \cdot 31\) & \(3661 \cdot 35\) & -. 04 \\
\hline ", " \(\quad\) - & - & - & Theoretical & limit. . & \(3646 \cdot 13\) & - \\
\hline
\end{tabular}
* The solar absorption line is at \(4102 \cdot 00\) according to Jewteli.
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SPECTRUM N. 9 . Exposed for 2 seconds, beginning 15 seconds before mid-eclipse.


Spectrum No 11. Exposed for 10 seconds. Middle of exposure at mid-eclipse.
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J. Evershed.
Phit. Trans., A, vol. 201, Plate 3.
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\begin{aligned}
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\section*{THE RECORD OF THE ROYAL SOCIETY.} Second Edition. 1901.
Containing an Account of the Foundation, History, \&c., of the Society, with a Chronological List and Alphabetical Index of the Fellows from the Foundation.

Demy 8vo, pp. 265. Price 58.
THE YEAR-BOOK OF THE ROYAL SOCIETY, 1903.
Principal Contents:-List of Fellows, Committees, \&c.; Statutes and Regulations; Business of the Society during 1902, including Anniversary Meeting with President's Address, Council's Report, and Treasurer's Accounts; Arrangements for 1903; Obituary Notices of Fellows deceased.

\section*{PHILOSOPHICAL TRANSACTIONS.}

Series A. Containing Papers of a Mathematical or Physical Charactor.
Vol. 199 (1902), Price £1 \(6 s\).
Vot. 200 (1903), Price £2 3s., with 39 Plates.
Series B. Containing Papers of a Biological Character.
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XIII. The Electrical Conductivity Impented to "Tacumm by Hot Conductors.

\author{
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}

Coinmunicated by Professor J. J. Thonson, F.R.S.

\begin{abstract}
Received February 28, -Read March 26, 1903.
\end{abstract}

\section*{Tntroduction.}

The experimental part of the present paper is an investigation of the electrical conductivity of the space surrounding hot surfaces of platinum, carbon, and sodium at low pressures. A preliminary account of some of the experiments on platinum was read before the Cambridge Philosophical Society on November 25th, 1901.*

The conductivity produced by hot metals has been the subject of a great number of researches by different authors. The phenomena are, however, very complicated; for the quantity and sigu of the ionisation is found to vary in the most remarkable manner with the nature, temperature, and previous history of the metal, with the nature and pressure of the surrounding gas, and with small changes in the state of the metal surface. The present investigation was undertaken with the idea that in the negative ionisation at high temperatures the conductivity produced by metals took its simplest form. This idea is supported by the observation of Professor McClelland, \(\uparrow\) that the negative current is to a great extent independent of the nature of the gas, and is independent of its pressure over a range from 04 to \(\cdot 004\) millim.

The chief problem which is here attacked experimentally is the way in which the saturation current from the hot metal surface to a neighbouring electrode varies with the temperature of the metal. The value of the saturation current corresponds to the total number of ions which are produced by the surface per second. Incidentally it was found necessary to examine, in addition to the above, the relation between the current and the electromotive force for the conductivity produced by the three abovementioned conductors at various pressures.

The theory, by which it is proposed to explain the phenomena, is based on the

\footnotetext{
* 'Proc. Camlnr. Phil. Soc.,' rol. 11, p. 286.
\(\dagger\) 'Proc. Cambr. Phil. Soc.,' vol. 10, p. 241, and rol. 11, p. 296.
}
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hypothesis of conduction in metals by corpuscles which has been elaborated by Professors Drude and J. J. Thonson.t According to that theory a metal is to be regarded as a sponge-like structure of molecules and comparatively large fixed positive ions, with small negative ions or corpuscles moving freely with great relocity throughout the mass. Since the corpuscles do not all leave the metal when they strike the surface, it is evident that there must be a surface discontinuity of potential which prevents their escape. If now we laise the temperature of the metal we increase the average velocity of the corpuscles, and, provided the energy required to take an ion through the surface does not increase with the temperature, many more of the ions which strike the surface will pass through than before. In this way we can calculate the way in which the number of corpuscles shot off from unit area of a metal surface varies with the temperature. The formula so obtained involves two new constants, viz., the number of ions in unit rolume of the metal and the work done by an ion in passing through the surface.

It may be permissible to state in anticipation that almost the whole of the experimental results are in striking agreement with the thenry. In particular the theoretical formula makes the saturation current increase enomously rapidly with the temperature of which it is an exponential function. The experiments show that this is actually the case, and the saturation current has been followed orer the following ranges of values for the three conductors examined:
\[
\begin{aligned}
& \text { For platinum from } 10^{-10} \text { to } 10^{-3} \text { ampère per sq. centim. } \\
& \text {, carbon ", } 10^{-8} \text {, } 2 \text {,. ", } \\
& \text {, solium , } 10^{-11}, 2 \times 10^{-2} \text {.. total current. }
\end{aligned}
\]

The corresponding ranges of temperature for platinum and sodium are roughly from \(1000^{\circ} \mathrm{C}\). to \(1600^{\circ} \mathrm{C}\)., and from \(100^{\circ} \mathrm{C}\). to \(450^{\circ} \mathrm{C}\). respectively.

Perhaps the most surprising result of the investigation is the relatively enormous currents which have been obtained. The biggest leak measured was '4 ampère from a carbon filament to an electrode placed near it; this corresponded to a current of \(\because\) imperes per sq. centim. of the carbon surface, the potential on the wire being - 60 volts. In this case the gas pressure was only \(\frac{1}{600}\) millim. of mercury, so that the ionisation produced by collisions was negligible. Th all cases care was taken that the field which was put on the filmments was insufficient either to start a discharge or to maintain one when started.

The smaller currents with sodium were measured by means of a cquadrant electrometer: the largest ('04 ampère) was registered on a Weston ammeter.

It is evident from these experiments that a metal if placed in a racuum and heated to a sufficiently high temperature makes the space around it an extremely

\footnotetext{
* 'Drude's Ammalen,' rol. 1, p. 566.
† 'Rapports présentés an Congrès International de Phỵsique,' Paris, 1000.
}
good conductor of electricity. The results show that in the case of an incandescent lamp, heated to the highest temperature it will stand, the specific conductivity of the surrounding space is comparable with that of the filament.

In the case of a hot conductor the current across the intervening space to the electrode will, of course, only go in one direction. The current when the hot metal is charged positively, and the electrode put to earth, is vanishingly small in comparison with the current when the wire is charged negatively.

The remainder of the present paper is divided up as follows:-
A.-Theoretical Investigation.
I. Calculation of the saturation current.
II. Equilibrium of corpuscles near a hot plane of infinite area.
B.-Experimental Incestigation.
I. Experiments with platinum.
II. ", earbon.
III. ., .. sodium.
C.-Couclusion.

\section*{A.-Theoretical Investigation.}

\section*{1. Calculation of the Saturation Current}
§ 1. The application of the kinetic theory of gases to the equilibrium of the free negative electrons or corpuscles inside a metal scarcely needs justification here, since it has already been made use of by Professor Drude.\% It may, however, be permissible to point out some results which show that the similarity between a corpuscle in a metal and a molecule in a gas under ordinary conditions is very close indeed. Professor Thomson \(\dagger\) has shown, from the change of resistance of bismuth in a magnetic field, that the mean free path of a corpuscle in that metal has the value \(10^{-t}\) centim.; while a series of experiments by Mr. Patterson+ indicate that for platinum, gold, tin, silver, copper, zinc, cadmium, mercury, and carbon the mean free path has values which lie between \(5.9 \times 10^{-7}\) and \(4.1 \times 10^{-6}\) centim. The mean free path for a nitrogen molecule in air under standard conditions is \(10^{-5}\) centim.; so that the mean free path of a corpuscle in bismuth is the same as that of a molecule in air at \(\frac{1}{10}\) th of an atmosphere pressure, whereas for other metals the mean free path is the same as that in air at about 10 atmospheres pressure. The free time is,
\[
\begin{aligned}
& \text { * 'Drude's Amalen,' vol. } 1, \text { p. } 572 \text {, \&e. } \\
& \ddagger \text { ' Rapports présentés aun Congrès International de Physique,' Paris, } 1900 \text {, vol. :, 1. } 138 . \\
& \ddagger \text { 'Phil. Mag.' (6), vol. 3, p. } 655 .
\end{aligned}
\]
of course, only about one-hundredth that of an air molecule possessing the same free path, owing to the great velocity of agitation of the corpuscles. Nevertheless we are quite justified in assuming that the time during which the corpuscles are moving freely is great compared with that during which they are colliding. In fact this assumption follows at once if we are to attach any definite meaning to the ideas of free paths and collisions.

If, in addition to neglecting the number of corpuscles which are colliding at any moment in comparison with those which are not, we assume that the atoms of the metal and the positive ions oscillate about fixed centres and are subject to forces of restitution which are functions of their displacements only, we obtain at once, hy the application of the ordinary analysis of the kinetic theory, the distribution of velocity among the corpuscles. 'This is found to be the same as that for an equal number of similarly constituted gas molecules. Thus the number of corpuscles ( \(\mathrm{N}_{n} \mathrm{~N}_{v} \mathrm{~N}_{v}\) ) which have velocity components in three mutually perpendicular directions between \(u\) and \(u+d u, v\) and \(v+d v\), and \(w\) and \(w+d w\) respectively are given by
\[
\begin{align*}
& \mathrm{N}_{n}=\mathrm{N}\binom{\lim }{\pi}^{\frac{1}{2}} e^{-\operatorname{kin}(u)-a,)^{2}} d u \\
& \mathrm{~N}_{0}=\mathrm{N}\left(\frac{\lim }{\pi}\right)^{\frac{1}{b}} e^{-\operatorname{kin}(t-\beta)} d u \tag{1}
\end{align*}
\]
and
\[
\left.\mathrm{N}_{w}=\mathrm{N}\binom{\lim }{\pi}^{\frac{1}{2}} e^{-k m(m-\gamma)^{2}} d w\right)
\]
where \(N\) is the total number of corpuscles considered, \(m\) is the mass of a corpuscle, \(\alpha, \beta\), and \(\gamma\) are the impressed velocity components of the corpuscles in the direction of \(u, v\), and \(w\) respectively, whilst \(\frac{3}{4} k\) is the average energy of translation of a corpuscle, and is equal to that of a gas molecule at the same temperature as the metal considered. The velocities \(\alpha, \beta, \gamma\) are connected with the components \(q, r, s\) of \({ }^{*}\) the current density according to the relation
\[
(q, r, s)=n(\alpha, \beta, \gamma) \epsilon
\]
where \(\epsilon\) is the charge on a corpuscle, and \(n\) is the number per culb. centim.
§コ. If we suppose the impressed velocities to be nil or to be negligible compared with the velocities of agitation, the number of molecules in unit volume haring velocity components between \(u\) and \(u+d u, v\) and \(v+d v\), and \(w\) and \(w+d u\) becomes
\[
\begin{equation*}
n\left(\frac{k m}{\pi}\right)^{\frac{2}{2}} e^{-\sin \left(n^{2}+r^{2}+m^{2}\right)} \text { du der rll } \tag{2}
\end{equation*}
\]
whilst the number with these velocity components which hit unit area perpendicular to " per second is
\[
\begin{equation*}
n\left(\frac{k m}{\pi}\right)^{\frac{1}{2}} \pi e^{-e^{2 n}\left(n^{2}+u^{2}+w^{2}\right)} d u d v d(e \tag{3}
\end{equation*}
\]

If we suppose the surface of the hot conductor to be perpendicular to the axis of \(n\), then the total number of corpuscles which hit unit area of the surface per second is
\[
\int_{0}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} n\left(\frac{k m}{\pi}\right)^{\frac{1}{2}} u e^{-k n\left(u^{2}+v^{2}+w^{2}\right)} d u d v d w .
\]

We now suppose that there is a discontinuity in the electrostatic potential at the surface of the metal which is great enough to prevent the escape of the corpuscles at low temperatures. If the work done by an ion in passing through the surface layer is \(\Phi\), then the discontinuity in the potential is \(\Phi / \epsilon\), where \(\epsilon\) is the charge on an ion. We have further, by symmetry,
\[
\frac{1 \partial \Phi}{\epsilon \partial y}=\frac{1}{\epsilon} \frac{\partial \Phi}{\partial z}=0
\]
the surface being perpendicular to the axis of \(x\).
Moreover \(\quad\) mu \(=-\frac{\partial \Phi}{\partial x}\), whence \(u_{0}=\sqrt{u^{2}-\frac{2}{m} \Phi}\)
where \(u_{0}\) is the normal component of the velocity of the corpuscle after it has escaped from the metal.

It is evident from this that not all the corpuscles which strike the surface of the metal escape from it, but only those which have a normal velocity component which is \(\equiv \sqrt{\frac{2}{m}} \Phi\). Hence, to get the total number which pass through the surface layer, we have to integrate expression (3) with respect to \(d u\) not from 0 to \(\infty\), but fiom \(\sqrt{\frac{2}{m} \Phi}\) to \(\infty\). Thus the total number which escape per second from unit area is given by
\[
\begin{align*}
& \mathrm{N}=\int_{\sqrt{2} m^{4}}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u\left(\frac{k m}{\pi}\right)^{\frac{1}{2}} u e^{-k n\left(u^{2}+u^{2}+u^{2}\right)} d u d v d u . \tag{5}
\end{align*}
\]
since \(k\) is connected with \(\theta\), the absolute temperature, by the relation \(k=(2 \mathrm{R} \theta)^{-1}\), If being the gas constant for a single corpuscle. The saturation current being equal to the quantity of electricity carried by the ions which are shot off from the surface in one second, is given by
\[
\begin{equation*}
C=\mathrm{N} \in \mathrm{~S}=n \in \mathrm{~S} \cdot \sqrt{\frac{R \theta}{2 m \pi}} e^{-q_{1} \mathrm{~s} \theta} . \tag{7}
\end{equation*}
\]
where \(S\) is the area of the metal surface and \(\epsilon\), as before, the charge on an ion.
\$3. When the ions are removed by an external electric field as quickly as they are
set free at the surface of the metal, as in the case of the experiments to be described later, the metal must be continually losing energy owing to the emission of the corpuscles. This energy is composed of two parts: the first being represented br the work done by the corpuscles in passing through the surface layer, while the second is equal to the energy of translation which they possess when they hare reached the ontside of the metal. The sum of the two is easily calculated, since it is equal to the energy of translation which the corpuscles that have passed through the surface layer possessed while they were inside the metal. We have therefore merely to multiply the number of corpuscles which strike the surface by the energy each possesses and integrate between limits which embrace all values that pass through the surface layer. The total loss of energy per second is therefore
\[
\begin{align*}
& \mathrm{T}=\frac{n}{2}\left(\frac{k m}{\pi}\right)^{x} \int_{\sqrt{\frac{2}{m^{4}}}}^{x} \int_{-\infty}^{\infty} \int_{-\infty}^{x} m\left(u^{2}+v^{2}+w^{2}\right) u e^{-k n u\left(u^{2}+v^{2}+w^{2}\right)} d u d v d u u^{x} .  \tag{8}\\
& =\frac{n}{2} \frac{(1+k \phi) e^{-2 k \phi}}{\pi^{\frac{2}{2} m^{2} k^{3}}}=n\left(1+\frac{\Phi}{2 \mathrm{R} \theta}\right) \sqrt{\frac{2 \mathrm{R}^{3} \theta^{3}}{\pi m}} e^{-\Phi \mathrm{R} \mathrm{\theta}} . \tag{9}
\end{align*}
\]

Now the work done in a second by the corpuscles passing through the surface layer is obviously \(=N \Phi\), so that the part of the energy lost by the hot metal per second which appears in the form of the translational energy of the corpuscles, is given by

This calculation of the rate of emission of energy only applies, of course, to the case where the ions are removed by an external field as fast as they are formed. If there is no external field and the ions are allowed to remain, we soon arrive at a steady state when as many corpuscles possessing a given amount of energy enter the surface of the metal in a given time as leave it ; so that in this case there is no loss of energy due to this cause.

The following proof of formula (6), which is due to Professor J. J. Thonson, is interesting, since it does not involve the methods of the kinetic theory of gases. Suppose we have a closed space which is bounded by a surface of hot metal, then the corpuscles will be given off from the metal until a steady state is reached. In this steady state as many corpuscles will pass through the bounding surface from the vacuum to the metal as from the metal to the vacum, but the pressure will not be the same on both sides of the surface owing to the forces which tend to retain the corpuscles in the metal. There will thus be a discontinuity in the pressure at the surface of separation, and \(\Phi\) being the work done on an ion when taken through the surface, we have
\[
\int_{1}^{2} p^{2} d v=d
\]
where 1 refers to the metal and 2 to the neighbouring space, \(p\) being the pressure and \(v\) the volume occupied by a corpuscle at any point. Substituting for \(p\) its value \(\mathrm{R} \theta / v\) from the gas equation, we get
\[
\log v_{2}-\log v_{1}=\Phi / \mathrm{R} \theta ;
\]
whence, if \(n_{2}\) be the number of corpuscles per unit volume outside and \(n_{1}\) the number per unit volume inside the metal, we have
\[
\|_{2}=n_{1} e^{-4 / R \theta}
\]

Now the number of corpuscles shot off from the surface per second is not equal to the number per unit volume of the space, but is equal to this multiplied by the average velocity perpendicular to the surface. So that, in the steady state, \(\mathrm{N}=n_{1} u\), where
\[
u=\left(\frac{k m}{\pi}\right)^{\frac{1}{2}} \int_{0}^{\infty} u e^{-k m u^{2}} d u=\sqrt{\frac{\mathrm{R} \theta}{2 m \pi}} ; \text { whence } \mathrm{N}=n \sqrt{\frac{\mathrm{R} \theta}{2 m \pi}} e^{-\Phi / \mathrm{R} \theta}
\]
which is the same formula as has been deduced above without postulating the existence of a steady state.

By following up the analogy between the emission of corpuscles and evaporation, the preceding formulie, comecting the corpuscular pressure with the temperature, can be obtained thermodynamically in a manner involving still fewer assumptions.

\section*{II. The Equitibrium of Corpuscles near a Plone Surface of IIot Metal of Infinite Extent.}
§ 4. Both this problem and the corresponding problem in spheres are of considerable importance, not only in connection with experiments in vacuum tubes, but also with regard to the behaviour of hot celestial bodies in space. For instance, the aurora borealis and allied phenomena indicate that large quantities of ions continually reach the earth from some extraneous source, while certain variations of the earth's magnetic field and other meteorological phenomena seem to be intimately connected with events which take place at the surface of the sun. The present paper does not attempt to solve these questions, but the above facts indicate that the subject of the imnisation produced by hot bodies is not without importance in regard to meteorology.

The problem under consideration may be specified in the following terms:-Given an infinite quantity of hot metal bounded on one side by a plane surface of infinite extent which is maintained at a given potential, find the charge on unit area of the metal surface and the potential at any point in the space outside the metal when the steady state has been attained.

Let us take the surface of separation perpendicular to the axis of \(x\), and let the suffix 1 refer to points inside the metal, the suffix 2 referring to points in the
neighbouring empty space. There is, as we hare seen already, a discontinuity in the pressure of the corpuscles at the surface of the metal, and by the conservation of energy
\[
\begin{equation*}
\int_{1}^{2} p d w=w \tag{11}
\end{equation*}
\]
where \(w\) is the work done in taking unit-mass of the corpuscles through the surface layer, \(p\) is the pressure, and \(v\) the volume of unit mass of the corpuscles at any point. Similarly, in order to obtain the equations satisfied by the corpuscles outside the metal when the equilibrium stage has been reached, we use the principle that the work along any path extending from a point \(a\) to a point \(b\), due to expansion is equal to the work done by the electric forces. This gives
\[
\int_{1,}^{\prime \prime} \mu d x+\int_{n}^{\prime \prime} \operatorname{mace}_{n} d x d x=0
\]
\(V\) being the electrostatic potential, \(e_{0}\) the charge on a corpuscle, and \(n\) the number of corpuscles in unit volume, since everything is independent of \(y\) and \(\%\). Now mu \(=N_{\|}\) the number of corpuscles in unit mass, whence
\[
\begin{equation*}
\mathrm{R} \theta d v+\mathrm{N}_{n} e_{v} \frac{d \mathrm{~V}}{d x}=0 . \tag{1,2}
\end{equation*}
\]

In addition to this the electrostatic potential has to satisfy Porsson's equation, which takes the form
\[
\frac{d^{2} V}{d x^{2}}=-4 \pi \zeta=\frac{4 \pi \mathrm{~N}_{0} e_{0}}{r}
\]
\(e_{0}\) being the numerical value of the negative charge.
The equation to be satisfied is therefore
\[
\begin{gather*}
\mathrm{R} \theta \frac{d^{2}(\log v)}{d x^{2}}+4 \pi \frac{\mathrm{~N}_{1}^{2} e_{0}^{2}}{v}=0 \\
\text { or } \frac{d^{2} v}{d x^{2}}-\frac{1}{v}\binom{d c^{2}}{d x}^{2}+\mathrm{C}=0, \text { where } \mathrm{C}=\frac{4 \pi \mathrm{~N}_{0}^{2} e_{0}^{2}}{\mathrm{R} \theta}
\end{gather*}
\]

A first integral of this equation is
\[
\frac{d(\log v)}{d x}=\left(\mathrm{B}+\frac{2 c}{v}\right)^{\frac{1}{2}}
\]

B being an integration constant.
Now when \(v\) is infinite \(\frac{d \log v}{d, i}=0\), and therefore \(\mathrm{B}=0\), so that
\[
\sqrt{2 c} d x=v^{-\frac{1}{2}} d v
\]
whence
\[
v=\frac{1}{4}(\sqrt{2 c} x-\mathrm{A})^{2}
\]

A being a second integration constant.
We have the further conditions:
\[
\left.\begin{array}{lll}
v=\infty & \text { when } & x=\infty \\
v=v_{1} e^{x / / \operatorname{Re} \theta} & \text { when } & x=0
\end{array}\right\}
\]
which are satisfied if \(\mathrm{A}^{2}=4 v_{1} e^{w / \mathrm{R} \theta}\).
Taking the positive root for \(v_{1}\) (since negative values are inadmissible) and putting \(v_{1}=N_{0} / n_{1}\) we obtain
\[
\begin{equation*}
v^{\frac{1}{2}}=\left(\frac{2 \pi}{\mathrm{R} \theta}\right)^{\frac{1}{2}} \mathrm{~N}_{0}{ }^{\circ}{ }_{0} x+\left(\frac{\mathrm{N}}{n_{1}}\right)^{\frac{1}{2}} e^{\frac{1}{12} / \mathrm{R} \theta} . \tag{14}
\end{equation*}
\]

This equation gives the concentration \(\left(v^{-1}\right)\) of the corpuscles at any distance \(x\) from the plane when the temperature is maintained at \(\theta^{\circ}\) absolute.

Returning to equation (12) we see that integration and substitution for \(v\) yield the electrostatic potential \(V\) in the form
\[
V=-2 \frac{\mathrm{R} \theta}{\mathrm{~N}_{0} e_{0}} \log \left\{\left(\frac{2 \pi}{\mathrm{R} \theta}\right)^{\frac{2}{s}} \mathrm{~N}_{0} e_{0} x+\left(\frac{\mathrm{N}_{0}}{n_{1}}\right)^{\frac{3}{\frac{1}{z} / \mathrm{R} \theta}}\right\}+\gamma .
\]

If \(\mathrm{V}=\mathrm{V}_{0}\) for \(x=0\), the integration constant \(\gamma\) is determined as
\[
\gamma=V_{0}+2 \frac{\mathrm{R} \theta}{\mathrm{~N}_{0} e_{0}} \log \left\{\left(\frac{\mathrm{~N}_{0}}{n_{1}}\right)^{\frac{1}{2}} e^{\frac{1}{2} v / \mathrm{R} \theta}\right\}
\]
so that V is finally to be obtained from
\[
\begin{equation*}
\mathrm{V}=\mathrm{V}_{0}-2 \frac{\mathrm{R} \theta}{\mathrm{~N}_{0} e_{0}} \log \left\{1+\left(\frac{2 \pi n_{1} \mathrm{~N}_{0}}{\mathrm{R} \theta}\right)^{\frac{2}{2}} e_{0} \mathrm{e}^{-\frac{1}{2} v / \mathrm{R} \theta} x\right\} \tag{15}
\end{equation*}
\]

The electric intensity at any point \(x\) is given by
\[
\begin{equation*}
-\frac{d \mathrm{~V}}{d x}=\frac{2\left(2 \pi \mathrm{R} \theta \frac{n_{1}}{\mathrm{~N}_{0}}\right)^{\frac{1}{2}}}{1+\left(\frac{2 \pi n_{1} \mathrm{~N}_{0}}{\mathrm{R} \theta}\right)^{\frac{1}{2}} e_{0^{\rho}}^{\rho^{-\frac{1}{2} v / R / R \theta} x}} e^{-\frac{1}{2} w / \mathrm{R} \theta} \tag{16}
\end{equation*}
\]
and the charge on unit area of the radiating plane by
\[
\begin{equation*}
\sigma=-\frac{1}{4 \pi}\left(\frac{d \mathrm{~V}}{d \mathrm{X}}\right)_{\mathrm{X}=0}=\binom{n_{1} \mathrm{R} \theta}{2 \pi \mathrm{~N}_{0}}^{\frac{1}{2}} e^{-\frac{1 \pi}{2} \cdot \mathrm{R} \theta} . \tag{17}
\end{equation*}
\]
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the volume density \(\zeta\) at any point \(x\) being
\[
\begin{equation*}
\zeta=-\frac{1}{4 \pi} \frac{d^{2} V}{d x^{2}}=-\frac{n_{1} e_{0} e^{-x / \mathrm{R} \theta}}{\left\{1+\left(\frac{2 \pi n_{1} \mathrm{~N}_{0}}{\mathrm{R} \theta}\right)^{\frac{2}{2}} e_{0} e^{-\frac{t u / R}{2} \theta} x\right\}^{2}} \tag{18}
\end{equation*}
\]

It is evident that \(\int_{0}^{\infty} \zeta d x=\sigma\), since \(d \mathrm{~V} / d x=0\) for \(x=\infty\). Thus, as we should expect, the charge on the surface is equal and opposite to the total charge in the space outside the metal.

As a numerical illustration we may calculate the potential at a point distant 10 centims. from a plane surface of platinum which is put to earth and maintained at a temperature of, say, \(1500^{\circ}\) absolute. Taking the number of nolecules in a cubic centimetre at \(0^{\circ}\) and 760 millims. as \(2 \times 10^{19}\), the charge on an ion as \(6.5 \times 10^{-10}\) and the value of \(w / \mathrm{R}\), which has been determined experimentally, to be \(4.93 \times 10^{4}\), we find the potential at a point 10 centims. from the surface to be 1.5 volts, while at a point 1 centim. distant it would be about \(1 \cdot 2\) volts.

The experiments in the sequel were not intended to test this part of the theory, but they show, as we should expect, that practically the whole of the current is stopped by a fall of potential of the order of one volt when it tends to drive the corpuscles back to the hot metal.

It will be seen by inspection of formula (15) that even at the highest temperatures we can attain the potential differences at small distances firm the hot surface never become very great. For instance, at the temperature of the sun ( \(6000^{\circ}\) C.) the difference of potential between the surface and a point 1 centim. distant from it would be only about sixteen times its value at \(1300^{\circ} \mathrm{C}\). On the other hand, the surface density increases very quickly with the temperature, as will be seen from formula (17). In the case of carbon at \(6000^{\circ} \mathrm{C}\)., taking \(10^{24}\) as a probable maximum value of \(n\) and \(7.8 \times 10^{4}\) as the value of \(w / \mathrm{R}\), we find that \(\sigma\) has the enormous value of 300 electrostatic units, whereas at \(1300^{\circ} \mathrm{C} . \sigma\) would have been less than this in the ratio of 1 to \(3 \times 10^{8}\).

These numbers are to be taken as purely illustrative. It is not supposed that any conductor could possibly exist in a vacuum at \(6000^{\circ} \mathrm{C}\).

It will be noticed that the preceding theory of the equilibrium of corpuscles near a surface where they are being emitted is quite independent of any hypothesis as to the nature of the mechanism by which they are set free. The results are therefore of interest even if the hypothesis, that the negative ions from hot conductors are the same as those which carry the current inside the metal, is ultimately found to be untrue.

\section*{B.-Experimental Investigation.}

\section*{I. Experiments with Platinum.}

\section*{§ 1. Description of the Apparatus.}

The ultimate object of the experiments was to determine the way in which the saturation current from a hot platinum wire to a surrounding electrode, both placed in a vacuum, varied with the temperature of the wire. For this purpose the type of bulb shown in fig. 1 was found to be most convenient.
The wire to be heated was in the form of a spiral, with its axis passing centrally along the length of the tube; the current through the wire was supplied by means of the two thick leads \(A A_{1}\) and \(B B_{1}\). The electrode to which the current was measured was an aluminium cylinder which surrounded the hot part of the wire. The cylinder was supported by a stout aluminium wire E, sealed through the side tube \(D\) by means of platinum. The end E was connected to the electrometer or galvanometer which served to measure the current. The side tube F connected the bulb with the pump and McLeod gauge.

In the earlier experiments, trouble was experienced owing to loose contacts appearing at \(\mathrm{A}_{1}\) and \(\mathrm{B}_{1}\) when the platinum wire had been heated. In the final form of the tube this was obviated by making the leads \(\mathrm{AA}_{1}\) and \(\mathrm{BB}_{1}\) of platinum wire 1 millim. thick, to which the ends of the platinum spiral \(A_{1} B_{1}\) were welded electrically. This made the platinum quite continuous through the tube. The support E of the electrode \(\mathrm{CC}_{1}\) was insulated outside the tube at D by means of sealing wax. Inside the tube there was only glass insulation, which, however, is very good at low pressures.
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The temperature of the platinum wire was obtained by measuring its resistance. The arrangement of apparatus which was used to do this and to measure the current from the surface of the wire is indicated in fig. 2. The whole of the apparatus below \(\mathrm{AFK}_{2}\) is the part which was used to determine the resistance and was insulated on paraffin blocks. It could be charged to any desired potential up to 400 volts by means of the battery \(B_{1}\) through the key \(K_{1}\) and water resistance \(A\). The potential was measured by the volt-meter \(W\). In this way any desired potential could be maintained on the hot wire F. The cylindrical electrode \(C\) was put to earth through the galvanometer \(G_{1}\), which thus served to measure the current. In some of the
experiments a Thomson galvanometer, of 4058 ohms resistance, which gave a deflection of 1 scale division for \(7 \times 10^{-10}\) ampère, was used, but this was replaced later by a less sensitive D'Arsonval galvanometer. The sensitiveness of the galvanometer deflections could be lowered at will by means of the shunt resistances, \(\mathrm{R}_{5}\) and \(\mathrm{R}_{6}\).

The resistance of the hot wire was determined by placing it in one arm of a Wheatstone's bridge, the other three arms being the resistances \(\mathrm{P}_{2}, \mathrm{R}_{3}\), and \(\mathrm{R}_{4}\). The battery \(\mathrm{B}_{2}\), which worked the bridge, also supplied the current necessary to heat F. As there was a current of up to 1.5 ampères continually running through the arm \(\mathrm{F}_{1}\), the corresponding arm \(\mathrm{R}_{2}\) had to be constructed so as to carry this current
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without heating. A German silver rheostat of very thick wire mounted on an iron frame and having a resistance of 1.7 ohms was found to fulfil the required conditions. The arim \(R_{3}\) had a resistance of 1000 ohms, and plugs were taken out of the box \(R_{4}\) till a balance was obtained in the galvanometer \(\mathrm{G}_{2}\). The maximum current which flowed through the arms \(R_{3}\) and \(R_{k}\) was thus about \(\frac{1}{700}\) th of that flowing through \(R_{3}\) and F . There was therefore no danger of \(\mathrm{R}_{3}\) and \(\mathrm{R}_{+}\)being heated by the currents used. The adjustable resistance \(\mathrm{R}_{1}\) served to regulate the heating current. By means of the keys, \(\mathrm{K}_{2}, \mathrm{~K}_{3}, \mathrm{~K}_{4}\), the battery could be put on between the two resistances \(\mathrm{R}_{3}\) and \(\mathrm{R}_{ \pm}\)at the one end, and \(\mathrm{R}_{2}\) and F at the other. In this way the currents flowing through the various arms could be made small, F would not become heated, and, by making the proper connections for the galvanometer \(G_{s}\), the resistance of the arm F at the ordinary temperature could be determined. In the earlier experiments an arrangement was used which enabled the same galranometer to be employed both for the resistance and leakage circuits; but it was found to be more convenient to use two galvanometers.

\section*{§ 2. Variability of the Current.}

As some unsteadiness had been observed in the galvanometer readings for the leak during the earlier ohservations, a series of experiments was made in order to examine if the current from the wire varied when the conditions were kept as steady as possible. When the current was passed through the wire the tube became hot and gas was given off from the walls and from the hot wire, so that it was impossible to keep the pressure absolutely constant. However, by continuously pumping out the gas the pressure was kept practically constant, the limits of variation being very small. A constant current was run through the wire so that its temperature and resistance were invariable except in so far as they depended on the pressure of the gas in the apparatus.

Since the rate of escape of heat from the wire is determined largely by the gas pressure, the temperature of the wire is a function of the pressure. In fact, the galvanometer spot was a far more sensitive indicator of the pressure than the McLeod gauge. By carefully watching the galvanometer and pumping accordingly, the variations of both pressure and temperature were kept very small indeed.

Under these conditions it was hoped that the rate of leak from the wire with a constant voltage would remain approximately constant. It was found, however, that it varied in the most haphazard manner, oscillating irregularly between the limits of \(10^{-6}\) and \(10^{-4}\) ampère. The current did not become any steadier with continuous heating. Readings taken every three or four minutes for the space of three hours showed the same continuous irregular periodicity. The irregularities were quite independent of the potential that was or had been applied to the wire, and also seemed to have no relation to the rate at which gas was given off. There was no measurable falling off with time.

It ought, perhaps, to be mentioned that the tube used for this experiment seemed far more variable than those used for the temperature experiments, though they were never examined systematically. The platinum wire used for this tube was the purest obtainable.

These results are taken to indicate that the negative ionisation depends to a great extent on small changes in the condition of the surface of the hot wire. We should expect this to be the case on the view that the phenomena are due to the escape of corpuscles from the metal, since an alteration of 14 per cent. in the work done by an ion in going through the surface would multiply the current by 100 .

Further experiments showed that fairly steady readings were obtained if the heating current was stopped and the tube allowed, as it were, to recover itself between each observation. The initial value of the current was almost constant, it then began to decrease slowly and afterwards varied in the irregular manner described above. The following readings taken with constant voltage, temperature, and pressure at the times stated, indicate the sort of agreement which is observed:-
\begin{tabular}{|c|c|}
\hline Time of observation. & \begin{tabular}{c} 
Current observed \\
(in scale divisions).
\end{tabular} \\
\hline 12.18 P.M. & 183 \\
12.34 & 191 \\
12.43 & \\
12.56 & 201 \\
1.15 & 218 \\
3.16 & 205 \\
3.48 & 2. \\
11.5 A.M. (next day) & 208 \\
& 193 \\
\hline
\end{tabular}

This mode of observation is practically that followed in \(\S 5\), where the current is observed immediately after the temperature of the wire has been increased by a given amount.

\section*{§ 3. Experiments with Alternating Currents.}

A mode of observation which is especially well calculated to show the relation between the positive and negative ionisation produced by hot platinum in a vacuum is to heat the wire by putting it on a 200 -volt alternating circuit and to observe the current to the cylindrical electrode. The ions of both signs are alternately driven away from and attracted to the hot wire owing to the alternating field between the wire and the cylinder. The cylinder is connected to one quadrant of an electrometer, the other quadrant being put to earth. The direction of the current, which is indicated by the direction in which the spot of the electrometer moves, is determined by the sign of the ions which reach the cylinder in greatest quantity under the alternating electromotive force. At low temperatures all the ions produced by the wire are positive, so that the current is necessarily in the positive direction. At higher temperatures negative ions are also produced in gradually increasing quantity, so that at one temperature the same number of positive and negative ions reach the cylinder in a given time. At this temperature, which may be called the transition temperature, there is no current from the hot wire to the surrounding electrode under the given alternating field. At still higher temperatures, owing to the rapid rate at which the negative ionisation increases with the temperature, the current is always negative.

In these experiments the temperature of the wire was not determined, but a rough idea of it can be obtained from the resistance. This was determined with the apparatus indicated in fig. 2, except that the galvanometer \(G\) was replaced by a telephone. The following table gives corresponding values of the leak and the resistance of the wire :-
\begin{tabular}{|c|c|}
\hline Resistance of wire. & \begin{tabular}{c} 
Current from wire to cylinder \\
in ampères.
\end{tabular} \\
\hline ohms & \\
3.20 & \(+1.38 \times 10^{-12}\) \\
3.30 & \(+3.7 \times 10^{-12}\) \\
3.48 & \(+3.7 \times 10^{-12}\) \\
3.78 & \(+1.6 \times 10^{-12}\) \\
4.00 & \(-7.2 \times 10^{-12}\) \\
4.22 & \(-7.5 \times 10^{-11}\) \\
4.42 & \(-6.8 \times 10^{-10}\) \\
4.56 & \(-2.5 \times 10^{-9}\) \\
\hline
\end{tabular}

It will be seen from these experiments and those to be described later that the negative ionisation increases very rapidly with the temperature, and becomes enormous compared with the positive. The transition temperature for platinum at low pressures is about \(900^{\circ} \mathrm{C}\).

\section*{§ 4. The Relation between the Current and the Applied Electromotive Force.}

As the ultimate object of these experiments was to measure the saturation current from the wire, it was thought advisable to investigate the relation between the current and the potential applied. A large number of current-E.M.F. curves for hot platinum have been given by Professor McClelland.* As, however, my apparatus, though similar, was not quite the same as, and the currents employed were much greater than, in the case investigated by Professor McClelland, it was considered necessary to make new experiments on the subject.

As the absolute value of the current was continually varying in the way previously described, the current was continually referred to its value with a given potential on the wire. This "standard" potential was -41 volts. The current with 41 volts on the wire was measured both before and after taking a reading with any assigned potential: the ratio of this reading to the mean of the readings with 41 volts was taken to be what the ratio of the current under the given voltage to the current at 41 volts would have been if the state of the tube had remained constant. In this way the variability of the hot wire could be satisfactorily eliminated.

In these experiments the value of the saturation current was about \(3 \times 10^{-6}\) ampère, and was probably about ten thousand times as big as the current used by Professor McClelland. In making the observations readings of the current were taken for every 6 or 7 volts up to 80 , and afterwards at intervals of 40 volts up to 400. The numbers so obtained are plotted in the following curve (fig. 3), the value of the current with -41 volts on the wire is fixed arbitrarily as unity. The voltages refer to the positive end of the wire.

The current rises to about one-third its final value with ten volts on the wire but
does not become saturated till about 160 volts. It will be seen that this curve is very similar to the one given by Professor MaClelland for the same pressure ( \(\cdot\) ] millim.). The similarity of the two leads to the conclusion that the form of the current E.M.F. curve is largely independent of the amount of ionisation produced by
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the wire. In many of the experiments on the variation of the current with the temperature the pressure was considerably less than \({ }^{\circ} 1\) millim., but we should expect that a voltage which would saturate the current at a given pressure would saturate it at iny lower pressure. At any rate, the experiments to be described later show that this is true for the negative ionisation produced by hot carbon. Another set of experiments on platinum showed that at 008 millim. the current was saturated by less than 80 volts.
§5. The Relation between the Saturation Current and the Temperature of the Wire.
The temperature of the wire was obtained from its resistance, and in order to determine this the apparatus indicated in fig. 2 was employed in the manner already described. During each observation it was found that the temperature of the wire, which was run at constant voltage, fell slightly, owing to the gas given off from the walls of the tube and elsewhere. A reading for the resistance was therefore taken immediately before and after the reading for the current, and the mean of the two resistances was taken to be that which corresponded to the current reading. The wire was heated for a long time and the tube constantly pumped out previous to
making the observations, in order to reduce the evolution of gas as far as possible. When the tubes were heated at first large quantities of gas came off, but after a time further heating and pumping did not seem to effect much reduction in the rate of evolution of gas. Despite constant pumping the pressure always rose slightly in the McLeod gauge; the increase was, of course, more marked the higher the temperature of the wire.

To obtain the temperature from the resistance measurements use was made of the determinations of the melting points of potassium and sodium sulphates of Messrs. Heycock and Neville.* The wire was set up in air and its resistance determined, first at the ordinary temperature and afterwards when the smallest possible grain of potassium sulphate placed on it just melted. In this way the resistance for two temperatures differing by about \(1000^{\circ}\) was obtained, and the temperature corresponding to any other resistance reading could be got by interpolation from the curves given by Professor Callendar. \(\dagger\) To test the method the melting point of sodium sulphate was determined and no determination was more than \(20^{\circ}\) from the true value \(\left(883^{\circ}\right.\) C.). This agreement was held to be quite good enough for the purpose. The temperature as found from the resistance in this way is the average temperature of the wire whereas what is required is the temperature at the surface. A calculation showed, however, that the temperature at the centre of the hot wire only differed from that at the circumference by \(4^{\circ} \mathrm{C}\)., a quantity which is negligible compared with the experimental error.

In the experiments on platinum a potential of 120 volts was maintained on the wire; this was more than enough to saturate the current at practically all the pressures which occurred. It was found afterwards that at pressures greater than -09 millim. the current was not saturated by this potential but the deviation from the saturation value due to this cause is smaller for the observations taken than the error due to unavoidable irregularities.

The values of the pressures are given in the tables for comparison, Two numbers are inserted in each case in the resistance column, these are the resistances as determined immediately before and after the value of the saturation current was read. The difference between the two numbers is a measure of the rate at which the temperature of the wire was changing and, therefore, of the rate at which the pressure of the gas in the tube was increasing.

The following table gives the results which were obtained at temperatures below \(1450^{\circ} \mathrm{C}\).
\[
\begin{aligned}
& \text { * 'Jour. Chem. Soc.,' vol. } 67 \text {, p. } 160 . \\
& \dagger \text { 'Phil. Mag.,' vol. } 48 \text {, p. } 519 .
\end{aligned}
\]
\begin{tabular}{|c|c|c|c|}
\hline Pressure of gas in millims. of mercury. & Resistance of hot wire in ohms. & \[
\begin{aligned}
& \text { Current from wire } \\
& \text { to cylinder, } \\
& 1=\text { ampere } \times 10^{-9} .
\end{aligned}
\] & Temperature of wire in \({ }^{\circ} \mathrm{C}\). \\
\hline -023 & \[
\begin{aligned}
& 8 \cdot 338 \\
& 8 \cdot 335
\end{aligned}
\] & \(2 \cdot 52\) & 1031 \\
\hline - 025 & \[
\begin{aligned}
& \hline 8 \cdot 438 \\
& 8 \cdot 430
\end{aligned}
\] & 8.28 & 1058 \\
\hline \(\cdot 021\) & \[
\begin{aligned}
& 8 \cdot 642 \\
& 8 \cdot 625
\end{aligned}
\] & \(30 \cdot 6\) & 1105 \\
\hline - 025 & \[
\begin{aligned}
& 8.795 \\
& 8.782
\end{aligned}
\] & \(100 \cdot 5\) & 1146 \\
\hline - 024 & \[
\begin{aligned}
& 8.894 \\
& 8.875
\end{aligned}
\] & 188 & 1170 \\
\hline - 028 & \[
\begin{aligned}
& 8 \cdot 969 \\
& 8 \cdot 950
\end{aligned}
\] & 300 & 1190 \\
\hline 028 & \[
\begin{aligned}
& 9 \cdot 106 \\
& 9 \cdot 088
\end{aligned}
\] & 728 & 1224 \\
\hline \(\cdot 032\) & \[
\begin{aligned}
& 9 \cdot 163 \\
& 9 \cdot 131
\end{aligned}
\] & 858 & 1243 \\
\hline \(\cdot 032\) & \[
\begin{aligned}
& 9 \cdot 263 \\
& 9 \cdot 230
\end{aligned}
\] & 1,414 & 1269 \\
\hline - 037 & \[
\begin{aligned}
& 9 \cdot 381 \\
& 9 \cdot 350
\end{aligned}
\] & 2,600 & 1298 \\
\hline - 04.4 & \[
\begin{aligned}
& 9 \cdot 47 \cdot \\
& 9 \cdot 445
\end{aligned}
\] & 4,025 & 1323 \\
\hline - 063 & \[
\begin{aligned}
& 9 \cdot 603 \\
& 9 \cdot 574
\end{aligned}
\] & 11,320* & 1354 \\
\hline - 063 & \[
\begin{aligned}
& 9 \cdot 925 \\
& 9 \cdot 883
\end{aligned}
\] & 11,740* & 1445 \\
\hline
\end{tabular}

The next table gives another series of observations extending over a higher range of temperature. Owing to the greater unstadiness of the tube at the higher temperatures the points do not fall quite so accurately on the curve. The current at \(1600^{\circ}\) was the liggest measured and corresponded to \(1.03 \times 10^{-3}\) ampère per sq. centim. of platinum surface.

\footnotetext{
* The current became rather unsteady here.
}
\begin{tabular}{|c|c|c|c|}
\hline Pressure in millims. of mercury. & Resistance of wire in ohms. & Saturation current, \(I=\) ampère \(\times 10^{-r}\). & Temperature in \({ }^{\circ} \mathrm{C}\), \\
\hline - 024 & \[
\begin{aligned}
& 9 \cdot 725 \\
& 9 \cdot 718
\end{aligned}
\] & \(1 \cdot 04\) & 1194 \\
\hline - 044 & \[
\begin{aligned}
& 10 \cdot 16 \\
& 10 \cdot 14
\end{aligned}
\] & \(13 \cdot 62\) & 1298 \\
\hline -091 & \[
\begin{aligned}
& 10 \cdot 63 \\
& 10 \cdot 61
\end{aligned}
\] & 116 & 1419 \\
\hline \(\cdot 106\) & \[
\begin{aligned}
& 10 \cdot 79 \\
& 10 \cdot 75
\end{aligned}
\] & 578 & 1449 \\
\hline -152 & \[
\begin{aligned}
& 10.95 \\
& 10.91
\end{aligned}
\] & 1370 & 1490 \\
\hline - 180 & \[
\begin{aligned}
& 11 \cdot 13 \\
& 11 \cdot 07
\end{aligned}
\] & 1730 & 1533 \\
\hline -162 & \[
\begin{aligned}
& 11 \cdot 35 \\
& 11 \cdot 355
\end{aligned}
\] & 4180 & 1599 \\
\hline
\end{tabular}

The relation between the saturation current and the temperature is shown graphically in fig. 4. The ordinates give the value of the saturation current, the
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abscissæ being temperatures in \({ }^{\circ} \mathrm{C}\). In the first curve, starting from the left of the diagram, each unit of the ordinate represents \(10^{-9}\) ampère; in each succeeding curve as we pass to the right the value of the ordinate is successively multiplied by ten, so that in the last curve each unit is equal to \(10^{-5}\) ampère. To obtain the saturation current per unit-area the values on the curve have to be multiplied by \(2 \cdot 5\).

The curves show that the negative ionisation increases very rapidly with the temperature of the wire (in fact the saturation current varies roughly as the 70th power of the absolute temperature). It will be seen that the current never vanishes absolutely, but only in an asymptotic manner, so that it should be observable at any temperature provided sensitive enough instruments are employed. As a matter of fact at low temperatures it would of course be masked by other effects, which become large by comparison. The curves seem also to tend continuously to an infinite value of the saturation current; but the theory indicates that at higher temperatures the current would increase much more slowly with the temperature. This falling off of the rate of increase has not yet been observed with any of the conductors which have been examined.

We are now in a position to apply formula (7) to the reduction of the experimental results. For the sake of convenience we may write for the number of corpuscles shot off from unit area of the metal per second
\[
\mathrm{N}=(\mathrm{C} / \epsilon \mathrm{S})=\mathrm{A} \theta^{\frac{1}{2}} e^{-\nu / \theta}
\]
where \(\mathrm{A}=n(\mathrm{R} / 2 m \pi)^{\frac{2}{2}}\) and \(b=\Phi / \mathrm{R}\). The saturation current C is here to be measured in electrostatic units. In order to test the formula we may write the above equation in the form :
\[
\log _{10} \mathrm{C}-\log _{10} \mathrm{\epsilon S}=\log _{10} \mathrm{~A}+\frac{1}{2} \log _{10} \theta-\frac{b}{2 \cdot 303 \theta}
\]

If we put, for conrenience, \(\log _{10} \mathrm{C}-\frac{1}{2} \log _{10} \theta-\log _{10} 3+1 \cdot 5=y\) and \(\theta^{-1}=x\), we may write our equation
\[
y=a-b_{0} x_{0}
\]
so that plotting the values of \(y\) against those of \(\theta^{-1}\) should give a straight line. In the accompanying graph the ordinates are the values of \(\log _{10} \mathrm{C}-\frac{1}{2} \log _{10} \theta\), the abscisse being \(\theta^{-1} \times 10^{5}\). The curve got is very approximately indeed a straight line; though any variation from strict rectilinearity might be explained by the variation with temperature of the coefficient A , that is, if our theory is correct, of \(n\) the number of corpuscles per cubic centimetre of platinum. We may therefore say with certainty that the main features of the phenomenon are to be represented by a formula of the type \(A \theta^{2} e^{-c i \theta}\).

Interesting conclusions are also to be drawn from the actual values of the constants
themselves. From the constant A we obtain the number \(n\) of free corpuscles in a cubic centimetre of solid platinum, since we have the relation \(n=\left(\frac{2 m \pi}{R}\right)^{\frac{1}{2}} \mathrm{~A} . \quad \mathrm{A}\) is obtained by putting corresponding values of \(\theta\) and C in the equation
\[
\log _{10} \mathrm{~A}=\log _{10} \mathrm{C}-\frac{1}{2} \log _{10} \theta-\log _{10} \cdot 788+9 \cdot 523+\left(2 \cdot 24 \times 10^{4}\right) \theta^{-1}
\]

At \(\theta\) (absolute) \(=1542^{\circ}\) this gives \(\mathrm{A}=1.51 \times 10^{26}\). The various constants in the logarithmic equation come from the area of the wire, which was 394 sq . centim., and the value of the charge on an ion, which was taken to be \(6 \times 10^{-10}\) electrostatic unit. The value of \(m / \mathrm{R}\) ( \(m\) being the mass of, and \(R\) the gas-constant for, one corpuscle) was found to be \(=1.204 \times 10^{-11}\). Putting this in the expression for \(n\), we find \(1.3 \times 10^{21}\) free negative ions in a cubic centimetre of platinum at \(1542^{\circ}\) absolute. An independent value of \(n\) has been obtained by Mr. Patterson* from experiments on the change of resistance of platinum in a magnetic field. This when calculated by the method given by Professor Thomsont yields \(n=137 \times 10^{22}\). The agreement of the value found above with this is really very good, when one considers


Fig. 5. the numerous sources of error to which the measurements are liable, and that an error of 7 per cent. in the absolute temperature, among other things, would multiply the value of \(n\) by ten.

It was thought that possibly some regular change in the value of \(n\) with the temperature might be found if values were calculated for different temperatures. It was found, however, that \(n\) oscillated in an irregular manner between \(43 \times 10^{21}\) and \(2.0 \times 10^{21}\), so that the experiments yielded no evidence of any detectable variation of \(n\). This method of obtaining \(n\) is extremely maccurate, so that the agreement between the above numbers is really better than would be expected.

The signification of the constant \(b=\Phi / \mathrm{R}\) which occurs in the exponential factor is equally important, since \(\Phi\) is the work done by an ion in passing through the surface layer. We obtain \(b\) from the equation
\[
b=\frac{\log _{e}\left(1 / \mathrm{C}^{\prime}-\frac{1}{2} \log _{e} \theta / \theta^{\prime}\right.}{\theta^{\prime-1}-\theta^{-1}},
\]
where \(C, C^{\prime \prime}\) and \(\theta, \theta^{\prime}\) are corresponding currents and absolute temperatures.
\[
\text { * 'Phil. Mag.' (6), vol. 3, p. } 643 .
\]
\(广\) J. J. Thonson, 'Rapports présentés au Congrès International de Physique,' vol. 3, p. 138, Paris, 1900.

Substituting the values of C and \(\mathrm{C}^{\prime \prime}\) for \(\theta=1571, \theta^{\prime}=1378\) respectively, we get the average value of \(\zeta\) from \(1378^{\circ}\) to \(1571^{\circ}\) absolute as \(4.93 \times 10^{ \pm}\). If we assume that all the work done by the corpuscles in passing through the surface is electrical, we can calculate from this the discontinuity in the potential. Since \(R\) is equal to \(\left(\frac{2}{1 \cdot 204}\right) \times 10^{-16}\), we have \(\Phi=4.93 \times \frac{2}{1.204} \times 10^{-12}=\epsilon \delta \phi\), where \(\epsilon\) is the charge on an ion and \(\delta \phi\) is the discontinuity in the potential at the surface of the metal. From this we obtain
\[
\delta \phi=1.365 \times 10^{-2} \text { electrostatic unit }=4.1 \text { volts. }
\]

The further discussion of these results will be postponed until the experiments on sodium and carbon have been considered. (See additional Note at end of this paper.)

\section*{II. Experiments with Carbon.}
§ 1. Description of Apparatus.
In order to detect and examine the negative leak from carbon, the hot wire
 previously employed was replaced by a filament from an ordinary incandescent lamp. The thick filaments from small 8 or 12 -volt lamps were found to be most suitable. In the form of apparatus which was used to investigate the relation between the negative leak and the resistance of the carbon (see fig. 6) the filament was allowed to remain inside the lamp. The lamps were opened up by snipping off the glass point at the top with a pair of pliers. The wide tube A. was then fixed on by drawing it out at the end which was to be joined and blowing the junction out until it was wide enough to allow the aluminium electrode E to be introduced. This process required some care, as the lamps are liable to crack when hot. It was found that air leaks due to small cracks in the part of the lamp which is covered with plaster of Paris could be effectually stopped by embedding the whole lamp in melted paraffin max. The tube L, into which the electrode was fixed with sealing-wax, was joined to a bulb C, which was somewhat wider than A, into which it was inserted, the joints being made air-tight by means of sealingwax. The side tube D led to the pump and McLeod gauge. The filament F could be charged either positively or negatively, and the leak from it to the electrode E was measured in exactly the same way as has already been described in the case of platinum.

This form of apparatus was found to be quite satisfactory for
Fig. 6. investigating the connection between the current from the carbon on the one hand and the electromotive force, the resistance of the filament, and the
current required to heat it, respectively, on the other. The variation of the saturation current with the resistance gives an approximation to its variation with the temperature of the filament. It was thought that a better estimate might be obtained if the temperature of the incandescent filament were determined by means of a thermocouple. With this object a second form of tube was set up, which we shall proceed to describe.

In this case the filament \(F\), together with the platinum wires which support it (see fig. 7 ), was cut out of the original lamp and fastened to two stout copper wires \(G\) and \(G_{1}\). This was done by placing the platinum and copper wires alongside, wrapping them round closely with fine copper wire and then soldering the whole. The filament was thus supported on two long copper legs; the rigidity of the structure was ensured by melting on two cross. pieces of blue glass in the positions shown in the figure. The ends of the copper terminals rested in the small tubes, \(T_{3}\) and \(T_{4}\), which contained mercury, and which were fused in to the end of the large tube B. The current which heated the filament entered by platinum wires, which were melted into the tubes \(T_{3}\) and \(T_{4}\). The electrode, to which the current was measured, was a long narrow aluminium cylinder E, which practically surrounded the hot filament. The cylinder was supported by a stout wire let in through the side-tube A. The tube D was comnected with the pump and McLeod gauge.

The thermocouple was of platinum and iridioplatinum, the wires being the finest obtainable.


Fig. 7. The pure platinum wire was 0025 centim. in diameter, whilst the 10 per cent. iridium alloy had a diameter of 0035 centim. The wires were tied together on to the filament by means of a slip-knot, so as to make good contact but not to increase the diameter of the filament materially. They were then suspended from platinum wires let in to the tubes \(T_{1}\) and \(T_{2}\), which were inserted in the tube \(L C\) in exactly the same way as \(T_{3}\) and \(T_{4}\) were fixed in to \(B\). The wires \(P\) and \(P_{1}\), which were prevented from touching by the cardboard partition \(H\), connected the mercury cups \(\mathrm{T}_{1}\) and \(\mathrm{T}_{2}\) with the rest of the thermocouple circuit. The tubes B and C were connected by a sealing-wax joint S just as in the former apparatus.

In the first experiments with carbon the apparatus shown in fig. 2 was used, just as for platinum, except that the tube with the incandescent platinum wire (fig. 1)
was replaced by the tube shown in fig. 6. In commencing an experiment the apparatus was exhausted to 001 millim., so that the gas which was afterwards in the tube was all given off from the hot filament and the walls of the tube. The observations were generally taken so as to keep the tube as cool as possible, but lyy letting it get hot enough pressures up to a millimetre could be registered on the McLeod gauge, even with constant pumping. The first experiments were made to determine the way in which the leak varied with the applied electromotive force, other conditions being, so far as possible, kept constant.

\section*{§ 2. Relation between the Current and the Applied E.DI.F.}

In all cases there was no current which would show a deflection in the galvanometers used when the filament was charged positively. The positive leak from hot wires in a vacuum, though large when measured by an electrometer, is always negligible compared with the currents measured in these experiments. Some of the subjoined current E.M.F. curves were obtained by using the apparatus in fig. 6 , others by using that in fig. 7. As we should expect the curves to vary considerably with the shape and position of the electrodes, the apparatus from which the curves were obtained will be definitely specified in each case. As an abbreviation for the "apparatus shown in fig. 6 " we shall write "apparatus 6 ," and so on.

The relation between the current and the electromotive force depends largely on the pressure of the gas in the apparatus. It may also depend on the value of the maximum current which can be obtained, i.e., on the temperature of the wire. At very low pressures (below, say, 02 millim.) the current rises very rapidly with the E.M.F. till it reaches a certain value, after which it becomes practically independent of the E.M.F. This "saturation current" generally increased slightly with the electromotive force, the increase being attributable to the extra ions produced by collisions with the gas molecules. 'The following curve, given by apparatus 7 , shows the


Fig. 8. phenomenon of saturation very clearly. The flow of the heating current was accompanied by a P.D. of 3.8 volts between the two ends of the filament, so that it is important to state which end of the filament the voltages refer to. There was found to be no current when the negative end of the filament was earthed, the whole of the filament being then positive to the surrounding earthed electrode. The values are the means of a considerable number of ohservations. This curve (fig. 8) is for a pressure of \(\cdot 003\) millim. ; the voltage given is that of the negative end of the filament. From the preceding curve it will be seen that the current was practically saturated by a potential of about 15 volts. With higher 1 ressures of gas in the apparatns, the
saturating potential might become much greater, as is shown by the following curve, taken, also with apparatus 7 , at a pressure of \(\cdot 02\) millim. In this case the current is not saturated till a potential of about 280 volts is reached. During this experiment the temperature of the filament, as indicated by the deflection produced by the thermocouple, was kept constant.

The bend in the curve at about 20 volts seems to indicate that a sort of saturation occurs here. The subsequent increase of current would then be explained by the ions produced by collisions as the electromotive force was increased. On this supposition, when we again reach the flat part of the curve at 280 volts we must suppose that every collision possible at this pressure produces ions. Similar considerations explain the gradual slope of the curve in fig. 8


Fig. 9. after saturation. Owing to the peculiar shape of the electrodes it was not possible to calculate the magnitude of the effects.

With this curve it is interesting to compare one obtained at a slightly lower pressure ( 013 millim .) with the other form of apparatus. In this case the current used to heat the filament was kept constant while its resistance decreased in the ratio


Fig. 10. of 1.025 to 1 during the observations. This does not imply that the temperature altered, since heating a carbon filament steadily decreases its resistance when cooled and measured again at the original temperature. The absolute value of the current is also some twenty times as great as that in the preceding curve. It will be seen that in this case saturation was reached with about 160 volts.

It is evident that in this case the bend at 20 volts does not appear. This may be due to the greater magnitude of the current and smaller pressure, which makes the Townsend effect less by comparison. With still higher pressures the current for low voltages is small and increases more rapidly as the voltage is raised than it would if it were proportional to the potential difference. The curve then passes through a singular point, the current increasing less and less rapidly with the voltage until the saturation value is reached. The current afterwards remains stationary for some time until it begins to increase vol. CCI.-A.
again as the voltage is raised. This increase is doubtless due to new ions produced by the collisions of the negative ions, since it is in all respects similar to the effects described by Professor Townsenn). All these characteristics are shown by the upper curve in fig. 11, which was obtained with appa-


Fig. 11. ratus 6. In this case the pressure increased from - 65 to 85 millim. during the experiment; the heating current was maintained constant and equal to 1.07 ampères.

When the pressure of the gas is raised further, the current at low voltages becomes still smaller than before, the current E.M.F. curve being always concave to the axis of current. In this case the current never becomes saturated, owing to the collision effect coming in before the saturating potential is reached. Under these circumstances the current increases more and more rapidly with the potential as the latter is raised. These characteristics are very well shown by the lower curve in fig. 11, which was taken with apparatus 6 at a pressure of 2 millims. The filament was heated by a constant current.

It will be noticed that several of these curves are very similar to those obtained with hot platinum wires by Professor McClelland. \(\dagger\)

In all these cases it was found that in retracing the observations backwards, the curves never quite coincided with those obtained first. These effects, which were of the nature of hysteresis, were partly attributable to change in the conditions while the observations were being made. Such changes were, for example, increase of pressure due to gas given off from the walls, change in the temperature of the carbon heated by a constant current owing to the permanent alteration of the resistance of a carbon filament produced by heating, \&c. Even when such disturbances were eliminated as far as possible, the curve could never be made to return on its outward path. The form of the curve was always the same, but the value of the current on the return curve was invariably smaller than on the outward one; in a particular case, when the pressure increased from 2.4 to 2.6 millims., the current with about 200 volts was reduced to one-third its value on the return journey.

After having investigated in some detail the connection between the current and the electromotive force when the filament was maintained at a constant temperature, the connection between the saturation current and the other conditions was next examined. The experiments to be described are therefore concerned with the relation between the saturation current and

\footnotetext{
* Townsend, 'Phil. Mag.,' F'eb., 1902.
\(\dagger\) 'Camb. Phil. Proc.,' vol. 11, p. 296.
}
(1) The resistance of the filaments ;
(2) The currents used to heat the filaments; and
(3) The temperature of the carbon surface, respectively.

In what follows a section will be devoted to each of the above headings.
§ 3. The Relation between the Saturation Current and the Resistance of the Filament. This was investigated in the same manner and with the same apparatus (fig. 2) as in the case of platinum. In all cases the apparatus which has already been described and is shown in fig. 6 was employed. The thick German silver resistance \(R\) (fig. 2), which served as an intermediate standard, had now a resistance of \(1 \cdot 62 \mathrm{ohms}\). The smaller currents were measured with the sensitive Thomson galvanometer. For the larger currents a D'Arsonval galvanometer, which gave a deflection of 1 millim. for a current of \(3.46 \times 10^{-7}\) ampère, was employed, owing to its greater convenience. As the resistance of the filament decreased slightly during the observations, a reading was taken both before and after each observation of the leak, the mean of the two readings being taken as the value of the resistance which corresponded to the reading for the current. Resistance readings were taken over a range of saturation current extending from \(2.8 \times 10^{-7}\) to \(6 \times 10^{-3}\) ampère per sq. centimetre of surface. The corresponding range of the value of the ratio of the resistance of the filament to its resistance at \(11^{\circ} \mathrm{C}\). at the commencement of the experiment was from \(\cdot 610\) to \({ }^{5} 567\). In other words, while the resistance of the filament only alters in the ratio of 610 to 567, the negative leak has become twenty thousand times as big as it was at first. It is evident, therefore, that, as in the case of platinum, the number of negative ions produced at the surface increases with enormous rapidity as the temperature rises. It will be shown later that, over a much greater range of temperature than this, there is no perceptible falling off in the rate at which the current increases.

The corresponding values which were obtained for the saturation current and the resistance of the carbon filament are given in the following table. The resistances are expressed as fractions of the resistance which the filament possessed at \(10^{\circ} \mathrm{C}\). before it was heated.
\begin{tabular}{|c|c|}
\hline \begin{tabular}{c} 
Saturation current in \\
ampères.
\end{tabular} & \begin{tabular}{c} 
Resistance as a fraction \\
of initial resistance.
\end{tabular} \\
\hline \(3.9 \times 10^{-8}\) & \(\cdot 609\) \\
\(9.43 \times 10^{-8}\) & \(\cdot 604\) \\
\(3.25 \times 10^{-7}\) & \(\cdot 600\) \\
\(8.55 \times 10^{-7}\) & \(\cdot 594\) \\
\(19 \cdot 04 \times 10^{-7}\) & \(\cdot 588\) \\
\(4.32 \times 10^{-6}\) & \(\cdot 581\) \\
\(13.3 \times 10^{-6}\) & \(\cdot 571\) \\
\(3.53 \times 10^{-5}\) & \(\cdot 560\) \\
\(7 \cdot 80 \times 10^{-5}\) & .547 \\
\(2.47 \times 10^{-4}\) & .528 \\
\(3.95 \times 10^{-4}\) & .509 \\
\(9.05 \times 10^{-4}\) & .48 \\
\hline
\end{tabular}

These numbers when plotted against one another on squared paper yield curves very like the current temperature curves for platinum (fig. 4). They have not, however, been inserted, since they are much the same as the current-temperature curves for carlon (fig. 13, p. 526), which have been plotted from the same observations.

Just as in the former experiments, the current was never found to be a function of the electromotive force alone, so also here the cooling curves never exactly coincided with those obtained as the temperature of the filament was raised. This was partly due to the permanent change in the resistance of carbon produced by heating.* It was attempted to correct for this by taking, instead of the ratio of the resistance at moment to the original resistance at \(11^{\circ} \mathrm{C}\). before commencing the experiment, the ratio to the resistance which the filament would possess if at a temperature of \(11^{\circ} \mathrm{C}\). at that moment. The permanent change in the resistance was assumed to be proportional to the rate at which the resistance changed during an experiment, the conditions being kept, as far as possible, constant. In this way it was possible to obtain by extrapolation the resistance which the filament would possess if allowed to cool down to \(11^{\circ} \mathrm{C}\). at any stage during the experiments. That this process brings the two curves more nearly into coincidence will be seen at once on comparing the numbers in columns I., VI., and VII. of the following table. In this case the potential on the filament was -204 volts, and the heating current was run at constant voltage. The results of these corrections are shown in the accompanying table :-
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline I. & II. & III. & IV. & V. & VI. & VII. & VIII. \\
\hline Saturation current, \(1=10^{-7}\) ampère. & Heating current, ampères. & Initial resistance proportional to & Amount resistance decreased during experiment. & Corrected zero resistance \(11^{\circ} \mathrm{C}\)., proportional to & Ratio of resistance to corrected zero resistance. & Ratio of resistance to original zero resistance. & Pressure, millim. \\
\hline \(1 \cdot 7\) & - 59 & 1755 & 0 & 2910 & -604 & -604 & - \\
\hline \(5 \cdot 2\) & -64 & 1726 & 0 & 2910 & - 594 & - 594 & . 003 \\
\hline \(20 \cdot 7\) & -69 & 1698 & 0 & 2907 & -584 & -584 & - \\
\hline \(46 \cdot 5\) & -735 & 1682 & 1 & 2901 & -580 & - 578 & - 008 \\
\hline 118 & -78 & 1664 & 2 & 2889 & - 576 & -572 & - \\
\hline 294 & -83 & 1645 & 2 & 2877 & - 573 & - 566 & . 02 \\
\hline 735 & -89 & 1624 & 2 & 2865 & - 567 & -559 & - \\
\hline 310 & -87 & 1637 & 2 & 2853 & -574 & -563 & . 035 \\
\hline 145 & -84 & 1646 & 3 & 2835 & -581 & -566 & - \\
\hline 72 & -81 & 1654 & 2 & 2823 & -586 & - 568 & . 04 \\
\hline \(34 \cdot 6\) & -79 & 1665 & 1 & 2817 & -592 & -572 & - \\
\hline \(17 \cdot 3\) & \(\cdot 76\) & 1675 & 1 & 2811 & -596 & - 576 & -035 \\
\hline \(8 \cdot 3\) & \(\cdot 72\) & 1687 & 1 & 2805 & -602 & - 580 & -03 \\
\hline
\end{tabular}
* Le Châtelier, 'Journal de Phys.,' ser. 3, vol. 1, p. 185.

In order to illustrate the magnitude of these changes, the numbers in columns I. and III. have been plotted in the accompanying curve (fig. 12).

The chief objects of these experiments on the relation between the negative current from and the resistance of, a carbon filament, was to determine the dependence of the former in the temperature. Le Châtelier,* using an optical method, has given numbers connecting the temperature of a carbon filament with its resistance. If we plot a curve from these numbers between the temperature of the filament and the ratio of its resistance at that temperature to its resistance at \(15^{\circ} \mathrm{C}\)., we can use this to obtain the temperature of any other filament from its resistance. In this case we have again to face the uncertainty caused by the permanent change in the resistance of the filaments when heated. I have attempted to


Fig. 12. correct for this in the same manner as has been described above. Le Châtelier states that in his experiments there was a permanent lowering of the resistance of the filament amounting to about 10 per cent. This change has been distributed among the observations in such a way that the observations at the highest temperatures are responsible for the greater part of the alteration. The corrected curve thus coincides with the original one up to about \(1000^{\circ} \mathrm{C}\)., after which it branches off, the divergence between the two becoming gradually greater, until finally at about \(2000^{\circ}\) it ends 10 per cent. higher than the one plotted from Le Châtelier's numbers.

The numbers in the table on p. 523 , when treated in this manner, yield the following :--
\begin{tabular}{|c|c|c|}
\hline I. & II. & III. \\
\hline .39 & .610 & 1250 \\
.943 & .606 & 1265 \\
\(3 \cdot 25\) & .602 & 1285 \\
\(8 \cdot 55\) & .599 & 1305 \\
\(19 \cdot 04\) & .595 & 1325 \\
\(43 \cdot 2\) & .592 & 1345 \\
\(133 \cdot 4\) & .589 & 1365 \\
353 & .586 & 1380 \\
780 & .582 & 1400 \\
2475 & .577 & 1430 \\
3950 & .572 & 1460 \\
9050 & .567 & 1490 \\
\hline
\end{tabular}
I. = Saturation current, unit being \(10^{-7}\) ampère.
II. \(=\) Ratio of resistance to corrected resistance at \(11^{\circ} \mathrm{C}\).
III. \(=\) Temperature in degrees Centigrade

\footnotetext{
* 'Journal de Phys.,' loc. cit.
}

The numbers in columns I. and III., when plotted against one another, yield the following curves (fig. 13) for the variation of the negative leak from carbon with the temperature. The various curves represent successively greater units of current as in the case of the curves for platinum (fig. 4).


Fig. 13.
The further consideration of these results on the temperature variation of the negative leak from carbon will be postponed till \(\S 5\).
§4. The Relation between the Negative Leak and the Current used to Heat the Filaments.

A series of experiments was made in which the saturation current and the corresponding current required to heat the filament were measured; since it was thought that these measurements would be of especial interest at temperatures so high that they could not be determined, at any rate by the methods used in the present paper. In these experiments the portion of the apparatus used to measure the leak was unchanged, while the whole of the arrangement used to measure the
resistance was removed. The only part of the heating circuit which remained was the battery of twelve storage cells and the adjustable resistance used to regulate the current. The magnitude of the latter was determined by means of a small vertical ammeter, reading up to 4 ampères, which was inserted in the circuit.

The first experiments were made with the apparatus shown in fig. 6, and were pushed to very high temperatures. In fact, the maximum current from the filament 'o the aluminium electrode reached the enormous value of 1.5 ampere per square centimetre of carbon surface. These experiments were made with a lamp which possessed a small air leak that had been stopped by embedding in paraffin in the manner already described. When the greatest currents were put on the lamp became hot so that the paraffin melted and the pressure inside the apparatus rose to 1 millim. During the course of the experiments the pressure was therefore not constant, but increased gradually from 006 millim. to 1 millim. The potential on the filament was -250 volts, and was sufficient to saturate the current at all the pressures concerned. The results of these observations are shown graphically in the accompanying diagram (fig. 14). The values of the ordinates are successively multiplied by ten as we move to the left from one curve to the next.


Fig. 14.

It will be noticed that there is a great similarity between fig. 14 and the curves connecting the saturation current with the resistance and temperature respectively. This is merely due to the rate of variation of the saturation current being so rapid that the differences in the alteration of resistance, temperature, and heating current becomes insignificant in comparison.

Since in the last experiments the big currents were always accompanied by a high pressure of gas in the apparatus, it might be thought that part of the increased current was due to the gas present. To investigate this point a series of experiments was made with the apparatus shown in fig. 7, so that the gas pressure could be kept down to a very low value. By heating the filament for a short time only and taking the observations very quickly, it was found that the temperature of the bulb and electrode could be prevented from rising perceptibly. Under these conditions it was found that the amount of gas given off was greatly diminished, the highest pressure recorded during the observations being 006 millim. A reading of the McLeod gauge was taken between each reading of the galvanometer deflection for the saturation current. The potential on the filament was -80 volts, this being more than enough to saturate the current (cf. fig. 8). The numbers which were obtained are given in the accompanying table:
\begin{tabular}{|c|c|c|}
\hline Heating current, ampères. & Saturation current, \(1=\) ampère \(\times 10^{-8}\). & Pressure, millims. of Hg . \\
\hline \(1 \cdot 49\) & \(2 \cdot 1\) & -002 \\
\hline 1.59 & \(10 \cdot 5\) & -002 \\
\hline 1.70 & 35 & -0025 \\
\hline 1.84 & 143 & -0025 \\
\hline \(2 \cdot 0\) & 540 & -003 \\
\hline \(2 \cdot 26\) & \(2 \cdot 24 \times 10^{3}\) & -003 \\
\hline \(2 \cdot 43\) & \(10 \cdot 1 \times 10^{3}\) & -005 \\
\hline \(2 \cdot 68\) & \(42 \times 10^{3}\) & -005 \\
\hline \(2 \cdot 92\) & \(122 \times 10^{3}\) & -006 \\
\hline \(3 \cdot 45\) & \(760 \times 10^{3}\) & -006 \\
\hline \(3 \cdot 65\) & \(1640 \times 10^{3}\) & -005 \\
\hline
\end{tabular}

The greatest observed value of the saturation current is not given in the above table, since the corresponding reading of the ammeter was not taken. This enabled the reading to be taken much more quickly, so that the pressure only changed from \(\cdot 0022\) to \(\cdot 0025\) millim. The corresponding saturation current was 04 ampère; in other words, a square centimetre of surface would have given a current of " 28 ampère across a vacuum at \(\frac{1}{400}\) th millim. pressure.

In the preceding series of experiments the highest possible value of the temperature had not been reached, so that further experiments were instituted to determine the maximum current which could be obtained from a square centimetre of a carbon fiament when the temperature was pushed to the highest limit, i.e., just before the
filament melted. The arrangement of the apparatus was altered somewhat, the leak being measured by a Weston ammeter instead of a galvanometer as before ; in other respects the arrangement was unchanged. The pressure was kept very low and a potential of about - 60 volts was maintained on the filament, the surrounding cylinder being earthed.

With this apparatus it was found possible to maintain an actual current of - 4 ampère (corresponding to 2 ampères per square centimetre of filament surface) at a pressure of less than \(\frac{1}{600}\) millim. The current could not be made to surpass this value since the filament melted on raising it to a slightly higher temperature. The fact that such large currents can be produced at such low pressures has an important bearing on the theory of the mechanism by which the corpuscles are produced, which will be considered later.

\section*{§ 5. The Relation between the Saturation Current and the lemperature.}

From the experiments on the variation of the saturation current with the resistance we have been able to give numbers which indicate, roughly at any rate, the way in which the former depends on the temperature. It was thought that a more reliable estimate might be obtained if the temperature of the filament were determined by means of a thermal junction of platinum and iridio-platinum. With this object the following experiments were made:-

The tube employed was that shown in fig. 7, and already described. The filament in this tube was in the form of a simple \(\mathbf{U}\) and had the following linear dimensions: length \(=12\) centim., diameter \(=\cdot 0376\) centim., and total area of surface \(=\cdot 142 \mathrm{sq}\). centim. For these experiments the apparatus shown in fig. 2 had to be altered, the portions below \(\mathrm{AFK}_{2}\) being entirely reconstituted. The apparatus used for measuriug the saturation current was unchanged, the only alterations being made in the portion used to measure the temperature. The thermocouple circuit was completed by taking the lead \(P_{1}\) (fig. 7) to the cold junction, which was placed in a test-tube immersed in water at \(12^{\circ} \mathrm{C}\); the other wire from the cold junction passed through a resistance box to a D'Arsonval galvanometer, and thence through \(P\) (fig. 7) to the hot junction. The adjustable resistance \(\mathrm{R}_{1}\) (fig. 2) still served to regulate the current which was used to heat the filament.

In order to standardise the thermocouple the melting-point of potassium sulphate was again taken as the fixed point. A junction of the same wire as that used during the experiments was fixed on to a stout platinim wire, which was clamped horizontally in the hottest part of a Bunsen burner. The Bunsen was arranged to burn vigorously with a bright green inner cone and was carefully protected from draughts. Very small portions of the salt were then placed on the stout wire on the side of the flame opposite to the thermocouple, and matters were so arranged that when the salt just melted it was exactly the same distance from the edge of the flame on the one side as the thermocouple on the other. The reading of the galvanometer was then
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taken to correspond to the melting-point of the salt. The method was then tested by placing a small portion of salt on the thermocouple itself and observing when it began to melt. This was found to agree with the previous observations. The greatest difference between the observations taken was less than 3 per cent. A further test was supplied by determining the melting-point of sodium sulphate; the value found was within \(20^{\circ}\) of that given by Messis. Heycock and Neville.* This agreement was considered to be quite good enough for the purpose in hand. The thermocouple was finally found to give an electromotive force of 17.7 millivolts when its junctions were at \(1067^{\circ} \mathrm{C}\). and \(12^{\circ} \mathrm{C}\). respectively.

The platinum temperatures given by the galvanometer readings have been corrected to the air thermometer scale by means of the curves given by Professor Callendar. \(\dagger\)

The thermocouple method possesses one great advantage over the resistance method of determining the temperature of hot wires, in that the observations can be taken much more quickly, and so the wire has to be heated for a much shorter time. In this way the apparatus need never get hot, and far less gas is given off, so that the readings generally are much steadier.

The accompanying table represents a series of observations with this apparatus. The pressure was always less than \(\frac{1}{5} \frac{1}{0}\) th of a millimetre of mercury, while the potential on the wire was -44 volts, this being more than enough to saturate the current. The platinum temperatures are given under the column headed Pt , the numbers under \(t\) are the temperatures (degrees Centigrade) reduced to the air thermometer scale.
\begin{tabular}{|c|c|c|c|c|}
\hline Scale-divisions of thermocouple. & Pt. & \(t\). & \[
\begin{gathered}
\text { Leak, } \\
1=10^{-8} \text { ampère. }
\end{gathered}
\] & Pressure. \\
\hline \(108 \cdot 5\) & 1122 & 1110 & \(3 \cdot 7\) & \begin{tabular}{l}
millims. \\
-001.
\end{tabular} \\
\hline \(110 \cdot 8\) & 1145 & 1129 & 8.2 & - \\
\hline \(112 \cdot 8\) & 1165 & 1145 & 25 & - \\
\hline \(114 \cdot 8\) & 1186 & 1162 & 39 & -001 \\
\hline 117 & 1209 & 1180 & 78 & - \\
\hline 119 & 1229 & 1197 & 167 & .0015 \\
\hline \(120 \cdot 6\) & 12.5 & 1209 & 295 & - \\
\hline \(121 \cdot 5\) & 1254 & 1216 & 662 & - \\
\hline \(119 \cdot 2\) & 1231 & 1199 & 266 & -0015 \\
\hline \(117 \cdot 3\) & 1212 & 1183 & 110 & - \\
\hline \(116 \cdot 3\) & 1202 & 1173 & 79 & - \\
\hline 113 & 1168 & 1148 & 37 & - \\
\hline \(110 \cdot 7\) & 11.4 & 1128 & \(16 \cdot 5\) & - \\
\hline 109 & 1127 & 1115 & \(7 \cdot 5\) & - \\
\hline 107 & 1107 & 1097 & \(3 \cdot 7\) & - \\
\hline \(104 \cdot 1\) & 1075 & 1075 & \(1 \cdot 5\) & . 0016 \\
\hline
\end{tabular}

It will be noticed here again that the current for a given temperature is smaller as the temperature is being increased than when it is falling.

\footnotetext{
* 'Chem. Soc. Journal,' vol. 67, p. 160.
† 'Phil. Mag.,' vol. 48, p. 519.
}

The following table represents a series of observations taken with the thermocouple apparatus at somewhat higher temperatures. The potential on the filament was here \(=-87\) volts.
\begin{tabular}{|c|c|c|c|c|}
\hline \begin{tabular}{c} 
Reading for \\
thermocouple.
\end{tabular} & Pt. & \(t\). & \begin{tabular}{c} 
Saturation current \\
\(1=10^{-8}\) amperre.
\end{tabular} & \begin{tabular}{c} 
Pressure in \\
millims.
\end{tabular} \\
\hline 114.6 & 1184 & 1160 & 9 & .003 \\
117 & 1209 & 1180 & 60 & .005 \\
123 & 1270 & 1227 & 346 & .007 \\
131.3 & 1354 & 1290 & 2700 & .007 \\
138.5 & 1428 & 1359 & 22000 & .007 \\
\hline
\end{tabular}

The temperatures given by the thermocouple method are on the average about \(120^{\circ}\) lower than those obtained from the resistance for the same current. The temperature registered by the couple would be lower than that of the more remote parts of the filament for several reasons, the chief one being the conduction of heat away locally by the leads of the thermocouple itself. It is difficult to say whether we should expect this difference to amount to \(120^{\circ} \mathrm{C}\).

We are now in a position to test whether the experimental results are in agreement with the theoretical formula for the saturation current, viz. :-
\[
\mathrm{C} / \epsilon \mathrm{S}=n \sqrt{\frac{\mathrm{R}}{2 m \pi}} \theta^{\frac{2}{2}} e^{-\mathrm{D} \mathrm{R} \theta}=\mathrm{A} \theta^{\frac{2}{2}} e^{-b, \theta}
\]
using the notation employed before. If we take, as in the case of platinum, \(y=\log _{10} \mathrm{C}-\frac{1}{2} \log _{10} \theta\) and \(x_{0}=\theta^{-1}\), the above equation reduces, as before, to the straight line
\[
y=a-b_{0} x_{0} .
\]

The following curve (fig. 15) has been plotted in this manner from the numbers
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given in the table on p. 525. The ordinates are values of \(\log _{10} \mathrm{C}-\frac{1}{2} \log _{10} \theta\), while the abscissæ are values of \(\theta^{-1} \times 10^{5}\).

The numbers on pp. 530 and 531 yield the curves in fig. 16. The straight line on the right is drawn from the observations on p. 530, and corresponds to lower temperatures than the other. The experimental points for this curve are denoted by \(\odot\). The other curve from the observations on p. 531 refers to somewhat higher temperatures. The experimental points for this curve are indicated thus: \(X\).

All these three curves are fairly close approximations to a straight line; it is therefore quite evident that the observations are represented very closely by assigning to the saturation current a formula of the type \(\mathrm{C} / \epsilon \mathrm{S}=\mathrm{A} \theta^{1} e^{-b, \theta}\).

When we come to the actual values of the constants in the above formula, the agreement with the simple theory is not so good as in the case of platinum, though possibly this is partly due to the greater difficulty of the experiments. The curves in figs. 15 and 16 give for the value of \(l\)
\[
11.9 \times 10^{4}, 9.7 \times 10^{4}, \text { and } 7.8 \times 10^{4} \text { respectively. }
\]

In order that the differences of the values of \(l\) should be proportional to the contact E.M.F. between carbon, platinum, and other metals, \(b\) for carbon should be \(5 \cdot 2 \times 10^{\frac{1}{2}}\), since its value for platinum is \(4.93 \times 10^{4}\). The difference between this and the above numbers does not appear to be very great, but the effect of a small error in \(b\) is enormous when we come to calculate from it the value of \(n\), the number of corpuscles in a cub. centim. of carbon.

If we take \(7.8 \times 10^{4}\) as the best value of 7 , and \(C=2180\) at \(1515^{\circ}\) absolute as being the mean of the two series of temperature measurements, we find \(A\) is of the order \(10^{34}\) and \(n\) is of the order \(10^{29}\). Now, Mr. Patterson* finds that at ordinary temperatures \(n=10^{19}\). The effect of temperature on the resistance of carloon indicates that the concentration of the corpuscles would be at least ten times as great at \(1000^{\circ}\) as at \(0^{\circ} \mathrm{C}\)., so that we should expect to find \(n\) of the order \(10^{20}\). As a matter of fact, if we take \(b=5.2 \times 10^{\ddagger}\) instead of \(7.8 \times 10^{ \pm}\), we find \(n=5 \times 10^{21}\) instead of \(10^{29}\).

Reasons which might make this method of determining \(n\) give values which are too large, will be considered at some length after the experiments on sodium have been described.

\section*{III. Experiments with Sodium.}

\section*{§1. Nature of Problem.}

Sodium was selected as the next metal to be investigated on account of its strong electropositive character. Since this implies a great attraction for positive electricity, we should expect its power of retaining the negative corpuscles to be much smaller than that of the conductors hitherto examined. If the foregoing theory is correct the corpuscles ought to escape from the alkali metals at a much lower temperature than
\[
\text { * 'Phil. Mag.,' 6, III., } 655 .
\]
from metals which are low down in the volta series. In fact, assuming (1) that the difference in the discontinuity of potential at a platinum vacuum and sodium vacuum surface is equal to the contact difference of potential for sodium and platinum (taken roughly to be equal to two volts), (2) that the value of the discontinuity ( \(4 \cdot 1\) volts) previously obtained for platinum is correct, (3) that the concentration of the corpuscles for sodium is of the same order of magnitude as for copper, and (4) the correctness of the present theory, a preliminary calculation showed that currents of the order of some \(10^{-6}\) ampère per square centimetre ought to be obtained at as low a temperature as \(500^{\circ} \mathrm{C}\).

The problem we have to face in the case of sodium is not quite the same as in the case of non-volatile substances such as carbon and platinum. For in this case the metal has an appreciable vapour pressure at the temperature at which the experiments are carried out, and part of the conductivity present is doubtless due to the spontaneous ionisation of the metal vapour. A second inconvenience, which is more of a practical nature, is caused by the distillation of the metal from the hotter to the colder parts of the tube, causing the state of the latter to continually vary. For the same reason some of the sodium condenses on the electrode which is supposed to be free from it, so that both electrodes emit negative ions.

We have seen that in the case of platinum and carbon no current was obtained when the hot conductor was positively charged; in other words, the conductivity was perfectly unipolar. In the case of sodium, owing to the spontaneous ionisation of the vapour and the condensation of the metal on the inserted electrode, we should expect to get a current in both directions. In the following experiments the first effect must have been small, owing to the low vapour-pressure at the temperatures employed, while the effect of the second was made small by using an electrode with a very small superficial area (a thin platinum wire). It will be seen that in every case the current when the sodium surface was negative was more than twenty times its value when the surface was positive.

The apparatus which was used to detect and measure the negative leak from sodium will now be described.

\section*{§ 2. Description of Apparatus.}

After a great number of trials of various forms of glass apparatus, all of which came to an untimely end owing to the joints not being able to stand the continued heating or otherwise, the metal apparatus shown diagrammatically in fig. 17 was set up. The weldless steel tube ABDC was 76 centims. long and 3.2 centins. in diameter, and was kept at zero potential by means of the earth wire shown. The straight platinum wire \(A_{1} B_{1}\) was insulated with sealing-wax at each end and could be charged positively or negatively to any desired potential. It formed the electrode mentioned above. The whole tube was placed in a small combustion furnace, by means of which the central portions could be heated to any desired temperature. The
temperature was determined by means of a copper-nickel thermocouple, \(\mathrm{C}_{1} \mathrm{D}_{1}\). attached to a hollow semicircular cylinder of brass, E, placed at the middle point of the line CD. The brass piece E was cut from a tube which before the operation fitted easily


Fig. 17.
into \(A B C D\), so that when the copper and nickel wires were tied round it, it fitted quite tightly. The spirals \(\mathrm{FF}_{1}\) were made of composition tubing wound tight round ABDC; they served to keep the ends of the tube cool and thus prevent the sealingwax joints from softening. They were fed with cold water at \(\mathrm{G}_{1}\) and emptied at G . The side-tube H from \(\mathrm{DD}_{1}\) led to the pump and McLeod gauge.

The manner in which the wires \(\mathrm{A}_{1} \mathrm{~B}_{1}\) and \(\mathrm{C}_{1} \mathrm{D}_{1}\) were fixed in at the ends is shown more clearly in the enlarged diagram on the left of the figure. The shaded parts represent the distribution of the sealing-wax which was used to make the joints. The ends \(\mathrm{ff}_{1}\) of the tube ABDC fitted into an annular depression on the brass plate aa. The platinum wire \(A_{1} B_{1}\) was soldered at each end on to a stout copper wire, \(\mathrm{bb}_{1}\), which fitted fairly tight in a glass tube passing through the brass tube \(\mathrm{cc}_{1}\). The whole was fixed in air-tight by means of sealing-wax. One of the leads from the thermocouple was fixed in exactly the same way into the brass tube \(\mathrm{dd}_{1}\).

The sodium was originally placed in the form of small cubes on and around E , and it was considered that after-heating for a short time in a vacuum a fairly uniform distribution of sodium over the central portions of the steel tube would be obtained. This was certainly what happened in the case of the glass apparatus which had been tried previously and in which the effect could be observed. The leak from the hot sodium to the platinum wire electrode \(A_{1} B_{1}\) was then measured, according to its magnitude, either by an electrometer or by a galranometer. At the lower temperatures where the quadrant electrometer was employed, one of the quadrants was connected to the case of the instrument which was insulated. The other quadrant was connected with a standard condenser and, by means of a wire passing axially on sealing-wax supports along a brass tube, with the electrode \(A_{1} B_{1}\). The outside of the brass shielding-cylinder was connected with the case of the electrometer. In making an experiment the whole of the electrometer system was charged to a given potential, and the time required for the spot to move over a given number of scale divisions was noted. This measured the current from the insulated electrode
\(A_{1} B_{1}\) to the surrounding earthed tube \(A B D C\). By altering the capacity of the condenser a suitable rate of movement of the spot of the electrometer could be obtained each time.

In using the galvanometer the arrangement was practically the same as that employed before. One end of the battery was put to earth while the other was connected through the galvanometer to \(\mathrm{A}_{1} \mathrm{~B}_{1}\). The battery was capable of supplying any number of volts up to 420 , the potential being measured by the Weston voltmeter used previously. A D'Arsonval galvanometer giving 1 millim. deflection for \(2 \times 10^{-8}\) ampère, and having a resistance of 500 ohms , was used.

With the exception of the change in the materials of the couple the thermoelectric circuit was exactly the same as that employed in the experiments on carbon. To reduce the galvanometer readings to temperatures use was made of the recent observations of Mr. E. P. Harrison.* Only one fixed point was determined, viz., that of the boiling-point of sulphur. The electromotive force at that temperature was found to correspond to 22.7 microvolts per degree over the whole range, a result which agrees very accurately with that given by Mr. Harrison. The relation between electromotive force and temperature was not assumed to be linear, but corresponding values for intermediate points were calculated from Mr. Harrison's curves. From these figures a curve was plotted which gave temperatures in terms of galvanometer readings directly. The galvanometer employed gave 1 millim. deflection for \(1.39 \times 10^{-7}\) ampère, and the total resistance of galvanometer and thermoelectric circuit with no resistance out of the box was \(19 \cdot 7\) ohms.

In the various forms of glass apparatus previously tried it was found that considerable currents were obtained at ordinary temperatures when the sodium was charged negatively. This was ultimately found to be due to the photoelectric effect produced by the light present in the room, since it disappeared when the experiments were made in the dark. The steel tube finally used in the experiments had the great advantage that it could easily be made absolutely light-tight. In order to make sure that no light reached the sodium, the glass tubes through which the wires were let in at each end of the steel tube were painted over with black enamel. The leak was then tested and found to be small and the same in both directions ; so that it was all due to imperfections in the insulation.

\section*{§3. The Relation between the Current and the Electromotive Force.}

After testing the insulation and pumping down the apparatus experiments were first made to see how the current varied with the direction of the electromotive force. The first measurements showed that, at a temperature of about \(300^{\circ} \mathrm{C}\)., the current when the wire was at a potential of +40 volts was 3500 times its value when the wire was charged to -40 volts. The value of the current when the wire was positive was \(1.5 \times 10^{-6}\) ampère. Later experiments showed, however, that the * 'Phil. Mag.', (6), vol. 3, p. \(17 \%\).
positive current was invariably about 30 times as big as the negative. This was probably due to sodium having condensed on the wire electrode. For, although the wire had a surface per unit-length of less than one-hundredth that of the steel tube, the surface ionisation would be far easier to saturate; so that we should expect the currents in the two directions under a given voltage to have a ratio considerably less than 100 to 1 . The above high value of the ratio obtained initially would correspond to the stage when no sodium had condensed on the wire.

In making these experiments the apparatus was first pumped down to a pressure of about 11 millim., but it was found that on heating the steel tube a considerable amount of gas was given off. At first the amount of gas evolved was so great that the pressure in the apparatus, the volume of which was very considerable, rose to several centimetres of mercury. This evolution of gas was noticed in every case when sodium was heated, but by continued heating it usually became very small. In this particular instance, even after heating for several days, on pumping the apparatus out and heating again it was found that the pressure rapidly rose to about 5 millims. It was thought that the gases from the furnace might perbaps diffuse through the steel tube. To prevent this the latter was covered with a layer of soluble glass, which was carefully dried on; this seemed to have the desired effect, for it was found that afterwards there was no difficulty in keeping the pressure below a millimetre even when the tube was heated to \(450^{\circ} \mathrm{C}\).

Experiments were next made to investigate the way in which the current varied with the potential when the wire \(A_{1} B_{1}\) was charged positively. It was found that


Fig. 18. the current E.M.F. curves were markedly different from those previously obtained with carbon and platinum. The current was small at first and increased much more rapidly with the voltage than if the two were proportional. In fact, the general shape of the current E.M.F. curves was much like that of the curves for current and temperature obtained with carbon and platinum. There was no indication of saturation at any potential.

These differences are to be attributed to the difference in the experimental conditions and especially in the shape of the electrodes. In the case of sodium we have a large ionisation produced at the inner surface of a wide tube, and it is a well known fact that it is difficult to saturate the current to a wire inside the tube in such a case, owing to the weakness of the electric field near the surface.

The accompanying curve (fig. 18) gives the relation between the current and the
electromotive force for voltages in the wire electrode between 0 and +40 . The pressure was about 5 millims. The sudden increase in the current between 4 and 8 volts was obtained every time and did not seem to


Fig. 19. be due to experimental error.
The current E.M.F. curve from 40 to 240 volts is very similar to that in fig. 18, except that it approximates very ćlosely to a straight line between 160 and 240 volts. It is given in fig. 19.

When the voltage was increased above 240 it was found that the current rose rapidly to several thousand times its previous value. The increased current was quite steady at 320 volts, but at 280 volts it seemed to be in a very unstable state, since all kinds of intermediate readings could be obtained. Above 320 volts the current increased in a linear manner with the voltage. The experimental numbers are given below.
\begin{tabular}{|ll|c|c|c|c|c|c|c|c|}
\hline Volts on wire . . . . & 200 & 240 & 280 & 280 & 320 & 360 & 400 \\
\hline \begin{tabular}{cccc|c|c|} 
Currents. \\
Amperes \(\times 10^{-7}\) &. &. & & \(3 \cdot 6\) & \(5 \cdot 7\)
\end{tabular} & \(93 \cdot 6\) & \(155 \cdot 4\) & 7750 & 14350 & 20250 \\
\hline
\end{tabular}

These numbers seem to indicate that with potentials greater than 240 volts an ordinary vacuum discharge took place at some point or points in the tube; in the following experiments care was therefore taken never to use potentials greater than 80 volts

\section*{§4. Relation between the Current under a given Voltage and the Temperature.}

In the case of sodium, owing to the fact that the current could not be saturated, its value under a given electromotive force was measured at different temperatures.

This comes to practically the same thing as measuring the saturation current, since we should expect, ceteris paribus, the current with a given electromotive force always to be proportional to the number of ions liberated at the metal surface. In order to be sure of not getting a discharge, a potential of about 80 volts between the wire \(\mathrm{A}_{1} \mathrm{~B}_{1}\), and the cylinder was always employed. The following table represents a series of observations of current and temperature ranging from \(217^{\circ} \mathrm{C}\). to \(427^{\circ} \mathrm{C}\). It will be seen that the corresponding range of current is from \(10^{-9}\) to \(10^{-2}\) ampère; in other words, raising the temperature of the metal from \(217^{\circ}\) to \(427^{\circ}\) increases the current to ten million times its original value. The currents below \(10^{-7}\) ampère were measured with the electrometer. In this series of experiments very low values of the currents were not measured; in a later series the current was taken nearly vOL. CCI.- \(A\). 3 z
down to \(10^{-12}\) ampère. In that case it was found that the leak increased less rapidly with the temperature below than above about \(180^{\circ}\), so that presumably the ionisation present below \(180^{\circ}\) is not due to the entission of corpuscles from the metal surface. In the series of experiments which gave the numbers in the following table the pressure of the gas was about 1.5 millims.
\begin{tabular}{|c|c|c|c|c|c|}
\hline \begin{tabular}{c} 
Reading of \\
thermocouple.
\end{tabular} & \begin{tabular}{c} 
Temperature, \\
centigrade.
\end{tabular} & \begin{tabular}{c} 
Current, \\
amperes.
\end{tabular} & \begin{tabular}{c} 
Reading of \\
thermocouple.
\end{tabular} & \begin{tabular}{c} 
Temperature, \\
centigrade.
\end{tabular} & \begin{tabular}{c} 
Current, \\
ampères.
\end{tabular} \\
\hline 170 & 0 & \(1 \cdot 39 \times 10^{-2}\) & 139 & 0 & \\
165 & 427 & \(8 \cdot 34 \times 10^{-3}\) & 136 & 334 & \(5 \cdot 14 \times 10^{-6}\) \\
160 & 410 & \(8 \cdot 34 \times 10^{-4}\) & 132 & 317 & \(3 \cdot 06 \times 10^{-6}\) \\
158 & 393 & \(3 \cdot 61 \times 10^{-4}\) & 129 & 310 & \(1.53 \times 10^{-6}\) \\
156 & 387 & \(1 \cdot 65 \times 10^{-4}\) & 123 & 296 & \(1 \cdot 39 \times 10^{-7}\) \\
152 & 381 & \(6 \cdot 34 \times 10^{-5}\) & 122 & 284 & \(6 \cdot 25 \times 10^{-7}\) \\
145 & 370 & 102 & 248 & \(9 \cdot 72 \times 10^{-9}\) \\
143 & 345 & \(1 \cdot 11 \times 10^{-5}\) & 89 & 217 & \(1 \cdot 8 \times 10^{-9}\) \\
140 & 337 & \(7 \cdot 0 \times 10^{-6}\) & - & & \\
\hline
\end{tabular}

Corresponding values of current and temperature have been plotted on the accompanying curve (fig. 20) in order to facilitate comparison with the results obtained for carbon and platinum. It will be seen that the general appearance of the curves is much the same as before. The unit of current is successively multiplied by ten as we pass to the right from one curve to the next.


Fig. 20.

We now come to the application of the theoretical formula
\[
\mathrm{C} / \epsilon \mathrm{S}=n \sqrt{\frac{\mathrm{R}}{2 m \pi}} \theta^{\frac{1}{2}} e^{-\Phi / \mathrm{R} \theta}
\]
to the reduction of these results. This equation may be written as before
\[
y=\log _{10} \mathrm{C}-\frac{1}{2} \log _{10} \theta=a+b_{0} x_{0}
\]
where \(x_{0}=\theta_{1}^{-1}, \theta\) being the absolute temperature. To test the theory, values of \(y\) have been plotted against values of \(\theta^{-1} \times 10^{\ddagger}\) in the following curve (fig. 21).

It will be seen that all the points fall very nearly on a straight line except the first two. They are all, however, fairly accurately represented by the dotted curve shown. As the two lowest points correspond to a low temperature, it is possible that some other effect is coming in here which would account for their deviation from rectilinearity.
In calculating the value of \(b(=\Phi / \mathrm{R})\) we may either confine our attention to the straight part of curve 4 , and neglect the two first observations, or we may take the average over the whole range of the experiments. The two values differ by about 24 per cent. ; if we take the mean we find \(b=3.16 \times 10^{1}\). This gives, for the discontinuity of potential at the surface, the


Fig. 21. value 2.63 volts, and would therefore give 1.47 volt as the difference of its values for sodium and platinum.

The above value of the difference, which is approximately equal to the contact electromotive force for sodium and platinum, forms a strong confirmation of the theory; but when we come to calculate \(n\), the number of free corpuscles in a cubic centimetre of sodium, the agreement is not so good. In fact, we find from the experimental results that for \(\theta=628, \log _{10} \mathrm{C}-\frac{1}{2} \log _{10} \theta=2 \cdot 615\); whence, putting in an estimated value of the area of the sodium surface, we get \(n=10^{26}\) about. The value of \(n\) has not been determined for sodium by any other method, but we should expect it to be not greatly different from that for copper, which is given by Mr. Patterson as \(3 \times 10^{22}\). The value given by this method is thus far too great, for it is hard to imagine that the corpuscles can have a pressure of ten million atmospheres. I believe the discrepancy here is greater than can be explained by errors of experiment, although that was possible in the case of the high values found for carbon.

A further series of current measurements was made, using the quadrant electrometer, in order to investigate the leak at somewhat lower temperatures. It was also thought desirable to measure the currents under a given voltage in each of the two possible directions and to see if there was any relation between them. The experiments also served to test whether the current temperature curve, obtained when the tube was cooling, followed the same path as that obtained with rising temperature. It was scarcely to be expected that the two curves would coincide, even approximately, owing to the continual distillation of the sodium from the hotter parts of the tube to the cooler.

The results of the experiments are given in the accompanying table. In making the observations readings were generally taken with the wire electrode alternately positive and negative, a potential of 84 volts being used. In taking each reading the capacity was adjusted so as to give a convenient rate of movement of the electrometer spot. It was attempted to take corresponding positive and negative readings at as near the same temperature as possible, the gas furnace being adjusted after each pair of readings had been taken. The pressure in the apparatus varied from \(\cdot 25\) to \(\cdot 4\) millim.
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{Volts on wire \(=+84\).} & \multicolumn{2}{|l|}{Volts on wire \(=-84\).} & \multicolumn{2}{|l|}{Volts on wire \(=+84\).} & \multicolumn{2}{|l|}{Volts on wire \(=-84\).} \\
\hline Temperature Centigrade & \[
\begin{gathered}
\text { Current } \\
1=\text { ampère } \\
\times 10^{-12} \text {. }
\end{gathered}
\] & Temperature Centigrade. & \[
\begin{aligned}
& \text { Current } \\
& 1=\text { ampère } \\
& \times 10^{-12} \text {. }
\end{aligned}
\] & Temperature Centigrade. & \[
\begin{gathered}
\text { Current } \\
1=\text { ampère } \\
\times 10^{-12}
\end{gathered}
\] & Temperature Centigrade. & \[
\begin{gathered}
\text { Current } \\
1=\text { ampère } \\
\times 10^{-12} .
\end{gathered}
\] \\
\hline - & & - & & \(\bigcirc\) & & - & \\
\hline 10 & \(2 \cdot 4\) & 10 & \(2 \cdot 2\) & 306 & \(3 \cdot 24 \times 10^{4}\) & - & - \\
\hline \(92 \cdot 5\) & \(23 \cdot 4\) & 92 & \(6 \cdot 65\) & 325 & \(2 \cdot 12 \times 10^{5}\) & 323 & 890 \\
\hline 104 & \(31 \cdot 6\) & 97 & \(6 \cdot 3\) & 340 & \(3 \cdot 66 \times 10^{5}\) & 338 & \(1 \cdot 01 \times 10^{4}\) \\
\hline 131 & 247 & - & - & 340 & \(11.4 \times 10^{5}\) & 340 & \(3 \cdot 26 \times 10^{4}\) \\
\hline 141 & 318 & - & - & 311 & \(1 \cdot 96 \times 10^{5}\) & 314 & \(7 \cdot 1 \times 10^{3}\) \\
\hline 146 & 352 & 145 & \(16 \cdot 4\) & 289 & \(3 \cdot 66 \times 10^{4}\) & 290 & 228 \\
\hline 183 & 1210 & 182 & \(49 \cdot 6\) & 241 & \(2 \cdot 7 \times 10^{3}\) & 242 & \(14 \cdot 6\) \\
\hline 202 & \(2 \cdot 26 \times 10^{3}\) & 204 & 76 & 226 & & 228 & \(20 \cdot 2\) \\
\hline 235 & \(5 \cdot 12 \times 10^{3}\) & 237 & 161 & 195 & 27 & \(197 \cdot 5\) & \(4 \cdot 4\) \\
\hline 270 & \(8 \cdot 3 \times 10^{3}\) & 272 & 373 & \(123 \cdot 5\) & \(8 \cdot 7\) & - & - \\
\hline 296 & \(3 \cdot 3 \times 10^{4}\) & 296 & 733 & & & & \\
\hline
\end{tabular}

The meaning of these numbers is best expressed graphically. In fig. 22 the logarithm of the current has been plotted against the temperature. The unit of current is \(10^{-12}\) ampère. Curves 1 and 2 were taken with the wire charged positively, 3 and 4 with the wire charged negatively. The observations for curves 1 and 3 were made simultaneously with the temperature of the tube rising, whereas the curves 2 and 4 correspond to the second set of observations with the temperature falling.

The various marks refer to observational points for the different curves as follows :-O to No. 1, * to No. 2, © to No. 3, and . to No. 4.


Fig. 22.
It will be noticed that the two curves belonging to any one set of observations become parallel above about \(180^{\circ}\). The constant distance apart of the curves, which is approximately the same for the two sets of observations when measured along the vertical ordinate, has an average value of about \(1 \cdot 6\). This shows that the ratio of the currents in opposite directions remains constant and independent of the temperature (above \(180^{\circ}\) ) and is equal to about 40 to 1 . The point of inflexion at about \(280^{\circ}\) on the up curves probably indicates an accidental change in the sodium surface, since it was not repeated on cooling.

\section*{C.-Conclusion.}
§ 1. The Determination of the Number of Ions in a Cubic Centimetre of Metal.
The preceding results show that the number of negative ions produced by one square centimetre of surface of platinum, carbon, and sodium at temperature \(\theta\) can be represented with fair accuracy by the formula \(N=A \theta^{\frac{t}{2}} e^{-b / \theta}=A_{1} n \theta^{\frac{1}{t}} e^{-b / \theta}\), where A and \(b\) are assumed to be definite constants for each metal. As an empirical result we find \(A\) and \(b\) have the values given in the following table:-
\begin{tabular}{|c|c|c|}
\hline Conductor. & A. & \(b\). \\
\hline Platinum & \(10^{26}\) & \(4.93 \times 10^{4}\) \\
\hline Carbon & \(10^{34}\) & \(7.8 \times 10^{4}\) \\
\hline & & \(9.7 \times 10^{4}\) \\
\hline & & \(11.9 \times 10^{\frac{1}{4}}\) \\
\hline Sodium . & \(10^{31}\) & \(3 \cdot 16 \times 10^{4}\) \\
\hline
\end{tabular}

The value of A is determined from that of \(b\) and so depends very largely on the value selected for \(b\). An error of 10 per cent. in \(b\) multiplies \(A\) by about 100 , whilst if \(b\) were determined wrongly to one part in three, A would be multiplied by \(3 \times 10^{7}\). For this reason only the order of magnitude of A has been given in the table.

If we can assume that \(A\) and \(b\) are constants independent of the temperature, we obtain the value of \(n\), the number of free corpuscles per cubic centimetre of the conductor, at once from the theory by dividing A by \(10^{5}\). Treating the values of A in this way, we find that the value of \(n\) for platinum agrees satisfactorily with that obtained by Mr. Patterson. On the other hand, the values ( \(10^{29}\) ) for carbon and \(\left(10^{26}\right)\) for sodium are greater than the maximum possible value. Moreover, the error in each case seems greater than can be accounted for by experimental uncertainties.

This error is probably due in part to the assumption that \(A\) and \(b\) are constants, whereas it is evident that they must both be functions of the temperature. It is possible on the preceding theory to say something about the forms of these functions which indicate that they both vary with the temperature.

With regard to the number \(n\) of corpuscles per cubic centimetre of metal, we suppose they are formed by decomposition of the neutral atoms in much the same way as in any case of chemical dissociation. If \(\mathrm{C}_{1}\) be the number of positive and \(\mathrm{C}_{2}\) of negative ions per cubic centimetre ( \(\mathrm{C}_{1}=\mathrm{C}_{2}=\mathrm{C}\) as a rule), \(\mathrm{C}_{n}\) being the number of undissociated atoms per cubic centimetre, and \(\mathrm{C}_{0}\left(=\mathrm{C}_{m}+\mathrm{C}\right)\) being the value which \(\mathrm{C}_{m}\) would possess if there were no dissociation, then :
\[
\mathrm{C}^{2} \equiv \mathrm{C}_{1} \mathrm{C}_{2}=k \mathrm{C}_{n} \equiv k\left(\mathrm{C}_{0}-\mathrm{C}\right)
\]
since the number of re-combinations per second is proportional to \(\mathrm{C}_{1} \mathrm{C}_{2}\), whilst the number of dissociations is proportional to \(\mathrm{C}_{m}\), and these two must be equal in the steady state.

Now Van 't Hoff* has shown that for all re-actions of this type the quantity \(k\) varies with the temperature according to the equation
\[
\frac{d}{d \theta}(\log k)=q / 2 \theta^{2}
\]
\(q\) being the heat evolved when two ions re-combine, whence
\[
k=A e^{-q / 2 \theta}
\]

A must be very large, for when \(\theta=\infty, k=(\mathrm{A})\) must be great compared with \(\mathrm{C}_{0}\). We may write \(C\) in the form
\[
\mathrm{C}=\sqrt{ }\left(\frac{1}{4} x^{2}+k C_{0}\right)-\frac{1}{2} \bar{k}
\]
whence we see that when \(\theta=0, k=0\), and \(\mathrm{C}=0\); when \(\theta=\infty, k\) is large compared with \(\mathrm{C}_{0}\) and \(\mathrm{C}=\mathrm{C}_{0}\).

We see from the nature of the above function that the value of \(k\) would decrease

\footnotetext{
* 'Lectures on Phys. Chem.,' vol. 1, p. 141.
}
with enormous rapidity in the neighbourhood of the absolute zero; so that, although the resistance of metals decreases steadily with decreasing temperature down to the lowest temperatures yet reached, it is quite possible that it becomes infinite again at the absolute zero. The fact that the resistance of pure metals is proportional to the absolute temperature over a wide range, together with the high values of \(n\) which prevail at ordinary temperatures, seems to indicate that for most metals \(i\) has practically reached its maximum value, where it varies only slightly with \(\theta\).

For this reason we are led to the conclusion that the discrepancies of \(n\) are not due so much to disturbances produced by its temperature-variation (except, perhaps, in the case of carbon) as to the fact that the exponential coefficient \(b\) is a function of \(\theta\). We have seen that \(b=\Phi / R\), where \(\Phi\) is the work done by a corpuscle in escaping from the metal, and R is the gas constant for a single corpuscle. Now \(\mathrm{R}=\frac{5}{2} \overline{3} \times 10^{-14}\) roughly, and \(b=5 \times 10^{-1}\) for platinum, so that \(\Phi\) is approximately equal to \(10^{-11}\).

A second approximation to the value of \(\Phi\) is obtained when we consider the nature of the forces which retain the corpuscles inside the metal. These are a sort of integrated effect of the attractions of the positive and negative ions scattered about in the metal near the corpuscle. The field would thus be much the same as if the corpuscles were surrounded by a perfect spherical conductor of molecular dimensions. The quantity \(\Phi\) is therefore of the same order as the energy required to remove a corpuscle from inside such a charged sphere, which is \(\frac{1}{2} e^{2} / \zeta\), where \(e\) is the charge on an ion and \(\zeta\) is the radius of an atom. Taking \(\zeta=2 \times 10^{-8}\) centim., this gives \(\Phi=9 \times 10^{-12}\).

If this view is correct-it hardly seems likely that the above numerical agreement is entirely a coincidence-we should expect the value of \(b\) to decrease as the temperature is raised owing to the greater distance of the atoms apart. We should therefore expect \(b\) to decrease in much the same way as the linear dimensions of the metal increase with the temperature. It is probable, therefore, that \(b\) can be represented with sufficient accuracy as a function of the temperature of the form \(b=a_{1}-a_{2} \theta\). Writing the equation at the begiming of this section in the form
\[
\log C=\log A_{1}+\frac{1}{2} \log \theta+\log n-b / \theta
\]
we see that the first three terms (with the possible exception of \(\log n\), which we are not considering) vary extremely slowly with \(\theta\), if at all, so that we may use as an approximation
\[
\log \mathrm{C}=a_{3}-b / \theta
\]
where \(a_{3}=\log A_{1}+\frac{1}{2} \log \theta+\log n\). If now we put \(b=a_{1}-c_{i} \theta\), we see that \(\log \mathrm{C}=a_{3}+a_{2}-a_{1} / \theta\). So that, as we found in the experiments, \(\log \mathrm{C}\) is a linear function of \(1 / \theta\), but the constant A from which \(n\) is determined is much larger than it ought to be, owing to part of \(b\) having become added to it.

As a numerical example, we may give to \(b\) the value \(5 \times 10^{4}-7 \theta\), which corresponds to a temperature coefficient of \(\cdot 00014\) per degree, and would change the value of \(b\) by 20 per cent. in a range of \(1400^{\circ}\). On calculating out we find that this small temperature coefficient would leave \(b\) practically unaltered, but would make the apparent value of \(n\) one thousand times its true value, whilst doubling the coefficient would square the error in \(n\), and so on. It is therefore evident that the temperature variation of \(b\) is quite adequate to explain the large values of \(n\) which have been found. Moreover, owing to the peculiar nature of the functions, it is impossible to arrive at the true values of \(n\) by this method.

The value of \(A\) found in these experiments are therefore not irreconcileable with the values of \(n\) given by Mr. Patterson, but the two values of \(n\) can be made identical by assigning to \(b\) a small temperature coefficient. The coefficients necessary have been calculated, and, together with corresponding orders of magnitude of A and of \(n\), are given in the following table.
\begin{tabular}{|c|c|c|c|}
\hline Conductor. & Order of A. & Order of \(n\). & Value of \(b\) witn temperature coefficient to give value of \(n\) in last column. \\
\hline Platinum & \(10^{26}\) & \(10^{21}\) & \(4.93 \times 10^{4}\) \\
\hline Carbon & \(10^{34}\) & \(10^{20}\) & \(7 \cdot 8 \times 10^{ \pm}(1-\cdot 00027 \theta)^{*}\) \\
\hline Sodium & \(10^{31}\) & \(10^{23}\) & \(3 \cdot 16 \times 10^{ \pm}(1-\cdot 00022 \theta) \dagger\) \\
\hline
\end{tabular}

From the values of \(b\) we can calculate the work done by an ion in passing through the surface, and hence the discontinuity of potential between the metal and the surrounding space. For the case of platinum this has already been done, the value obtained being \(4 \cdot 1\) volts. For carbon and sodium, taking into account the temperature coefficients given above, we find for the discontinuity at \(15^{\circ} \mathrm{C}\). the values 6.1 and 2.45 volts respectively. It will be noticed that these numbers follow the same order as the Volta series, though their differences (at any rate for carbon and platinum) are not equal to the corresponding contact electromotive force.

\section*{§ 2. The work done by a Corpuscle in passing through the Surface Layer.}

It has been shown on p. 543 that the value of \(\Phi\) is of the same order of magnitude as \(\frac{1}{2} e^{2} / \zeta\), where \(e\) is the charge on an ion and \(\zeta\) is the radius of a molecule ; it is therefore also of the same order of magnitude as the energy set free when two ions ot opposite sign re-combine, and as the work required to produce an ion by collision. Theoretical considerations, in conjunction with the experimental results, render it probable that \(\Phi\) may be represented very approximately as a linear function of the

\footnotetext{
* \(\theta\) is the absolute temperature.
\(\dagger\) It is noteworthy that this number \(\cdot 00022\) is practically equal to the coefficient of cubical expansion of sodium (.000204).
}
temperature, whilst the numbers given on p. 544 show that the temperature coefficient of \(\Phi\) is of the same order of magnitude as the coefficient of linear expansion of the corresponding solid conductor.

These facts render it probable that \(\Phi\) is a function of the size and distance apart of the molecules of which the conductor consists. If we consider \(\zeta\) in the formula \(\Phi=\frac{1}{2} e^{2} / \zeta\) as the distance apart of the centres of the molecules in the solid state, it will be proportional to the cube root of the atomic volume. We should therefore expect the work done by a corpuscle in passing through the surface layer of different metals to be approximately equal to a constant divided by the cube root of the atomic volume. Up to the present \(\Phi\) has been determined only for sodium, platinum and carbon, but fortunately these three elements furnish a considerable range of atomic volume. As a matter of fact, carbon has the smallest atomic volume of all elements, whilst that of sodium is only exceeded by the alkali metals of greater atomic weight.

In the accompanying table values of the atomic volume and the inverse of its cube root are given in the first two columns. The third contains the surface discontinuity in the potential \(\delta \phi\), which is proportional to \(\Phi\); whilst the numbers in the last column are the ratios of those in the second and third. In the case of carbon there is some doubt as to what the value of the atomic volume should be, since the density has different values for the different allotropic forms. Thus for charcoal the density is \(1 \cdot 9\), for graphite \(2 \cdot 2\), and for diamond 3.5 .
\begin{tabular}{|c|c|c|c|c|}
\hline Element. & At. vol. & (At. vol. \()^{-\frac{1}{3}}\) & \(\delta \phi\) [volts]. & (At. vol. \()^{-\frac{3}{2}} / \delta \phi\). \\
\hline Sodium. . & 23 & - 35 & \(2 \cdot 45\) & \\
\hline Platinum . & 9.3 & . 476 & \(4 \cdot 1\) & -12 \\
\hline Carbon charcoal. . . . \(\}\) & \(6 \cdot 3\) & - 55 & \(6 \cdot 1\) & - 09 \\
\hline " diamond . . . . J & \(3 \cdot 46\) & -66 & - & \\
\hline
\end{tabular}

It will be seen that the numbers in the last column are not quite constant; but they only change by about 40 per cent., whilst the atomic volume changes in the ratio of 6 to 1 , and the atomic weight varies from 12 to 195. It seems therefore fair to conclude that the work done by a corpuscle in passing through the surface layer is, to a first approximation, inversely proportional to the cube root of the atomic volume of the element.

\section*{§ 3. The Effect of Gas on the Current.}

The negative leak from a hot platinum wire surrounded by air at atmospheric pressure is always much smaller under a given voltage than at low pressures, when the wire is maintained at the same temperature in both cases. In one case, when the wire was giving a current of \(3 \times 10^{-6}\) ampère at a pressure of 05 millim., air vOL. CCI.-A.
was let into the apparatus and the current again measured under atmospheric pressure at the same temperature. It was found that there was no detectable leak till a temperature of \(60^{\circ}\) higher was reached, when one division of the galvanometer scale \(\left(3 \times 10^{-8}\right.\) ampère) was obtained with the wire at a potential of -200 volts. The small value of the currents at atmospheric pressure is probably due to the difficulty of saturating them.

It was thought conceivable that the ionisation at low pressures might be due to the gas molecules hitting the hot wire and becoming ionised thereby. If we assume that the maximum current would correspond to each molecule producing one ion, we can calculate its value in any given case. If we take the number of molecules in a cubic centimetre of gas at \(0^{\circ} \mathrm{C}\). and 760 millims. to be \(2 \times 10^{19}\), then the number which hit unit area of the wire per second is \(\frac{1}{6} u \times 2 \times 10^{19}\) approximately, where \(u\) (the square root of the mean velocity square) may be taken as \(5 \times 10^{4}\) centims. per second for air. The number which strike unit area of the wire per second at 1 millim. pressure is therefore \(2.2 \times 10^{20}\), which gives a saturation current of \(14.3 \times 10^{10}\) electrostatic units, or \(47 \cdot 3\) ampères per square centimetre. At a pressure -0016 this current would become 08 ampère per square centimetre. As a matter of fact, during the experiments, a current of 2.0 ampères per square centimetre was obtained at 0016 millinn. pressure. This is twenty-five times the maximum ralue obtained by supposing each molecule to produce one ion; so that it is highly improbable that any considerable part of the conductivity investigated is due to ions produced in this way.

Another way of considering this question is to calculate the number of times each molecule of air inside the cylindrical electrode must collide with the filament per second to produce the observed current, assuming that each collision sets free one corpuscle. In the experiments in question the cylinder had a volume of about 1 cub. centim., so that each molecule present would have to pass backwards and forwards between the filament and the cylinder some \(10^{5}\) times each second. This seems to be an impossible feat for an uncharged molecule.

Both these points of view lead to the conclusion that the corpuscles are not produced by a dynamical action between the molecules of the surrounding gas and the surface of the metal. In fact, all the experimental results seem to point to the view that the corpuscles are produced from the metal by a process similar to evaporation. The effect of the surrounding gas, of impurities in the wire, and of its previous history are to be regarded as due to alterations in the property of the metal which corresponds to latent heat in the theory of evaporation.

\section*{§4. The Edison Effert.}

It will readily be seen that the results which have been obtained furnish a complete explanation of the phenomenon known as the Edison effect. Enison first discovered this effect by connecting an insulated electrode, which was symmetrically
placed between the ends of the filament of an incandescent lamp, through a galvanometer to the positive end of the filament. A current was then observed which amounted in some cases to several milliampères, although there was no current when the electrode was joined to the negative terminal. Evidently the current was carried by corpuscles passing from the negative portions of the hot carbon to the relatively positive electrode; and, on this view, we should expect the current to vanish by comparison when the electrode was negative with respect to the filament.

This observation was confirmed and extended by Professor Fleming,* who showed, by using cylindrical electrodes which he placed round various parts of the filament, that the current only came from the negative end. He also found, in agreement with the results of the present paper, that a platinum filament likewise gave an effect. This was in the same direction as, but greater in magnitude than, that given by carbon. Finally, the Edison effect was found to increase rapidly with the temperature of the filament, which confirms its identification with the phenomena here investigated.

\section*{§ 5. The Energy Emitted.}

It is of interest to compare the energy lost by a hot body owing to the emission of corpuscles with the energy given off in the form of electro-magnetic radiation. The recent measurements of F. Kurlbaunt show that the energy radiated in 1 second from 1 sq. centim. of the surface of an absolutely black body at \(1^{\circ}\) absolute is
\[
\mathrm{S}=2 \cdot 12 \times 10^{-4} \frac{\mathrm{erg}}{\text { centim. sec. deg. }}
\]
whilst we have seen that the total rate of loss of energy of a conductor owing to the emission of corpuscles at temperature \(\theta\) absolute is
\[
\mathrm{E}_{\theta}=n\{1+\Phi / 2 \mathrm{R} \theta\} \sqrt{\frac{2 \mathrm{R}^{3} \theta^{3}}{\pi m}} e^{-\Phi / \mathrm{R} \theta}
\]

Since the quantities \(\Phi\) and \(n\) in this formula have now been determined for carbon and platinum, we can calculate E at any temperature for these substances. The first term in brackets represents the part of the energy due to the motion of translation of the emitted corpuscles, and is less than 5 per cent. of the second term at all temperatures at which experiments have been carried out. We may therefore leave it out to a first approximation and calculate only the second term, which is equal to the work done by the corpuscles in passing through the surface layer. This is obviously equal to NФ
\[
\begin{aligned}
& =\mathrm{C}_{0} \delta \Phi, \\
& \text { * 'Phil. Mag.' [5], vol. 42, p. } 52 \\
& \dagger \text { ' Wied. Ann.,' vol. } 65, \text { p. } 759 \\
& 4 \text { A } 2
\end{aligned}
\]
where \(\delta \Phi\) is the discontinuity in the potential, and \(\mathrm{C}_{0}\) is the saturation current per unit area.

Calculating in this way we find that for platinum at \(\theta=1900 \mathrm{E}=8 \times 10^{4}\) ergs/centim. sec. The value of \(\mathrm{S}_{1900}\) is a much larger quantity, viz., \(2.75 \times 10^{9}\) ergs/centim. sec. The largest experimental values of E were obtained with carbon. Since the greatest value of the saturation current attained was \(\mathrm{C}_{0}=1.5\) ampère \(=4.5 \times 10^{9}\) electrostatic units per square centimetre and \(\delta \Phi=6\) volts, we have the rate at which energy is lost by the wire \(=9 \times 10^{7} \mathrm{ergs} /\) centim. sec. The temperature corresponding to this current was not measured, but was certainly greater than \(2000^{\circ}\) absolute. The energy radiated from an absolutely black body at \(2000^{\circ}\) absolute would have been \(3.36 \times 10^{9}\) ergs/centim. sec.

We see then that at all the temperatures at which experiments were made the loss of energy due to the escape of the corpuscles is much less than that due to the emission of ordinary electromagnetic radiation ; on the other hand, it increases much more rapidly with the temperature, so that, in the case of carbon at any rate, it would become first equal to, and finally great compared with, the electromagnetic radiation, at temperatures not much above \(2000^{\circ} \mathrm{C}\). It must not be forgotten that for this calculation the hot conductor is supposed to be placed in a vacuum and surrounded by an electric field which removes the ions ; otherwise all the ions diffuse back to the metal and there is no loss of energy due to this cause.

In all these experments we are a long way from the region where an appreciable fraction of the total number of ions which strike the surface of the conductor pass through. This is easily seen if we calculate the value of the saturation current per unit area on the supposition that every corpuscle which hits the surface escapes. Let us take \(n=10^{22}\) as a probable maximum for the number of corpuscles in a cubic centimetre of, say, carbon; then, at \(2730^{\circ}\) absolute \(\frac{1}{6} n u=3 \times 10^{28}\), so that the saturation current would be \(18 \times 10^{18}\) electrostatic units or \(6 \times 10^{9}\) ampères per square centimetre. As the largest current which has been yet obtained is 2.0 ampères per square centimetre, it is evident that we are still a long way from the limit. This calculation seems to indicate that the region on the current temperature diagram when the current begins to be proportional to the square root of the absolute temperature is much higher than any temperature which can be reached in the ordinary way.

The magnitude of the currents which have been obtained with low voltages indicate that a vacuum bounded by a hot conductor is, at any rate under certain circumstances, an extremely good conductor of electricity. In fact, it seems probable that such a vacuum is capable of becoming the best conductor that can possibly be obtained. The conductivity of metals is limited by the shortness of the mean free path of the ions, whereas the mean free path of a corpuscle in an atmosphere of corpuscles is probably very large. All that is necessary, therefore, to produce a big' current is to supply the ions quickly enough at the hot surface, that is, to raise the
temperature of the hot conductor to a sufficient extent. The experiments also seem to show that as far as electrical conductivity is concerned, the boundary of a hot conductor is an indefinite term; since so many of the corpuscles pass freely to the outside of the metal it is evident that at high enough temperatures quite an appreciable fraction of the current along a wire must be carried by the ions in the surrounding space.

In conclusion, I wish to thank Professor 'Thomson for his never-failing advice and encouragement during the course of these experiments, which were carlied out in the Cavendish Laboratory.
[Note, added June 30, 1903.--Since the present paper was written Mr. H. A. Wilson has made some experiments on the conductivity produced by hot platinum at low pressures, in which he finds that by carefully treating the wire the current can be reduced to about one two hundred thousandth of the value found by the author at the same temperature. Mr. Wilson also shows that the current is greatly increased by admitting hydrogen into the apparatus, and concludes that the high values found in this paper are due to hydrogen absorbed by the wire, which is only given off very slowly, if at all, by mere heating.

These results are not, however, inconsistent with the view that the effects are due to electrons shot out of the metal. To obtain the observed facts we have only to suppose that the occlusion of hydrogen diminishes the work which a corpuscle has to do in escaping from the surface. Mr. Wilson's own results are in agreement with this theory, for he finds that raising the pressure of hydrogen from 0 to 133 millims. reduces the value of the work in question in the ratio of 155 to 36 . It might be thought that on this view the constant A which determines the number of ions per cub. centim. of platinum should be independent of the pressure of the hydrogen outside. The numbers found by Mr. Wilson do not support this supposition, but the numerous practical and theoretical difficulties demand that little weight should be attached to the difference.

It is possible that Mr. Wilson's process of removing hydrogen from a wire by oxidation may, as it were, overshoot the mark by leaving an electrical double layer with negatively charged oxygen on the outside. Such a double layer would increase the work for the corpuscles to get out and so would reduce the leak in the manner observed.]
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Owing to the kindness of Dr. W. J. Russell, F.R.S., I received in June an advance copy of his paper on the above subject.* After reading this paper it appeared to me that all the figures illustrated in it could be explained on well-known principles. I shall therefore do what I can to fulfil the hope expressed by Dr. Russell at the end of his paper that physicists from his descriptions may be enabled to explain their formation.

The formation of these dust figures appears to be due principally to three causes: (1) the convection currents set up by the hot plate; (2) to gravitation; and (3) to the repelling action of the hot surface. It seems trivial to remind the reader that gravitation plays a part in the formation of these figures, but it is to be feared that it is from not keeping the effects of gravitation fully in view that difficulty has been experienced in explaining them. It is principally owing to gravitation, or rather to an after-effect of gravitation, that no dust is deposited on certain parts of the plate. Gravitation acts on the dust under the plate as well as on the dust over it, thus causing the film of air flowing along the under surface of the plate to be dustfree, all the dust having fallen out of it. This dust-free film of air, after flowing along the under surface of the plate, turns round the edges and flows over the top surface, presenting its dustless side to the plate, and the air has to travel some distance over the top surface before the dust falls through the dustless film. That is, it takes some time for the upper current to undo the work of the under current, and the result is no dust falls on the plate till the current has flowed some distance from the edge. As stated, the third influence at work in the formation of these dust figures is the repelling action of the hot surface. It is well known that a hot surface tends to keep itself free from dust while surrounded by dusty air. The hot surface may in a manner be said to repel the dust, the action being probably due to the air next the hot body being warmer than the air at a slight distance from it, and the dust particles, being more strongly bombarded by the hotter air molecules on the one side than by the colder ones on the other, are driven away from the hot surface. The energy of this action will probably be the greater the quicker the temperature gradient in the air in a direction at right angles to the hot surface.

\footnotetext{
* 'Phil. Trans.', series A, vol. 201, pp. 185-20t.
}
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The above principles seemed to offer the explanation of the dust figures, but as reasoning on physical phenomena should always be put to the test of observation when possible, I prepared apparatus to repeat Dr. Russell's experiments, and made arrangements for seeing the directions of the air currents and the condition of the air at the under and upper surfaces of the plate. For these experiments it was found most convenient to use small plates on which to deposit the dust figures. Netal plates were used, as they were easily prepared, and they were coated with black varnish to show the figures. To prevent any obstruction that might result from the use of three wire supports to rest the plate on, only one wire was used fixed in the centre of the plate. The plates were about 2.5 centims. square and 2 millims. thick. A thick plate is best, as it keeps its heat longest and gives time for observations to be made under fairly constant conditions.

The object of using small plates was that the observations could be made with a lens of greater magnifying power than was possible with large plates. An ordinary glass shade 12 centims. in diameter, made of thin glass, was used for confining the dusty air. A thin glass receiver has the advantage of being better made, the glass being of more even thickness than the thick glass ones, so enabling a more perfect image to be obtained by the lens. For illumination a narrow strip of incandescent gas mantle was hung over a Bunsen burner, exposing two thicknesses of the mantle to the flame. The Bunsen burner was enclosed in a lantern, the glass condenser of which was removed and its place filled with a globular flask of water. This had to be adopted, as the heat coming from, and through, the glass lens interfered with the formation of the figures. The gas mantle and flask were mounted at the same level as the plate, and a small hand lens was used to further concentrate the light, and by means of it the light could also be directed to any part of the plate where illumination was desired. The air was examined by means of a hand lens of as high a magnifying power as possible.

When making observations on the air currents, it was found in some cases to be an advantage not to use much dust, only as thick as might be called a haze, because when the dust is dense the beam of light illuminates by reflected light the whole interior of the receiver and makes observation difficult, whereas with few dust particles the illumination is confined to the part under investigation. In some cases it was found best to reduce the dust to such an amount that the individual particles of magnesia could be seen in the narrow illuminated area.

Turning now to the results of the observations made with this apparatus, the following points may be noted :-Bringing the light to bear on the under surface of the hot plate it is seen that there is a dust-free space below the plate, the dust in the film of air next the plate having fallen out and been repelled by the hot air above. This dustless film is seen to flow horizontally along the under surface, turn sharply round the edges of the plate, and flow horizontally over the top surface, no dusty air being in contact with the plate at any point when the plate is first put in and fairly warm

Fig. 1 represents the appearance of the plate at this stage. As the temperature of the plate falls, the rate of flow slackens and the repulsive action of the heat grows less, and at last a certain stage is reached when the current has become so slow that the under side of the dusty air comes close to the plate over the area where the

currents meet, and as these currents here turn sharply upwards, there is a small space under their meeting point where the air is still and into which the dust collects and is seen showering down on the plate, as shown in fig. 2.

As these air currents rising from beneath all flow round the edges of the plate and move horizontally in a direction at right angles to the edges, they thus meet over the diagonals of the square ; hence the deposition of the dust in Dr. Russell's figures on the diagonal lines in his fig. 1 and on the lines bisecting the angles of the triangle in fig. 2 and the octagon fig. 3.* In fig. 4, for evident reasons, the currents here meet. about the same angle as in fig. 1, and deposits take place on the lines bisecting the angles, but the stronger currents provided by the longer sides of the oblong plate prevent much deposit taking place where they meet in the centre of the plate. Further, in all these four cases, the currents meeting over the diagonals do not turn directly upwards, but flow also towards the centre of the plate, taking more or less of a horizontal movement along the diagonals, so tending to give time for the dust to fall. Further, when the currents have met and their direction has become partly vertical and partly horizontal, the repelling effect of the hot surface nearly ceases, as the temperature gradient perpendicular to the hot surface is in the rising current practically nil. The reason for the narrowing of the deposits as they approach the centre of the plate would appear to be due to the greater velocity of the currents where they meet over the centre of the plates caused by the union of all the currents from the different sides.

\footnotetext{
* Reference must be made to Dr. Russell's paper for these dust figures, as they are not reproduced here.
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The importance of the dustless film from the under side of the plate is evidenced by the fact observed by Dr. Russell that no figure is obtained unless the plate be supported above the bottom of the receiver. When we examine by means of the beam of light the surface of a plate laid on the bottom of the receirer, we still find the dust-free film of air over the plate when the plate is pretty hot. This dustless film is very thin at the edges and thickens towards the centre, and a rising current can be seen flowing over it towards the centre, the rising current having a dustless core. This dustless film soon disappears as the temperature of the plate falls, and long before the plate is cold dust falls all over it, but no definite figures are formed.

Turning again to Dr. Russell's figures, the effect of the velocity of the current is well shown in figs. 7 and 8. Fig. 7 was obtained with only a slight heating of the plate, and fig. 8 by a higher temperature. In the former figure the slow currents produced by the slight heating only kept the outside edges free from dust and allowed a large deposit to take place over the centre of the plate; while in the latter the higher temperature gave a current strong enough to prevent almost any deposit at the centre.

The cause of the extension in the breadth of the arms of the cross in Dr. Russell's fig. 9 , which was obtained by placing a hot cylinder some distance below the plate, is not so evident, but the probable explanation seems to be the following: When the currents are due to the hot plate alone the circulation is mostly horizontal from centre to edge below and from edge to centre above the plate, and the area where the currents meet is narrow, but when there is a hot body under the plate there will be an upward current all round it of hot air. This upward current will prevent the horizontal movements above described being so markedly horizontal, and will cause them to turn upwards at an easier curve, so broadening the dead dust-depositing area under the up-curving air.

In fig. 10 the extra deposit is probably due to some interference with the under air current produced by the piece of glass held under the plate. This subject will be referred to later.

Turning now to the effect on the figures of flames, \&c., placed at a distance from the apparatus, as shown in Dr. Rusself's figs. 11, 12, and 13. These alterations in the figures appear to be due not to any direct effect of the flames, \&c., on the dust or on the plate, but to the heat radiated by them heating the receiver and so giving rise to convection currents at the side of the plate. These currents entirely change the symmetrical flow of the air over the plate and cause the centre of the current rising over it to move to one side, as shown in figs. 11 and 12. When making observations with the apparatus described in this paper, it was not possible to get any of the figures quite regular'; even the slight amount of heat given off by the small incandescent strip of mantle after passing through water interfered with the results, and air currents could be seen rising in the receiver on the side next the light. In support of this convection explanation, it may be further stated that the
same deformations as shown in figs. 11, 12, and 13 can be equally well produced by heating the receiver by means of the hand held on it.

Turning now to the results obtained by Dr. Russell when the plate was rested on a hot cylinder of metal, as shown in fig. 14. Here everything is reversed; black centre and black diagonal arms where in the other figures it was white, and white to the edges of the plate where before it was black. How, it may be asked, stands the explanation now; where is the protecting effect of the dustless film from under the plate? For explanation let us turn to experiment. When the beam of light is turned on to this new condition of matters we find the air circulation is all changed. The dustless film from under the plate no longer turns round the edge and flows horizontally over the upper surface, but the large amount of hot air coming from the hot cylinder below the plate causes the dustless film to rise straight up from the edge, and an induced current of air is seen flowing over the plate from the centre to the edge, depositing its dust as it goes. It is only at the corners of the plate, where the mutual influences of the neighbouring currents and the amount of hot air is less, and where the currents approach and bring the dustless film over the plate, that there is any protection.

Both of Dr. Russell's figures, shown in figs. 9 and 14, were produced by somewhat similar conditions. In both cases a hot body was placed beneath the plate, but in the case shown in fig. 9 the hot cylinder was placed some distance below the plate and only heated to \(55^{\circ} \mathrm{C}\); whereas, in the other case, the hot cylinder was at a temperature of \(150^{\circ} \mathrm{C}\)., and the plate rested on it. Referring to fig. 9, Dr. Russeli points out that as the temperature of the body underneath the plate is increased the amount of deposit also increases, and ultimately the figmre of the cross disappears ; but, as will be seen from fig. 14 , it reappears in a reversed form when the temperature is high enough and the plate rests on the hot body, all of which is easily understood by what has been said above.

Figs. 15 and 16 do not call for any special observation. Fig. 17 is interesting as showing the effect when the plate is cold and the currents are produced by an influence above the plate. In this case the currents flow over the cold plate towards the hot cylinder placed at the centre. As these currents do not come from the under side of the plate, they do not hare a dustless film. So the plate has dust deposited all over it, but the figure of the cross can still be seen and is produced by the currents from the different sides flowing towards the centre, meeting over the diagonals, and causing the calm depositing areas as in the previous cases, only more feebly. In fig. 18 the white deposit round the cold cylinder is caused by the cold air flowing down the cylinder and forming a calm dust-depositing area round it.

The effect of placing the plate in a sloping position is shown in figs. 19, 20 and 21. These alterations in the forms of the deposited dust are evidently due to the slope of the plate interfering with the flow of the dustless film from underneath the plate and to the change produced by the slope on the currents over the upper surface.

Take, for instance, fig. 20. Here most of the air from beneath the plate flows to the higher edge and but little curves round the lower one, while the side streams keep about the usual strength. The current, however, round the higher edge being warmer and stronger than usual, does not flow to the centre of the plate, which is in a domnward direction, but rises in an easy curve, with the result that over a large area of the plate the air is nearly motionless and the dust is free to deposit itself on the plate. In fig. 21 no dustless film seems to have come from the lower edge owing to the high angle of the plate, and all the hot air from the under side has flowed to the higher edge; where the rising current has been so strong it has curved in but little, and as the side currents are weak, as most of the hot air has flowed to the upper edge, the greater part of the plate is therefore exposed to the dusty air flowing over it from the lower edge.

The figure shown in fig. 22 seems to be due to the obstruction placed on the plate interfering with the regular flow and causing eddies and deposition of dust, while the dustless film enters the holes in the obstruction and, as usual, protects the surface in fiont of them over which they flow.

The curious effect of cutting a re-entering angle out of the plate, as shown in fig. 22 A , is very interesting, and shows that the cutting out of that angular piece has in some way introduced new conditions which have interfered with the protecting action of the dustless film. Referring this to experimental observation, it is seen at once how this peculiar deposit is produced. The beam of light shows that the air streaming up through the angular opening does not turn over and flow over the plate but rises straight up, owing to the large quantity of hot air drawn to the one point. This upward-moving current induces another current over the plate moving towards it from the centre, and as this current flows slowly and is composed of dusty air without a dustless film, the particles settle out of it and cause the peculiar marking extending from the centre to the angular opening.

The next series of figures, from fig. 23 to 29A, produced by the action of a piece of glass, a pin, a hair, or other obstruction touching, or even near the edge of, the plate, are most curious and unexpected. On putting these conditions to the test of observation, it was seen that all these obstructions cause deposits to form by the interference they offer to the stream-lines of air moving over the surface of the plate. Where the obstruction cuts the stream the current is slackened, and more or less eddying probably takes place, enabling the dust to settle. What is seen when the air is examined with the lens while illuminated by a narrow beam of light is as follows :-While the beam of light is moved about on either side of the obstruction the air is seen to flow in well-defined stream-lines, the lower surface of the dusty air being distinct and clearly defined, but when the light shines on the air that has passed the obstruction, the upper limit of the dustless air has lost its definition. And further, if the beam of light were mored backwards and forwards, from one side to the other of the obstruction, it was observed that not only the upper limit of the dustless air on each side of the obstruction was well defined, but there was always a
greater thickness of dustless air on each side than opposite the obstruction. As the light travelled backwards and forwards the lower limit of the dust always seemed to dip just when the light was opposite the obstruction. As the plate cools, dust begins to fall behind the obstruction, while as yet there is a space of dustless air on each side of it. While it may be strange that so small an obstruction as a hair should produce these deposits, yet it is known that when stream-lines are interfered with, unexpected results frequently happeu.

Figs. 30, 31 and 32 call for no special remarks, as these cases are explained in the previous paragraph, the deposits being due to the rough edges of the plates interfering with the stream-lines.

Fig. 33 is the same as fig. 23, already explained, only in the former the obstruction is placed on one of the diagonals, and not on the side of the square, as in fig. 23.

It seems unnecessary to consider in detail the other figures in Dr. Russell's paper, which show the effects of different kinds of obstructions placed on or above the hot surface. The manner in which these figures are formed can be easily understood with the aid of what has been said. Only a few remarks may be made as to figs. \(4 t\) and 44 A . When we examine by means of a beam of light the conditions in these two cases, it is seen that the dust-free film fiom underneath the plate rises and flows upwards past the edge of the top plate. In doing so, it seems to draw away with it some of the air from between the plates, with the result that a very slight negative pressure is established in the space between them. The beam of light shows that the upward current does not move in a straight line but curves inwards, drawn in by the lower pressure between the plates. The amount of this in-curving is least at the middle of the sides of the plate and greatest at the corners, the reason for this being that at the middle of the sides the air currents are stronger, as they contain more hot air than the currents at the corners, with the result that the weak currents at the comers are drawn more out of their course than the stronger currents at the sides. As the temperature falls the currents weaken, and at last the currents at the corners yield and the air is drawn in there and brings its dust with it, but its velocity being small, only the edges get any protection from the dust-free film and the dust settles on the plate before it travels far, giving the patches of dust shown in the corners of the plates in figs. 44 and 44 A .

What perhaps surprises one most in the formation of these dust figures is the important part the dustless film from the under side of the plate plays in protecting the upper surface from deposits of dust; and we have seen that whatever tends to destroy this dustless film tends to bring about conditions favourable for the dust settling on the plate.
[Note by Dr. Russell, July 23, 1903.-.The interesting observations made by Mr. Aitken by means of his exploring beam of light have contributed substantially to the elucidation of the dust-figures. It was, of course, clear from the first that the
agency was the currents of air creeping over the edge of the plate, the dust being deposited where the drift was slowest; but the sharpness of the patterns and the cleanness of the rest of the plate are made more intelligible by the existence of Mr. Aitken's clear layer of drifting air through which the dust from above has to fall before reaching the plate. It will be observed that the explanation requires that the dust has had time to fall completely out of the layer when it was travelling underneath the plate, but has not had time to fall through it to any extent from above when the layer was above the plate. The thinning out of the clear layer in the wake of a pin or hair, owing to eddies or broken motion, as described by Mr. Aitken, throws light on the features of the deposit thus produced by revealing that it is denser near the centre of the plate, because the dust has had more time to fall through this thimed-out layer of clean drifting air ; yet the persistence of the effect when the obstacle is far removed from the edge of the plate remains very remarkable.]
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[^0]:    * In the experiments in this paper the range of temperature is from 14 to $100^{\circ} \mathrm{C}$.
    i 'Roy. Soc. Proc.,' rol. 62, p. 210.
    $\ddagger$ Throughout this paper all numerical results are expressed in c.g.,. units and in degrees Centigrade.

[^1]:    * Knitting needle and pinion wires do not yield this effect, as they are treated differently to music wire in the process of drawing.

[^2]:    * In a previous paper on this subject ('Roy. Soc. Proc.,' vol. 62, p. 210) an opposite convention was employed in regard to the sign, following an older usage.

[^3]:    * Wires marked with the letter If were kindly supplied by Mr. W. D. Hocgiros; of Warrington.
    $\dagger$ 'Roy. Soc. Proc.,' rol. 62, p. 210.

[^4]:    * Tide Hookhanr, 'Journal Inst. Electr. Engineers,' rol. 18, p. 688.
    $\dagger$ Bauli, 'Wied Amn.,' vol. 11, 1880; Ewnge, 'Phil. Trans,', vol. 176, Part II., p. 637.

[^5]:    * 'Roy. Soc. Phil. Trans.,' vol. 176, p. 633.
    $\dagger$ References to papers on the "Influence of Changes of Temperature on Magnetism" and allied subjects:-

    Faraday, 'Phil. Mag.,' vol. 8, p. 177, 1836; Kater, 'Roy. Soc. Phil. Trans.,' 1821 ; Barlow and Bonnycastle, 'Roy. Soc. Phil. Trans.,' 1822; Riesss and Moser, 'Pogg. Ann.,' vol. 17, p. 425, 1829 ; Kupfeer, 'Kastner's Archiv,' vol. 6; Lamont's 'Magnetismus'; Scoresby, 'Edin. Phil. Trans.,' vol. 9, p. 254; Wiedemann, 'Pogg. Ann.', vol. 103, p. 563, 1858; Mauritius, 'Pogg. Amn.' 1863, 'Phil. Mag.,' 1864 ; Gore, 'Phil. Mag.,' 1869 and 1870 ; Gordon and Newhll, 'Phil. Mag.,' vol. 42, p. 335, 1871 ; Whiple, 'Roy. Soc. Proc.,' 1877 ; Rowland, 'Phil. Mag.,' vol. 48, p. 321, 1874 ; Favé, 'C.R.,' vol. 82, p. 276, 1876 ; GaUgain, 'C.R.', vol. 80, p. 297, vol. 82, p. 685, vol. 83, p. 896, vol. 85, pp. 219,

[^6]:    * 'Roy. Soc. Proc.,' vol. 62, p. 215.

[^7]:    * The diameters of the wires are given in Tables II. and III., and are not repeated in Table IX.

[^8]:    * The relation given by Barus is $\rho(m+\alpha)=n$, where $\rho$ is the resistivity, $\alpha$ the temperature coetticient, and $m$ and: $n$ are constants. 'Bulletin U.S. Geol. Survey,' No. 14, 1885.

[^9]:    * Part l., s t.

[^10]:    * According to Styffe the average value for ordinary steel is 0.0003 . "Strength of Iron and Steel," by Knut Styffe, p. 122. Vide also Tomlinson, 'Roy. Soc. Phil. Trans.,' vol. 179, p. 23; vol. 174, pp. 132-133.

[^11]:    * Viom, e, 'Comptes Rendus' ( 1857 ), vol. 85, p. 543 ; also 'Phil. Miag.' [5], vol. 4, p. 318.

[^12]:    * Pecinautit found the mean specific heat of fused NiS to be $\cdot 1281$ and of fused $\mathrm{Ag}_{2} \mathrm{~S} \cdot 0746$ hetween $0^{\circ}$ and $100^{\circ}$.

[^13]:    * "An Experimental Investigation of the Circumstances which determine whether the Motion of Water shall be Direct or Simuous, and of the Law of Resistance in Parallel Channels." 'Phil. Trans.' 1883.

[^14]:    * Corrected Nov. 14, 1902, as pointed out by the Referee.
    $\dagger$ Added Nov. 1t, 1902.
    + Loc. cit. anto (p. 48).

