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PREFACE.

Tre Differential and the Integral Calculus have been esta-
blished upon entirely different axioms and definitions by the
several founders of those sciences. The primary ideas of
infinitesimals, fluxions, and exhaustions, though their results
coincide, for the simple reason that all pure truth is con-
sistent with itself, are widely diverse in their abstruct nature.
In writing, therefore, on the principles of cither Calculus, a
diffioulty presents itself in the necessity of electing bietween
gystems, each of which has the sanction of high authority
and peculiar intrinsic merits,

This consideration is of especial importance in a * Rudi-
mentary Treatise,” which caunot, of course, fulfil the pro-
fession of its title without singleness and simplicity of ity
fundamental idear, and rn exactness of thought und lunguage
often very difficult of attainment.  The choice of methods
in the present work has been determined partly by historical
considerations. The discoverers of new truths usually search
after themn by the simplest aud most familiar considorations ;
and it seems natural to presume that, as far at lesst as
abstract principles are concerned, the way of discovery is the
easiest way of instruction.

The original idea upon which Newton based the system of
fluxions, regarded a differential coefficient as the rate of
increase of a function. The idea upon which Leibnitz and
the Bernouillis established the Integral Caleulus, regarded
an integral as the limit of the summation of an indefinite
number of indefinitely diminishing quantities. The facility
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with which the idea of “ rate” may be conceived and applied
to the scienco of which Newton was the great founder, and the
siilar advantages of the idea of summation in the Integral
Caleulus, determined the selection of the first idea as the
basis of the “Munual of the Differential Calculus™ by the
present writer, and the sccond as the basis of the present
troatise.

The value and importance of what is termed by Professor
De Morgan the ““summatory” definition of integration, has
been insisted upon by him and others of the most eminent
modern wathetaticians : but the pregent is probably an almost
solitary attempt to establish the Integral Calculus on that
definition exclusively.  Throughout the entire range of the
practical applications of the Integral Calculus—to Geometry,
Mechanies, &o.—the iden of summation is solely and universally
applied.  The rival definition of the Integral Calculus—as
the inverse of the Differentinl Culculus—has a merely rela-
tive siguification, and is, therefore, essential only in ana-
Iytieal investigations of the relations of the two sciences.

But whatever system bo adopted for establishing either
caleulus must of necessity involve the idea of limits and
limiting values.  An unreasonnble reluctance has been some-
times exhibited in adopting this idea in clementary treatises,
whereas that it is one by no means difficult to be couceived is
shewn by its adoption in the tirst ages of mathematics. By
fur greater difliculties have arisen from the shifts to which
resort hus been had to evade it in theorems of which
demonstrations without it are necessarily illogical.

‘The idea of limits oecurs, or ought to oceur, much earlier
in the study of exnct science than is geuetally ullowed.
This idea is essentially involved in Arithmetic, Euclid, and
Algebra.  The laws of operation with recurring decimals
aud surds cannot be accurately established without limits—
for in what sense is the fraction § equal to -3388...., or
V2 equal to another interminable decimal, except us the
limits of the two infinite convergeut series represented by
the decimals?  Kuclid's definition of equality of ratios
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(Book V., Def. V.), is made to include incommensurabls
ratios by considerations dependent on the method of limits,
which also occurs repeatedly in Book XII. In Algebrs,
as the present writer has endeavoured to shew elsewhero
(Cambridge Mathematical Journal, Yeb., 1852), an exact
demonstration of the Binomial Theorem must involve the
method of limits. The same remark applies to the operation
of equating indeterminate coefficients and the theorem a° =1,
Neglect of these considerations involves the writers of some
treatises in obscurities, errurs, and inconsistencies, which
bring to remembrance the supposed common erigin of the
words * gibberish” and ** algebra.”®

Throughout the present work, the language of infinites
and infinitely small quantitics has Leen carefully avoided,
partly because they cannot, except by an innceurney of lan-
guage, he spoken of as really existing magnitudes which may
be subjected to analytical operations, partly becaunse the
language of the method of hmits is equally concise, and is,
moreover, exact.

That infinity has a real existence must be admitted; for lot
us conceive any distance, however great, such that the remotest,
kuown star is comparatively near: we cannot say that space
terminates at that distance. What js Leyond the bonudury
A void, perhaps, but still spuoe; 80 that unless we can
conceive the existence of a boundary which includes ull spaco
within it, and to which no space is external, wie nre foread
to admit the existence of inlinite space.  But thix admission
is altogether different from that which subjects infinity to
mathematicel cperations. How is the infinity thus operated
upon to be defined ?  As a magnitude than which none other
is greater? But by hypothesis it is the suhject of analytical

* Algebra.—* 8ome, however, derive it from varisus ather Arbic words,
as from Geber, a celebrated philosopher, chemist, and mathematician, to
whom they ascribe the invcution of this science,”~-Hutton's Muthematical
Dictionary. Gibberish.—*“ It is probably derived from the chemical cant,
and originally implied the jargon of Geber and his tribe."—Juknaon's
Dictionary.
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operations, and therefore of addition. Add, therefore, some
quantity; the result is greater than this infinity, or the
definition is contradicted. The truth is, that absolute in-
finity, such as the infinity of space, cannot be intelligibly
conceived on the supposition that anything ean be added
to it.

Similar considerations apply to infinitely small quantities.
There is no difliculty in seeing, that of any kind of mag-
nitude the parts may be diminished infinitely, for, however
small a part be taken, it may be divided, and thus smaller
purts are taken. I, then, an infinitesimal quantity, the
subjoct of analytical operation, be defined to be a real quan-
tity loss than any other, the definition may be readily shewn
to be inconsistent with itself.

When, therefore, infinitesimals and infinity are introduced
into mathemntical operations, they ought to be regarded not
as having an absolute existence, but merely as the means of
expressing the limits to which results approach, as quantities
in them are continnally inereased or diminished.

M. Cournot, in his admirable treatise * Iles Fonetions et
du Calenl Inginitesimal” (Paris, 1811), asserts, indeed, that
the infinitesimal method does not merely constitute an in-
genious artitice; that it is the expression of the natural
mode of generation of physical magnitudes which increase
by elements smaller than any finite magnitude.  But he
does not appear to have auvwhere detined what he uunder-
stands by elements smaller than any tinite magnitudes; and
without such a definition it is impossible to investigate his
proposition accurately.  If the words of it be interpreted
literally it appears to lead to this dilemma: if the elements
be not magnitudes, the addition of them produces mo in-
creaso—if they be magnitudes, they cannot be less than any
finite magnitude ; for, being magnitudes, they may be divided
iuto less magnitudes.

With respect to the method of limits, M. Cournot is of
opinion that questions must occur in which it is necessary
to renounce this method, and to substitute for it in language
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and in calculations the employment of intinitely small quan-
tities of different orders. He has not, however, specified any
instance in which the substitution in question is required.

The following demonstrations do wot refer direotly or
indirectly to different orders of small quantities, nor, indeed,
to small quantities at all; for the use of the term * small,”
in an absolute sense, in mathematics, is objectionable on
account of its inexactness. The limit where greatness ceases
and smallness begins cannot be distinguished. Hence, though
one quantity may be accurately said to be smaller than another,
the former cannot with perfect exactness be said to o neces-
sarily and absolutcly small with respect to the latter.

'The exclusive adherence to the * summatory” definition
of the Integral Calculus. has rendered it necessary to present,
the greater part of the following propesitions in a new forn,
and scarcely anything here given (except the historieal
notices) is compiled from analogous treatises. The first
section contains a popular exposition of the Integral Cul-
culus; and the secoud a brief account of its history, com-
piled from one or two cyclopwdias and dictionaries.  The
two following sections are probubly in a great measure new,
as in them the general principles of integration and the
integration of the fundamental functions are derived from
the definition above referred to. The three short sections
which succced eontain nothing origiual; but the eighth, on
Rational Fraction®; is almost entirely pewly written.  'The
ordinary demonstration of the possibility of resolving a
rational fraction into partial fractions prou:mda by the method
of equating cocflicients, and is defective in this respoct—
that it neglects to shew, 4 priori, that the assumed co-
efficients have any real existence, and that the cquations
determining them do not give impossible or inconsistent
results.

To the kindness of Proresson De Monaax, of University
College, Loudon, the Author is indebted for an exact de-
monstration of the existence of partial fractions correspond-
ing to rational fractions, with denominators resolvable
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into simple factors. Bimilar obligations have been conferred
by MR Courn, of Magdalene College, Cambridge, by his
aunlogous demonstration respecting quadratic factors. In
a subsequent part of the section, a method of effecting these
resolutiony is proposed, which may, perhaps, save some
labour.

In the ninth section a hint has been taken from Moigno's
edition of Cauchy's * Iegons de¢ Culeul Integral,” to gene-
ralize in some measure the principles of Rationalization.

In the next chapter the *summatory” definition is ex-
tended to Multiple Integrals. The Quadrature of Curves
and the Cubnture of Solids are next considered; and a
method, whicl is probubly new. is given, of investigating.the
cubature by polar co-ordinates, by cousidering surfaces to he
generated by the revolution of figures of variable form.

The theories of rectitication of curves and complanation
of surfuces have some diflicultivs which are frequently
cvaded by illogical reasoning. In the * Principia,” the
mothod of rectification is bused on the fifth Lemma—* the
homologous sides of similar figures are proportional.” This
is stated without demonstration, and is intended to be
uxiomatic. It assumes, in other words, that if any figure
be drawn to a reduced scale, the linear dimensions of the
corresponding parts are in the ratio of the scale of the
original to that of the copy. Uertain Cambridge versions of
Newton's Lemmnus, ameng other mulilations of the original,
huve attempted to prove this axiom respecting lengths, by
reference to a proposition respecting areas, of which the
vvidence is of a totally different kind.

Some continental writers, amongst whom is M. Cournot,
have thought to avoid all dificulty respecting the funda-
mental principles of rectification and complanation, by de-
fining curves and surfuces to be respectively polygons and
polyhedrons of indefinitely small sides. But it is, in truth,
a mere postpouement of difHiculty to inveut new definitions
to auswer special purposes. The methods of meesuring
curves and surfaces, as defined by M. Cournot, are, perhape,
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to bo connected with his views respecting small quantitics,
but cannot be considered complete until extended Ly rigorous
reasoning to surfaces and curves genermted by continwous
motion—such as solids of revolution and their sections,
An essay is made in the following pages to establish the
principles of this part of the Integral Culeulus on very
rimple geometrical axioms, and the formula of complanation
is proved without the usual reference to the inclination of
tangent planes, .

A consideration of the integration of functions which be-
come discontinuous or iufinite for particular values, appeared
necessary to complete the subject, aud an attempt has been
made to elucidate the dcfinition of multiple integrals of
discontinuous functions. In the concluding section, an iu-
vestigation of some of the properties of the second Fulerian
integral is partly taken from Littrow's ** dnleitung zur
hisheren Mathematik ;" but in the original proofs an important
defect exists, to remedy which, the article on ultimate ratios
of Eulerian integrals has been given. The demonstration
of the fundamental relation between the two kinds of such
integrals is that of Poisson, as given by M. Cournot.  Some
remarks are offered on-the inexuetness of evaluations of the
sine and cosine of an infinite angle.

Severnl invalunble suggestions of Professor Siokes, the
Lucasian Professor of Mathematics at CAmbridge, have been
embodied in the two eoncluding chapters; and the obligations
thus conferred are acknowledged by the Author with a fecling
of great grutification, .

Geowetrical representations of analytical theorems have
been frequently introduced for the purpose of illustration, but
not of demonstrution; for though the proof of purely anu.
Ivtical theorems of the Integrul Culculus is independent of
the extrinsic aid of geometry, they are often remarkubly
elucidated by being considered objectively.

Caxsrivex, February, 1852.
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INTEGRAL CALCULUS.

SECTION I.

GENERAT, ACCOUNT OF THE OINECTS OF THE INTEGRAIL
CALCULUS,

1. Amovesr the most important uses of the Integral Calculus
are its applications to the measurement of the lcn‘gdxs of
curves, the arcas of curvilinear figures, tho contents of solids
contained by curved surfaces, and the cffects of forces. This
Calculus is required in the most important iuvestigations in
every branch of the exuct sciences.

2. The names of the Integral and Differential Calculus
sufficiently indicate the distinction between them. 'The In-
tegral Caleulus determines the whole sum or integral magni-
tude of a quantity of which the differential parts are given,
The Differential Caleulus, on the contrary, investigates the
relations of the differentinl parts of a quantity of which the
integral magnitude is given.

8. The process of Integration is therefore the inverse of
Differentiation : in the same way as Subtraction is the in-
verso of Addition, Division the inverse of Multiplication,
Evolution the inverse of Involution. But in the same senseo
that Integration is the inverse of Differentiation, the latter
operation is the inverse of the former. As, therefore, the

ifferential Calculus is defined and investigated irrespectively
of the Integral, so may also the Integral indepenJ:'ndy of
the Differential. It is an unnecessarily restricted view
which regards the Integral Calculus as a dependent science.
Throughout the folloming pages its rules will ho indepen-
dently demonstrated ; though the close relation between the
two Calculi requires careful consideration, for the sake of its
sid in comprehendiug both subjects, its suggestiveness in
* inveatigation, and its test of results by inverse operation.
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4. It was said above, that the Integral Calculus determijiyo
the integral magnitude of o quantity from its differential pak pe
Now of conrse this indirect method of measurement Wokegg
not be usually resorted to, if a more direct were practicabep.
But there are inuumerable cases in which direct measureraen.
is impracticable. The messurement of the lengths of lines
affords a simple illustration. If the lincs be straight, the
nothod of measuring them is obvious and direct. It consist~
in successive applications of a straight * rule” or standar
of a unit of IengtL (a yard, metre, cll, &c.), along the struig;,
line to be measured, nnd ascertaining how many times °t ¢,
tains the unit and known parts of it.  But if the Iy
bo measured be a curve, no such application of a stre
“rule” can be performed ; it will coincide with the curv:*
no portion of it, huwever small.

b. A rough wn{ of effecting the required measuresn
is, however, readily suggested. A number of points
be arbitrarily taken in the curve, and bLe joined, or be

E:“d to be joined, by dotted lines. Then, if these
mensured, their total length is an approximate me
of the length of the curve.

6. It was long ago perceived, that by diminishing
lengths of the chords, and inereesing their number, the
proxiwmation beoame closer and closer. An improvemes
the method was effected by drawing from the extremiti
intermodiate points of the curve, tangents meeting eacl
at points in the convex side of the curve, as in the fol
diagram. If the curve be such that the tangent, .
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nt of it, cannot meet it at any other point, the total
gths of these tangents is less' than the length of the
ve. In this way the length of the curve, though it could
_ be exaotly determined, might at any rate be ascertained
be less than one, and greater than another, of two quan-
"tities; which might be made to differ by a quantity lvss and

T ———

1. -
are
cuy
cor
Ca
evel, as the number of chords and tangents was increased.

‘that the crror of the approximation would be determined
suthin closer aud closer extremes, as the geometor expended
teore and more labour on the giensumtion. Tt is clear,
tuywever, that the length of the curve has some epact value,
Thich is the riMir of tho operations above explained; and
rae discovery of that exact limit is the solution of a problem
iyf the Integral Calculus.

7. Again, the area of any plane curvilinear figurc is certainly
greater than that of any polygon of struight sides iuscribed
in it, and less than that of any such polygon circumscribed.
By increasing the numbers of sides 0’1 the circumseribed and
inscribed polygons, their areas are made to differ less and
}gux The arca of the curvilinear figure lying between them

iffé thus bo determined within any degree of approximation.
of tlpr instance, let the area ACB be included by a curve AB,
the /two straight lines, AC, CB, at right angles to each other.
whiciquires little science to perceive that one of the readiest
Thrs of roughly messuring this arca, is tw divide it into portions
dentlyps el to AC, but not necessanily equidistant, and
two Capute the area of each such portion us if it were a reot-
aid in~ Yet this method would give the urea of the f

" 7 not by the carve, but by the zigmg douted li
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within or without the figure. The difference between the /
roctilinear figures bounded by the two zigzag lines m
reduced by increasing the number and diminishing the
of the rectangles. Thus the curvilinear area may be dei

A

5 ]

mined within & margin of error which may be diminished at
leasure. This process for determining areas is called the
ethod of QUADRATURES.

8. It may happen that this method of approximation sug-

ts the limit to whichgit tends. The ntogml Calculus

iffers from the preceding method only in that it substitutes
abgolute exactness for mere approximation. The curvilinear
figure must have some ezuct arca which is the limit of the
results of the above operations.  If, therefore, that limit may
be inferred from them, they lead to the solution of a problem
of the Inteyral Calevlua,

0. Again, one of the most frequent problems of Dynamics
is to ascertain the distance passed over in a given time by
a point moving with continually-varying velocity. If the
polut were moving with uniform velocity, the distance de-
scribed by it in any time could be immediately ascertained.
The approximation to the distance described by & varyin
velocity is analogous to the approximatious above described,
and consists in supposing the velocity to change mnot conti-
nuously but after intervals, and remain uniform during each
interval. The shorter the intervals, the more ndarly does the
distance computed on this supposition approximate to the
real distance described. Let the distances be computed on
the hypotheses, first, that the point retains throughout .
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each of the intervals into which its motion is hypothetically
divided, the velocity it actually has at the commencement of
that interval; secondhy, that the point has throughout each
interval the velocity it actually has at the termination of that
interval. The first hypothesis evidently gives the distance
traversed too small; the second hypothesis too large, if the
velocity be a continuously-increasing one. By diminishing
the hypothetical intervals, the error of approximation is re-
duced; and if the limit to which these operations lead can be
found, the result is the solution of a problem of the Integral
Calculus.

10. The principle on which all the above cases depend,
may be stated g(‘l\cfﬂ]l{ thus :—A quantity is to bo measured
which canuot be immediately compared with the unit of men-
surement. The quantity is therefore divided into several
parts, and it is ascertained of cach of these, that it exceeds
ono, and falls sliort of another, of two quantitics measurable
by the given unit. The sums of the two series of measur-
azlo quantities are the one greater, the other less, than the
whole quantity to be measured.

This process has been continually practised by the most
unskilful as well as the most skilful computers, It is applied
in innumerable cases in the ordinary avocations of life. The
science which from this kind of approximation extracts
rigorous and exact truth, is the Ixteerar, CarLcunus,

The foregoing remarks will probably suflice to show the
student what kind of reasoning may bo expected to engage his
attention in this subject. They serve also to ronder intelli-
gible the foilowing shght sketch of ity history.
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SECTION 11,
EARLY TUISTORY OF TIE INTEGRAL CALCULUS.

Pyraaaonas, born about 590 n.o., died about 407 .0. The
history of his mathematical discoveries rests generally on no
higher anthority than that of tradition. The discovery of the
quadrature of the Ynmholu has been ascribed to him, as ap-
pears from the following passage in Dr. Hutton's Mathe-
matieal Dictionary.  In reference to the theorem that the
aquare on the hypothenuse of a right-angled triangle is equal
to the sum of the squares on the sides, it is remarked, that
“ Platarch even doubts whether such a sacrifice was made
for the said theorem, or cven for the area of the Parabola,
which it wag sail Pythagoras also found out.”

Euvcran, who lived about 280 n.e., und about 50 years before
Archimedes, showed, in his 10th Book, that tho areas of the
Cirele and Polygon inseribed in it are ultimately equal. He
demonstrated that tho area of the circle is equal to half the
rectangle contained by the radius and circumferenve, and thus
found out a problem of Integration. His method is known
as the melhm{ of Kshaustions. The first proposition of the
10th Book nasserts that, if from the greater of two given
quantities be taken more than its half, from the resulting
remainder more than its half, and s0 on continually, there
will remain at last a quantity less than either of the given
quantities. By this reasoning, the difference between the
circle and polygon is exhausted, and the circle becomes ulti-
mately equal to the polygon.

ArcaiMEDES, who lived about 2b0 B.c., investigated the
ratio of the circumference of a circle to its diameter. By
calculating the length of the periphery of a circuwseribed

lygon of 1902 sides, and an inscribed polygon of 96 sides,
10 found that the circamference of the circle is between
344 and 8)2 of the diameter. He left a treatise on the
Spiral which now bears his name; and determined the rela-
tion of the aren bounded by that curve to that of the cir-
cumscribed circle. To Archimedes is attributed the quadra-
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ture of the bola, which discovery, however, as a|
above, has bl;::migned to Pythagoras aleo, ILet Km
a portion of a parabola, O
its vertex, OB & partof its ¢ A
axis, and AB & straight line |

at right aogles to it. The
proposition  in  question,
which is interesting from
its antiquity and intrinsic
importance, asserts that the
area AOB is two-thirds of
the rectangle ACOB. 'The
stadent may easily ascertain ¢ ]
after reading the following

es, that this result is equivalent to the integration of a
unction of the form cad, where ¢ is constant aud 2 variable,

Archimedes showed in his treatise I1sgl LPaicas xai xvairdpav,
that the content of a sphere is iwo-thirds of that of the
oylinder which just contains it} that tho surface of a sphero
is four times as great as that of one of its great circles, &e.

Coxon, a contemporary of Archimedes, is said to have
invented tho spiral which bears the name of the latter, and
to have proposed to him problems respecting it, which wore
solved by him.

Parrus, who lived towards the end of the fourth century
(sbout A.p. 8K0), demonstruted soms of the principal pro-
perties of the same spiral, by adding together an ivdefinite
number of parallelograms and cylinders, into which he sup.
posed a triangle aud cono ultimaiely divided. Pappud aleo
gave in the proface to his Tth Book, the centrobaric method
of determining the content and superficies of a solid of reve-
lation in terms of the dimensions of the generating figure,
and the position of its centre of gravity. The theorems of
the centrobaric method discovered by Pappus, {requently are
called Guldin's propertics, from a much later mathematioian,
Guldini, by whom they were demonstrated.

GaLiLeo, born 1564, died 1042, proved that a bod
moving in a straight line with a constant accaleration, mez
as that produced by gravity, describes in any time from the
commencement of the motion a distance proportional to that
time. He thence showed that the path of a projectile is a
parabola. - The determination of the distance ibed by »
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constantly-accelerated point depends necessarily on the prin-
ciples of the Integral Calculus, as explained in Article 9.

TorsiceLL, burn 1608, died 1047, was a disciple of Ga-
lileo, and wrote a treatise De Dimensione Parabole, with an
appendix De Dimensione Cycloidis. Dr. Hutton says, that

orricelli * first shewed that the cycloidal 8 is equal to
triple the generating circle (though P contends that
Roborval shewed this); also, that the solid generated by the
rotation of that space about its bLase, is to the circumseribing
cylinder as 6 to 8 about the tangent parallel to the base, as
7 to 8; about the tangent parallel to the axis, as 3 to 4,” &e.
(8ce DEescantres.)

Cavataeny, a disciple of Galileo, and friend of Torricelli,
published in 1685, Geometria Indivisibilibus continvorum
novd quddam ratione promota, 4to., Bononmiw. This work,
which obtained for the author the credit in Italy of inventin
the Infinitesimal Caleulus, proceeds by division of geometric
figures into indefinitely small parts.

Roprnrvar, in 1646, determined the centres of percusaion
aud centres of gravity of sectors of cylinders and circles, &c.,
by methods equivalent to Iutegration. From the letters of
Descartes, it appears that these discoveries were subjects of
controversy botween him and Roberval — Toberval’s Treative
on Indivisibles, uppeared in 1656, in the Memoirs of the
Academy of Scicnvces at Paris.

Descanres, born 1596, died 1650, determined the centres
of gravity and centres of oscillation of various curvilinear
figures. His method of demonstrating the proposition re-
spoctiug the eyeloid, referred to in the preceding notice of
Torricelli, is an excollent instance of the geometrical investi-
gation of the quadmture of curves. The following is an
extract from a letter from him to Father Mersenne, in 1638.
(Lettres de Descartes, tome iii. page 384, Taris, 1667.)

* You commence by an invention of Monsieur de Roberval,
respecting the space included by the curve described by a
point of the circumference of a circle supposed to roll on a
plane; with respect to which, T acknowledge that I have
never before thought of it, and that the observation of it is
pretty enough. But I do not see that there is reason to
make so much noise at having found a thing which is so
easy, and which any one who knew ever so little of geometry
could not fail to t{nd if he sought for it. For if ADC be
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this curve, and AC a straight line equal to the circumference
of the circle STVX, having divided this line AC into 2, 4,
8, &c., equal parts, by the points B, G, H, N, O, P, Q, &e,, it

D

is evident that the perpendicular BD is equal to the diameter
of the circle, and that the whole area of the rectilinear
triangle ADC is double of this circle*. Then, taking K for
the point where the same circle would touch the curve AED,
if it were placed on its base at the point G, and taking also
F for the point where it touches this curve, when it is placed
on the point H of its base, it is evidont that the two
rectilineal triangles AED and DFC are equal to the square
8TVX inscribed in the circle. Similarly, tuking the points
I, K, L, M for those where the circle touches the curve when
it touches its base at the points N, O, P, Q, it is evident
that the four triangles AIE, EKD, DLF, and FMC are
together equal to the four isosceles triangles inscribed in the
circle SYT, TZV, VIX, and XQ8; and that the eight other
triangles inscribed in the curve on the sides of theso four
are equal to the eight inscribed in the circle, and so0 on to
infinity ; whence it appears that the whole area of tho two
segments of the curve, which have AD and DC for bases, is
equal to that of the circle; and, counc:}uently. the whole area
contained between the curve ADC and the straight line AC,
is triple that of the circle.” )

Grecory (St. Vincent) of DBruges, published in 1647,
O, Geometricum Quadrature (lirculi et Sectionum Coni.
HI;Mshowed that the space between a hyperbola and its

ptote is divided into cqual portions by straight lines,
which divide the ssymptote into parts in geometrical pro-
gression, and which are parallel to the other asymptote.

Fxnuar, who died 1663, was author of a ** Method for
Quadrature of all sorts of Parabolsas,” and a trestise on

. nyamuwmmmummuxgu
B
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Muxima and Minima, in which problems concerning the
centres of gravity of solids are solved by a met re-
sembling Newton's Fluxions.

Huvoens, in 1651, published Theoremata de Quadraturd
Hyperbole, Ellipsis et Cireuli ex dato Portionum Gravitatis
Centro; and in 1058, at the Hague, his celebrated Horolo-
gium Oscillatorium sive de motu Pendulorum, in which he
states that he wos the first discoverer that a certain segment
of the cycloid is equal to a regular hexagon inscribed in the
generating circle. He showed that the time of oscillation of
the eycloidal pendulum is independent of the extent of vi-
hration, and from the principles of the pendulum measured
the effect of gravity, by which he showed that a body
descended vertically from rest in vacuo, in the latitude of
Paris, 15 French feet in one second.

Wars, in 1633, published his Arithnetica Infinitorum, a
great improvement on the Indivisibles of Cavalieri. Wallis
treats of quadrmtures, and gives the first expression for the
quadrature of a circle by an infinite series in this work,
“in which,” says Profes<or Do Morgan, “ a large number
of problems of the Integral Caleulus is solved, and which
contained moroe hints for future discovery than any other
work of its day."

Near, in 1657, made a remarkable step in the Tntegral
Calculus.  He appears to have been the first person who
datermined the exact length of any curve. Waslis, in his
Treatise on the Cissoid, states that Neal's rectification of the
semi-cubical parabola was published in July or August, 1657,

Vax Havrexst, in Holland, in 1659, also gave the rectifi-
cation of the semi-cubical parabola, as appears from Schooten’s
Commentary on Descartes’ Geometry.

Greaony (James) published, in 1867, Vera Cirewli et Hy-
perbole Quadratura, to which he added in the year following
Geometric Pars Universalis, of which the method resembles
that of Roberval's Indivisibles.

Dr. Bannow, in 1670, published his Method of Tangents.
Ho died in 1677, and the year following appeared his demou-
strations of Archimedes' properties of the Sphere and Cy-
linder, by the method of Indivisibles.

Lrapxirz, in 1684, gave in the Leipsic Transactions an
account of his Differential Calculus. It is agreed that this
was the first time that this grand discovery appeared in print;
though in the celebrated controversy which arose as to his
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claim to the priority of this invention, a Committes of the
Royal Bociety decided that “ Sir I. Newton had even in.
ventod his method before 1609.” The general opinion of
modern mathematicians ap to o to Leibnitz the
merit of an independent discovery, and to exempt him from
the charge of plagiarism.

Gregory (Davip) published, in 1084, Exercitatio Geos
matrica de Dimensione Figurarum.

Nxwron published his ’rincipia in 1087, the most memo-
rable year, therefore, in the unnals of science. Tho dootrine
of limits, conceived and applied in the earliest periods of
mathematical research, had been rapidly growing in import-
ance at the time of Nowton and Leibnitv. The great ste
made by them consisted in connecting the idea of limits wil};
8 specific notation, and in erecting into a regular systom &
seience which before their time had heen exhibited only
in isolated theorems. A lurge part of the results of the
Principia are demonstrated by geometrical mothods equivas
lent to Integration.  Newton's Method of Fluxions was first
published in 1704, subjoined to lis treatiso on Optics.

MEeRrcaronr (Nicnoras), in 1688, published his Logarith-
moatechnia, aml is stated to have been the first person who
ever investigated the quadrature of curves analytically. This
he did in a Demonstration of Lord DBrounckers Quadrature
of the Iiyperbola, by Wuallis's method of reducing an alge-
braical fraction to an infinite series by division, :

By the Lnglish contemporaries of Newton, the Integral
Calculus, a Differential Coeflicient, and an lategrul, wers
culled the Inverse Method of Fluxions, a Fluxion, and a
Fluent respectively. The notation and phruseology of fluxions
is now almost obsolete.  The methods of Fxhaustions, Primo
and Ultimate Ratios, Iufinitesimals, Indivisibles, Iesidual
Analysis, Aoalynis of Derivations or Derived Functions, and
of Limits, are different appellations which the suine subject
has at different times received.

From the time of Newton and Leibmitz the Integral Cal.
culos rapidly advanced. Its progress was in a great degree
due to John and James Bernouilli, who published & large
number of memoirs on the subject; to Maclnurin, whose
Fluxions appeared in 1742; to Cotes, whose Harmonia Men-
surarum appeared in 1729; to D'Alembert, who gave Memoirs
on thoog'cnlun in the Paris and Berlin Memoirs; mnd to
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Euler's great work, Institutio Calouli Integralis. Petr. 1768,
8 vols. 4to.

The analytical part of the In Caleulus oconsists in
reduocing integrals to forms by which their numerical values
may be computed. This computation is usually facilitated
by the common mathematical tables of sines, cosines, loga-
rithms, &c. But many integrals cannot be found by these
tables, In order to compute such integrals, other tables
have been constructed, of which the principal are called
Tables of Elliptic Integrals, from their relation to the length
of elliptic ares.

Faoxaxo, in his DProduzione Matematiche, 1750, investi-

ted a remarkable theorem respecting these arcs, which

his name, and shows how the length of two arcs may
be taken so as to differ by an assigned algebraical quantity.

EuLer gave to the world somo of the most important dis-
coveries which constitute the basix of this branch of the In-
tegral Caleulus. In 1761 he published, in the Petersburgh
Transactions, the complete integration of an equation 1n-
volving two terms, each an elliptic function not separately
integrable. Iuler also invented the class of integrals which
are known as Kulerian Integrals,

Laxvex, in 1770, published his theorem showing that any
arc of a hyperbola may be mecasured by two arcs of an
ellipse.

4AGRANGE'S Memoirs in the Turin Transactions, in 1784
and 1785, greatly extended the subject of elliptic functions
in a part of it which Luler had not discussed, and rendered
the dotermination of numerical values of elliptic functions
very complete.

Leorxpre undertook the task, involving immense labour,
of computing a greatly-extended series of tables. The second
volume of Legendre'’s great treatise on elliptic functions, to
which a large part of his life had been devoted, appeared in
1827. To him is attributed the merit of giving to the sub-
ject that systematic arrangement and connection which con-
stitute it a separate science.

Jacons, Professor of Mathematics in Koningsburg, pub-
lished shortly afterwards, in Schumacher’s Journal, his re-
searches ou elliptic functions. His principal object was the
investigation of certain general relations of these functions,
of which the investigations of Lagrange and W involve
particular cases.
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AsrL, Professor of Mathematics in Christiania, gave in-
vestigations of the subject in Crelle's Journal, in 1837. He
arrived independently at many of the important discoveries
of Jacobi, and contributed valuable theorems respecting what
are called ultra-elliptic functions. The works of Abel, who
died at the early age of 27 years, arc esteemed among the
most important contributions to modern analysis.

For some account of modern discoveries in Calculus, the
reader may be referred to Moigno's edition of Cauchy's Legons
de Calewl Différential et de Calowl Intsgral, 1844.

Among the best known general works on the Integral Cal-
culus are the following:—

Bossut, Cal. Diff. et Integral. Paris, 1798.
Boucharlat, Differential and Integral Calculus, Eng. Tranalation. Cam-
bridge, 1328,
Carnot, Metaphysique de Calcul Infinitesimal. Paris, 1706,
s:):nchy, Legons de Cal. Diff. ct Int, Vol 2, Caleul Integral, Paris,
1844. .
Candorcet, Caleul Integral.  Paris, 1765.
Cournot, Des Ponctions et du Calcul Infinitesimal. Paris, 1841,
De Morgan's Diff. and Integral Calculus. London, 1842,
Duhamel, Cours d’Analyse. Paris, 1847.
Buler, Institutiones Calenli Integralis.  Petersburgh, 1702,
Gregory's Examples on the Diff. and Int. Cal.  Cambridge.
Hirsch, Integraltafcln. Berlin, 1810.
Lacroix, Cnlcul Diff. et Integral. Paris, 1707.
Lagrange, Legons sur le Calcul de Fonctions.  Paris, 18086,
Landen’s Residual Analysis. London, 1758.
Legendre, Exercices du Calcul Integral. Paris, 1816,
Traité de Fonctions Elliptiques, 1825 -8.
Littrow, Anleitung sur hihercn Mathematik. Vienna, 1836.
Mending’s Tables of Integrals.
Obm (Martin), System der Mathematik, 1833 .51,
Raabe, Die Differential und Integral Rechnung mit Functi Mol
Variabeln.
Bchlomlich, Handbuch der Differenzial Rechnung, 1847,
Taylor, Methodus Incrementorum. London, 1715,
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SECTION IIIL
DEFINITIONS.~~GENERAL PRINCIPLES OF INTEGRATION.

11. QuaxTrrirs are said to bo functions of one enother, if
their values depend in any manner on each other. The
letters IV, f, ¢, &c., prefixed to quantities, are used to denote
funotions of them. A function of several quantities is ex-
pressed by writing the letters I, f, &c., before them all sopa-
rated by commas.

12. A variable is a symbol of quantity to which different
values may be assigned.

19. An independent variable is a symbol of quantity, on
the value of which the value of a function of it is considered
dependent.

14. A limit is the exact value which a function approaches
nearest, as the variables on which it depends approach assigned
values.

18. The limit of a finite continnous function of several
quantities is the same function of their limits, or if y,. y.. ¥,
.o bo the limits of w,, y,, v, ... respectively,

limit o

where f means “ any finite continuous function of."

A continuous function is one such that the series of opera-
tions deuoted by it when perforwed on more and more nearly
cqual quantities, produce more and more nearly equal results;

v ¥y ee) = J(F1 T Ty oee) voenne (),
is smaller, as y,, y,. 3., &c., are more and more nearly

to ¥, ¥y ¥s &c., respectively. Therefore, the limit of the
finite quantty () is zero, or
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Limit of f {(,s Yoo ¥ ) =S (Fo Yoo T -+)} m O,
from which equation (1) immediately follows.

16. The quadrature of a finite continuous function of one
variable having a limited range of values is the sum of
ducts of successive values of that functivn, each mulﬁr
by the differences between the corresponding value of the
independent variable and the next preceding or succeeding
value.

17. The integral of such a function is the limit which its
quadrature has when the differences of the independent vari-
able approach zcro, and their number approaches infinity.

18, Let /2 denote a finite continuous function of », and
let b, and b, be two constant nssigned values of 2. Also, let
x,, z, 2,.. &, be any successive intermedinte varinble values
of . Then the quadrature of fz is by the definition, either

or fb(x,—b)+ ez, 2+ /o, —x)+ ...+ Tx,(b—2,)

The integral of the function is the limit which these serios
approach when the differences ) — &, r, — x,, &c., approach
zeto, and their number infinity.

19. In Art. 7, let @ be the abscissn, mensured from B
along BC of any point in the curve BA, and lot £z denote the
corresponding abscissa. Then it is clear that the differences
@ —b, z,—z, &c., denote the breadth of the rectangles
drawn in the figure, and fiz,, fr, &e., the corresponding
altitudes. Hence, the several terms in the foregoing series
denote the areas of those rectangles, and their sum is an
approximation to the curvilinear area ABC, whenee the term
quadrature is derived, since that quantity expresscs approxis
mately the nunber of square units (square feet, square yards,
&c.) contained in ABC.  Also, the integral is the exact area
ABC; for the magnitude of this arca is between the magni-
todes of the inscribed and cirenmscribed figuros. Bat the
difference botween the two latier magnitudes has the limit
zero. A fortiori, the curvilinear area differs from either of
them, by a maguitude which bas the limit zerv.
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As the figure last referred to is drawn, the initial values of
@ and of f@ are both
supposed to be zero. 1If,
however, they be finite
positive quantities, the
integral represents an
area such as abed, where
o is the origin from which
the abscissm are drawn,
sud

ve=1Db, be=fb,

=b, and od =5, ° ¢ L

20. Doth expressions for the quadrature in Article 18 have
v same limit, if fz have only one finite value for each
lue of # from &, to b,, for then they differ by the quantity

(fa,—1b) (2, —b) + (f2,— f2) (@, — ) +
(f’a —f’ﬂ) (”a"‘ ﬂz) + et +(fbﬂ —f‘-) (62 - ’n)'

Let Az be the greatest of the successive differences of »
in the preceding quantity, which is therefore less than

(fr, =S W az +(fe,—fa)adz+ ... +{fb,— fz.)Az,

which expression is equal to ( /b, — fb,)Ax. This, there-
fore, is the difference between the two quadratures; but if
/b, and b, be finite, f'b, — fb, is finite; Az is zero in the
limit. Therefore, the difference between the two quadra-
tures is zero in the limit, i. e., they have the same limit.

21. The proceding article is exactly illustrated by the

Lemua iii. of Newton's Principia, which is as follows (sup-
ing all the parallelograms spoken of in the original to
rectangles) :—

In the plane figure bounded by the curve AF and straight
lines AA’, AF, at right angles to each other, are inscribed
any number of rectangles AB’, BC’, CD’ ... on un
bases AB, BC, CD ..., and the rectangles AB”, BC”, CD”
... are completed. 1f the breadth of these rectangles be

* diminished, and their number increased indefinitely, the in-
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scribed figure AKB'LCMD'NE'E, and the circamscribed
AA'B"B'C'C'D'"D'E"EF are ultimately equal
For let A/ be equal to »
the greatest breadth &
of the rectangles, and  x
complete the rectangle v Lo
A/S", then this parallel-
ogram will be greater “
than the difference be-
tween the inscribed N
and the circumscribed
figures. But when
its breadth is dimi-
pished, it will be less ry » s ¢ ] ¥
than any assiguable
vantity, and, therefore, & fortiori, the difference botweon

e inscribed and circumscribed figures will be less than
any ;asigmblo quantity, and, therefore, they are ultimately
equal.

22. When fo continually increases or continually decreases,
as x increases, the valus of the integral iz between those of its
quadratures.  First, let fz continually increaso as » in-
creases, then the integral is less than the first quadrature,
Art. 18; for let & and &’ be any two successive values of
z, then one of tho terms of this quadrature is 7o’ (2" — &),

Now, take a value 2, between &’ and 2, then the term
in question is replaced by

Sz i, — )+ fa& L — ),
which is less than the term just mentioned by

(f2' = f2) (2, — &),

8 quantity which is positive, since fz” is always greater
than /’; therefore, the effect of increasing the number of
terms is to diminish the quadraturc. But as the number
of terms is increased, the value of the intogral is more and
more nearly approached ; therefore, the integral is less than
the first quadrature.

Similarly may it be shown that the integral is greater than
the second qtm{ntum.

The same reasoning may be applied when the function /&
continually decreases a8 @ increases ; therefore, in either case,
the integral has a value betweeu those of its quadratures.

o
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88, The symbol of integration is [, which derives its

form from’ the initial letter of the word Summa, or fum.
Tho integral of a function /= of a variable 2 is written
J7®.de; where the limit of the difference between two suc-
cessive values of z is represented by da, which is, therefore,
differential, or diminished without limit; and f2.dx is the
general form of the limit of any term of tho series in Art. 7,
and is also differential.

24. The limits of an integral are the two constant assigned
values of the independent variable 4, and b, in Art. 7. The

ter and less of these values are frequently designated

& superior and inferior limit respectively.

25. When the limits of an integral are expressed, or
defined, it is said to be definite; when they are not defined,
indefinite. In the first case, the integral is said to be taken
batween limits. 'The usunl way of expressing this symbolically
is, by writing the superior limit above, and the inferior below,

W
the symbol of integration. Thus, /b ‘fi.dz is the integral
. '

of f=, between limits b, and 4, I

20. The value of the integral is independent of the differ-
ences of the independent variable in the quadrature. For the
Jimit of the quadrature is, by Art 14, an exact quantity, there-
fore it cannot depend on the values 2, z,. «, ... 2., 1or their
differences, which may be altercd arbitrarily.  Also, it is
evident that the integral doex not involve any other values of
, excopt b and b,

b, vh
(‘ororaany. Hence K fedo = /b ’fadz, whero s is
. [} L3 1

any other quauntity than 2.

27. Tho sum of definite integrals, the inferior limit of each
being the superior limit of the next. 1f the series in Art. 18
were continued to the right, to the term in which #=28,,
the limit of this additional part of the series would, by the

preceding definitions, be . 'ff.c.d.'c. Also, the limit of the
wholo series, including the additional pert, would be
/s .dn. But thin whole series ia the sum of that written
“in'Art. 18, + the supposed additional part. Henes,
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f;:’y; a-ﬁ'yz de + ;‘fa 82 e (1)
Similarly,

L5 da [
‘/;. f= dsaj;_‘ Sz .da +‘/;‘_‘ Jr. dad ... +

by b,
‘/;" fz.do +‘/b,f“dz'

8. An Integral between limits is the difference between tuv
: b
values of the same function. By Art. 26, /; f2 di is inde-

pendent of all the values of », except b, and b,. Therefore
this integral may be put equal to F (b, b)), some function
which containg no value of 2 except b, and b, Similarly, if
the form of this function be general, that. s, cnpable of repro-

b
senting the integral for all values of the limits, /b Yede=
F (b, 4,). Hence, from (1) Art. 27, tmnaposiu;;. '
12
Yo . dw=F(b,b)~F(b,b)

Jh
K .
but /b Ja . dz involves no other value of @ than &, and &,

'I‘h:sre%re 4, disappears from the lnst equation, which, conse-
quently, may be written

‘b, o a
./b Se.dr=Fb{ —Fi,;

E]

% 2
COROLLARY, [ frdr= -/h Sxda.
o/ 1y 3

20. By Article 26, the value of the integral ia independent
of the differences &, — 4, z, — 2, &c., in Art. 18. We may
therefore supgose those differences all = 3 x, so that
(» + 1)dxz=0b,—~5. Then, by Art. 28,

limit of (f, 4 fx, + /2, + ...+ f2, + f1,) 2 =Fb, — Fb,,

The number of terms in the J:aronthui- is n+4 1. Now
suppose, first, that the /i« is w:{t positive; and let 7o/
bo its greatest, fa” its least value between the :
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then 72’ is greater and fo” less than any other of the
terms in the parenthesis. Henco (n + 1) fo' is greater,
and (n 4 1) f& is less than their sum;

s(m+1)fo da>Fb—=Fb; (n+ 1) 8" 32<Fb,—Fb;
or, putting (n + 1)z =h; Afz’ > Fb, — Fd,;
hfz' < Fly—Fb,.

There must therefore be one or more values of # between 2,
and b, for which ifz=Fb,— Eb,. Dut this intermediate
value of # must also be between b and 4, since 2, may be
taken as near b, as we pleaso. Therefore the intermediate
value in question may be cxpressed by b + 6k, where 6 is
some positive proper fraction. Hence, since we have sup-
posed &, = b, + A, wo have the formula

Wf (b, + 00) = F (b, + h) — rb,-.:ﬁb'*"fa. de

The same conclusion would be arrived at if fx were sup-
posed to be always negative. Hence the formuln is true
whon fz is either always positive or always uegative be-
tween tho limits 4, and 4, + A

80, The following is a geomectrical illustration of the
formula hf (b, + 6h) =
;b"ufx dx. /'ff:/

Lot fx represent, as in »
Art. 19, the ordinates of the
curve ad, and x its abscissa,
measured from o along
od; oc=b, od=Db, + b; o
ed=h. Alsobec = fb; i
ad={f(b,+h). Thenthe g ’ o

b4 b
t fxdx. Now the formula nsserts that

between be and ad there is some intermediate ordinate repre-
sented by fe in the figure, and by f (b, + 6h) in the formuls,

such that fe x c¢d == area abed, a which, from
gwmﬁm\fmideuﬁom.h’evidm y true,

i

area abed =



PRINCIPLES OF INTRGRATION. Nn

81. A Function is the differential coefficient of its Integral
Dividing by 4, the result in Article 29, .

F(b A) —Fb
s +on=T0FD

Taking the limit of both sides of this equation, when 4 has
the limit zero,
b, = differential cocfficient of ¥b,,

the definition of a differential coefficient. Hence is seen
t INTEGRATION 18 THE OPERATION INVERSE OF DIFFEREN-
TIATION.

82. The integral of the sum of several functions between
given limits = the sum of the integrals of the several func-
tions between the samo limits. Let the several functions be

Sia iz ... fuz,
b‘ e

‘/& Sizdz=limit of (f,2,+f,2,+ fiz, +...£;},) iz
1

X .
/; oz dz = limit of (f,2, + f,2, + f,2; + o fib)) 32
1]

-

A""f.z do = limit of (f,2, + fury + fu8, + oo fub) 3z
[ 1

b, 2, b,
Adding.ﬂ ff,zd.'z:-y‘/b. Sfmdz+ ... +./bl'f_gd.-
¥

limit of {(f, &, +f,%,+ ... + foz) +(\4s+ fu2s + .. + Lom)+
&e. + (fiza + fix. + .. +Suz)} o=

|b‘
Jb 2+ 1,2 + ... + fuz) do.
83. A constant multiplied by the integral of function between

given limits = the integral of the function multiplied b’fth
constant between the sume limits. Let ¢ be the constant,



'} INTEGRAL GALOULUS.

b
e/; 'fu»iwzclimit(ja, +fe, [y 4 .+ fb) Iz
= (by Art. 15) limit of (cf, + cf2, + ¢fz, + ... cfb) 3z

]
= f 'fz . da.
6l

b
84. To show chat‘/b 'ydz + /‘c'udy=bac,-.b‘¢l, if
o/

y be a function of wu, and have the values ¢, ¢,, when u has the
values b, b., respectively. y., y., ¥, ... y. Loing successivo
values of the function yumi u,, %, ... u, of u, wo have, by
Art. 18,

*b
Jb 'y du =limit of {e, (1, —8,) + y(uy—u) +
1
¥ (“a_ )+t (1" - "-)}
ft'tz dy e=limit of {n, (y, — ¢,) +
€6y

U (B =y + o+ u (Ve — 3 + by (e, —-v)}

By adding together the quantitics in the { }, it will be found
that all in each lino except one appear in the other line with
contrary signs. So that the sum in question is reduced to
bye,~b.c,. 1ence

BY <.

/l ‘ydu + / wdy = b0y ~bye,.

o7y 70

35. The couclusion of Art. 34 may be arrived at from geo-

metrical considerations, as follows :

" Let AB be a curve re-
ferred to, O@, Oy as
axcs of co-ordinates. Let r
0C =&, OD = b,
Then the area ABCD=

AN
J
/ 3, yda. x L ) @

In the same way, if
Ok w ¢,, OF == ¢,, the a

weaABEP e [pdy. 0T ramant
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L 4
Therefore A yds + ./c: #dy = figure AFEBCD =
rectangle AO — rectangle BO = b, 0, — b,¢,.

36. To damnincf dz. Tn the first equation, Art. 29, it
is not necessary that fx should be varinble. Let it = 1.

- by
Then limit of 32 + 32 + ... + 32) a/;, dx.
But, evidently, the left-hand side of this equation = b, ~J,,
~l
by —b = /b d.
87. If x and y be functions of each other, so that

-/’;xf.vdz =/:y ¢ydy (1), and 2 =0 when y=e,

then feda = ¢ydy.

For let (Art. 28) tho first of these integrals = F& — F!,
and the second = @y — ¢#c. Then

Fz—Fb=o0y—oc.
Let 2 become @ + 32 when y becomes y +dy.  Then
Flz+3z) —Fb=0(y + 3y) - ®c.
Subtracting the last equation from this,
F(z +da) —Fz=0(y +y) — %y,

F(z+3z)—Fa_0(y+3y)—0y dy (o).
or 52 = 3y ST

Now this equation is true, however small 3z and 3y may be;
therefore, the limits of buth sides (corresponding to the limit
zero of 3z aud Jy)are cqual; or, by Art. 17,

dy dz
Je=0y5. or f&—a—; ZRY cvvvcsones (B

whence, fedz = pydy.
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88. To prove that if frdz==¢ydy. and z be equal to
b, and b, when y is equal to ¢, and c, respectively, then

ﬁBdez .-..‘/:Wydy.

b, ey A
For let ‘ﬂl fedz =.L‘ oy dy +‘/; ¢y dy,
then, by the last proposition, fz = ¢y + ¢,¥.
But by the hypothesis fz = ¢y,

Sy =0, .‘../‘. c‘@,ydy = 0,
for this last integral is the limit of the sum of & series
of which the terms are all absolutely zero;

b'fn‘d-'v u‘/c:”w-dy'{/:’(fx g—;)dy; by (8).

.
Jb,

89. From the preceding article follow many important re-
lations among definite integrals. For instauce, let y+a=u2;
then ¢, +a=b, ¢, +a=0b, dy=dz;, . fr=py=
Sy -~ 133, and the formula becomes

'}, vey by—a
‘/b.'ﬂy-")dy-ﬁ/q vydy= [, JSeds

el 3

Now in the first of these integruls we may, by the Corollary,
Art, 20, write y for 2. Therefore

b’ s by—~a
ﬁ' f(w—a)dx=.ﬂl__a N TR &
Similarly,
b, b+a
./z-: f(e+a)dz =/}Z+¢ frde..irnennns (T1)

el [N
/: 'ﬂ%-c)dnuﬁ f2da oionnnnns (111)
Putting y — o = & and 8, —y == & successively.
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b, ~b
Puttingy=—-c;ﬁ 'frdx =f . "S{=2)dx...(IV)
1 Y
And generally, if 2 =4y, whence y = 4z, de={'ydy.

> b.
Cradz= [ TUAL D)V rds oo (V)
b| e ‘ﬁbl

40. Indefinite Integration. We have shown that if

function can be integrated between any limits a andd

its independent variable, the integral is of the form F(a) —
F(b). There is a large class of functions which cannot bo
thus integrated between all limits, or of which the general
integral cannot be found. The first part, however, of the
science of integration, is contined to the investigation of
general integrals.  Our objeet is. therefore, to find the form
of the function F, which represents tho result of the inte-
gration of the function f. 1t is not necessary for this pur-
pose to find Fa — Fb, but, simply, F2, from which Fa—Fb
may be found by substituting @ and & successively for 2, and
subtracting. In the following chapter, therefore, F.c alono is
required.

CoroLrLARY. It follows that the formula of Art 34 may
be written

Sydu +.Sudy =uy, or fydu=muy —Judy.

41. Differentiation of Integrals.
From (a) and (8), Art. 37, it fullows that

d /= ol )
17}‘/1: Srdz= fx =‘/‘Ef.c(1.t; or, writiug a for x,
d p
Eﬁ ‘Sada = fa; or, by corollary (Art. 20),
d o
Esﬁ Szdz= fa. Also,

d pa d b
l—[b-/b f-tdz::—;ﬁ;/a f::z/z::—fll.

From the first of these equations, it appears that the
differentiation of an integral may be performed under the
sign of integration.

n
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SECTION 1V.
FUNDAMENTAL INTEGRALS.
42. To integrate a’ dv where a is a positive finite quantity.

By Art. 15, putting 2, = b, + &, 2, =5, + 2z, &c,
a,=b +niw, by=0 +(n+1)da,

",

‘A ‘a'dzx
]
= limit of (a%1+3% 4 ahi+ 20z 4 ab+ 12y 8 p
= limit of a”l‘“"(l + a4 a¥ 4 a""")«!.‘c

PRET IR EN |

a'*t — 1

== limit of gt +¥% Iy

.. do b 43
= limit of ——— abtde b ATy (1)
a*% — l(

Now the quadrature of which the limit is here to be taken
is finite, wince all the quantities are finite. By Art. 22, the
integral of such a function as a* has a value between those of
the two quadratures, from which it may be obtained. But
the quadratures cvidently may here be finite quantities with
the same sign. Therefore, the integral between them is not
zero, nor infinite.

It follows that in (1) the limit of

3z *
al.v:
function of a. Call it A. Then taking the limit of (1)

is some exact

)
A 'a da = A (a¥ —al). Also, fa'dssAa‘.
)

If A be such a function of a that A ==1 when a has some
\'llue €, f" d# =
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Also, fa*d= s LY Py i

1
S 5 g, 0.9

1 a*
. a.z
- i———-—-—og‘ p l‘ogt = log. pe N

43. To integrats %f. Lot @ = ¢, and when y=¢, ¢, c,,
let z = b, b,, ,, respectively. Then

g—bm=e—¢,
butz-—b=./b'xdx, and c'-e*n/c".'d.'/.
.

by Art. 36, and the last article respectively. Hence by
Art. 37,

.. . dx
dz =¢dy; ..7__(1’1/.
Therefore, by Art. 38,

) ve
ﬂ L cdy:c,—qalog,b,—log.b,.

: X €3

since if t =¢’, y=1log . The indcfinite integral is

‘/'gﬁ_logz

d4. To integrate a#, where a is a finite constant and x
variable.

Let y =+, or log,y =(a + 1)log, z, a having any

real value except — 1; when y=c, orc, ore, let e=d, or
8,, or b,, respectively. Then

log, y — log, ¢ = (a + 1)(leg, x — log, &).

By the last article, log, y — log, ¢ = / y ‘_;l,

. d
and (g + 1) (log z-—logj):(a«}-l;/f;e

~ 0
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dy dz
Then by Art. 87, —!-/—=(a + l)-;f,

dz 1
. . —_ e e Y
.dy_(a+l)w‘z° ; ..a+1dy=dz¢'

1 €
+1.[-‘ dy =

+1
(c‘“—c“') Also,f:c"dz— il

b’
Hence‘/; a‘.dz:a l(c,—c.")

45. Joun BernourLLr's series. By repeated integration
by parts, and Arts. 37 and 44, we have,

/ xd;—x:-/ z(I—)Eda

2t dX /‘r.z’d’x
o

=Xr—gis T dF

ar

x 22dX 2 d*X /':r 2t d°X
= U—",z'dx +‘,3.3 dz= ~ Jo z

23 dz

= &ec.
x a*dX at d*x e d*X
=Xe—cztimuz xS, Q84 ndz*

On the second side of this equation all the quantities are
taken between the required limits z and 0; since cach is zero
' . .. . dx d'X
for the latter limit; X, i dd - .. being supposed to be
always finite.

1f the last term of this series become zero when n is
sufficiently increased, we have

z x*dX x d*X . .
ﬁ Xd::x.c—-k—a—; + 2_2—.-57.7—'"“ infinitum.
By Art. 29,

a dx

nf(h)z/ Sedaz. P“‘g ST dr = fa.
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Hence, a criterion that the last series may bo continued
ad infinitam, is, that f(82) become zero when n is suffi-

. x d*X
ciently large, or that then T i T:on for all values
of x botween the limits # and 0.

46. e is the base of the Napierian logarithms. DBy Art. 42,
SE€da =€ i (1)
S e = [ A (=) =— € ... (2)

Therefore, in Bernouilli's series (Axt. 40), if
- dX - d?'X

==€ e SEER 3 ad U
x ’ (l.t » d.r‘* € )y l{h.
Hence the series becomes
E S z* x' ) -
Casmfer Da Z ) e
./«: TEEt Ity

For all velues of & in this series the criterion of Art. 45
is satisfied, so that the series may boe continued ad infinitum.
‘The first side of the equation by (2) is equal to — ¢=* taken
between limits 0 and », or = — (¢~* —1

==l 4T 4 % .
(e ])*l3+2+2~3+"'}'r

Dividing by ¢, and transferring one term to the second

side of the equation
1

2 z
€'==l+$+-§-+§——3'+..
In this equation put z=1. Then
1 1
e=l4lbd+ograaat
Therefore, ¢ is the base of the Napieriau logarithms.
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47. To intagrate sin zda. A b sin 232 = limit of

. 1

{sin(d, 4+ 32) +sindd, +232) + ... +8in (3, + n + 1.32)} da,
where b, = b, + (n + 1)3=.

By a known trigonometrical formula,

co8 (A — B) — cos (A + B) = 2sin Asin B.

Therefore, putting B = } 3=
2sin (b, + d2)sin § o = cos (b, + § 82) — cos (b, + § 32)
2sin(d, +232) sin§dz = (cos b, + 382) — (cos b, + 332)

“Adding these equations,

28in } 3z {sin (b, + 32) + sin (b, + 2z) + ...
+s8in(h +n+132)}

=cos(h, +}3z) — cos(b, + n + § 32)
=cos (b, + § dx) —cos (b, + }3);
b, .
.ﬂ sin zd@ = limit of
1}

cos(b, + 332) — cos(b, +} 32)
sin } 3w

}ia.

Assuming the demonstration given in the mbo?unt 86c-
tion on Rectification of Curves, that the limit of § o <~
sin { do =1 when ¢4 has tho limit 0, we have,

/‘b'oinada-mb‘—eab,. Aho,fdncdn-—uu.
J b,
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8,
48. To integrate cosada. /’ *cos 2dw = limit of
o/ 0y

{cos (b, + 32) + cos (b, + 232) + ... cos (b, +n + 132)} 2w,
where b, =10, + (n + 1) d2.
By the trigonometrical formula

sin (A + B) —sin (A 4 B) = 2cos A siuB;
wo have, putting B = } iz,

2cos (b, + $x) sin } o = sin (b, + 3 Sa) — sin (b + § 32)
Qcos (b, + 23z)sin§d@ = sin (b, + 332) — sin (b + 3 32)

< 2sin} da fcos (b + 32) + cos (b, 4+ 23x) +
cos (b, + 33z) + ... +cos (b, +n + 182)}

= —sin (b + } $x) + sin (b, + 4 d2),

U . ..
/ cos #dz = hmit of
. l’l .

sin (b, + §dx) — sin (b, + }ix)
sin }dx

- d3x =sinby, —sind,

putting limit of 3z +—sin } 3z =1, as in the last article,
Also, ‘/‘cos rdx = sip z.

This integral may be obtained immediately from the pro-
ceding article, for

foos:dzr--—tfsin (; -w) d(g-—») =

(by the last article) eoe(—} —c) = sin &.
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. gin 2dz cos zdx .
49. To integrate 5 ——. Since '
s*z sin‘z
Ssinzdz = — cosx, ..dcosz = — sinzdz,
s sinada *d cos z_
/ - .—_-/ —— by Art. 44,
. cos‘x cos’
. ‘cos xdx 1
50, Similarly, Sl e —,
sin‘z sin @

b1. To inteqrate (1 + tan’ x) da.

sin*rdua sinxd cosx
S —_——=—ydu,
cos*x :

tan rdr =

. . dcosz
if y=sinzand du = —;
cus® &

1
*. by the last article u =— o also dy = cosxdx

Now, by Art. 40../‘3/(1u =yu -—./'ud{/.

- sin & “cos xdx
. tan® rdx = —_—
.

= tanzx — 2.
CO8 & . cos

'rllextf()re,‘f(l + tc.m”.r) de=2z + ftan*zdzr = tanz

b2. Similarly, /(1 + cotan®z)dz will be found to be
- cotan z,

or /(1 + cotan*x)dz =

_‘/‘{] + mn‘(g-—w)}d (-g——:) =—-un(§-:)

(as has been just proved) =— cotan .
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83. To integrate a"?a" 1f a be not zero,

1 __l 1 1 )
w’-—a"—‘la(z—a z+al

. dz ~ da 1 * da
“./:;"—a” za/w-—a 2a./:v+a

Now, dx = d (z — a),

s dx
' /w—& / = log, (# — a) (Art. 43),
v dx 1
: ~/-"’ — = g, tlog, (2 —a) —log, (@ + a)}

1 Jog £—°
T Qa 87 + a
If x be less than a, the logarithmn just found is the loga-
rithm of a negative quantity; and is, therefore, impossible.
In order to express the integral in a possible form in this
case, put

de __ prdz 1 [ rds ds -
j;‘—a“_ @ — 2 2al/a-—-z+/:t+af

a—z
= {"l%’(“—ﬂ') +logla+ o)t = Ta log s
54. 1o integrate --~‘-,f Y
( + av)b
zdz
Let dy_(1x+( "_ta’)“ PN creeenes ¢))
Now -(;;'1"—2;)—; = ,:,f(z’ * a'j-id (& + a%)

=(F+a) (Art.dd), . y=z+(Lxa).
c 3



84 INTRGBAL CALOULUS.

Also from (1),
z \ tN . j‘_jﬁ= d= .
Yoy CEES Y e

d
Rencs, [ ooy = logy = log, {e+ (' £ 69}

A .
k — : where, in order that the
EJTA

denominator may be possible. @' is greater than 27, if 2® be

55. To integrate

. . L1
affected by the negative sign. TIn Art. 54, write ;for a,

! for o, and, therefore, — ~]»; .dzx for da.
2 Z
Then / ‘-:—ﬁ-:—wd:« = —a / '~—-——(£r——~~
J et £ ap J @+ 2y .
_ i e a + (a* + 2°)
=10g. {.1: V(e R aty }= log‘ e
. i_..,.f!f,_____ = —l- 1o --—~—-—gf
J o+ atf a a+(a?x2Yy

(since the logarithm of any quantity == — the logarithm of
its reciprocal),

11 z +]lo a
=; oga-{-(a':tz')' a gl'

. . 1 .
of which expression the last term ;llog.a may be omitted,

as it dizappears when the integral is taken between limits.

58. To integrate -(——‘-—i:;—)—.-: where a > 2.
@ —x

Lot de=cosydy. Then (Art. 4R),

s=siny, (1 —2'\ = cosy,



FUNDAMEXTAYL, INTEGRALS, 3

/‘ ~ = [ ydy _ y=sin"1z. Hence,
-— ) cos y

z

a

dz »
/(a’ ) './;(I_E;)‘ "./(‘_;:)'

x = z
sin™! —= o~ —cos7 - = — cos—t 2 if % bo included in
a -~ a a

the value of the integral at its inferior hmzt.
d. a .
57. To integrate - PIE 'f——“ 5 Let p: de=sinydy. The

: . . . [
integral of the first side of this equation is — 2 and of tho

“
second — cos y; .. we may therefore put 5 =08y Henco

2} — gt 2 d y sin
(-————-———)- = sin y, and / == ‘..‘L'.. y
z (.z'—-a) J oo xismy
1 v 1 a 1 _
—/‘,'/=’-=—COS"-=~I~'(~(‘, -
a/ a @ x a
dx

R, i
) Yomm/mrr(, x__f)

S S = T

a—z -
= 005! ——— (Art. H0) = versin~! -,
a a

d g
59, To inteyrate ——;L{—; . Let - tan v,
- a4+ & a -
dz=a(l + an’y)dy (Art. 51),
X /' dx = ra(l +1an’ y)dy /
S et + 2 Ja(l+m1:y) a 4

= }.m‘-lf.
a

a
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Collecting the results of this Chapter, we have the fol-
lowing

TABLE OF FUNDAMENTAL INTEGRALS.

a* ARTicLy
fa’dz ool T N 42
log, a
an+l
/'w" dae =
n+1
/-——- =log, % ciierriiirannns B U 11

except = — 1 when, i 44

/sina:.d:v:-—cos:c .................................... 47
Q.
fcos:n.dx:sin:c ............................ cerrreane . 48
[Ei’];idz = e, 40
J ocoste cos x
e 1
/J-“‘-;fdx=_.__ ...................................... . 50
J osin'x sinx
/(1 +tan® ) dr AR e, 51
L ¥
/ (1 + cotan? x) dr = — cotan x ..oovieninniins Creeees 52
dx 1 X —a
t/‘;:i‘:;x’ T va log. T 4 a (r>a)
1 1 -
= ;2-7'- og, ‘-;—_-;; (.t < ll) ..................... 53
dx
/'m ‘Og‘ {-t + (‘g +a )‘} .................. e B4
dr | 1 z 55
/‘m_a og' m esessreny eevvsrgee

T xz
/‘-——-——1—- BID™! =, OF = €087 ~ireririeierinniseans BB
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dz 1 a 1 @
/———.,——-——,—- =-c08™" — = -8007" ~ ...eiiiiiiinnn, 87
J 2 —a'P  a x  a a

dz Y | -
f—-——-—-———-f- = versin™ 7 oo, 88
(2ax — ) @

da 1 z
a + & a o

60. The foregoing integrals are all found in terms of loga-
rithmie, exponential, and circular functions. Tables may bo
obtained which contain numerical values of these functions
computed to any required degree of accuracy. Therefore the
values of these integruls may be completely determined.
Siruilarly, other integrals which can be reduced to any of the
forms in tho preceding list, may be completely determined.

61. The operations of integration consist chiefly in reducing
integm]s to these fundamental forms.  In many cases, how-
ever, this reduction cannot be effected by known methods.
Where it is impracticable, resort is had to methods of exproess-
ing integrals in terms of convergent algebraical series, or in
terms of elliptic and other functions not contained in the
preceding list, but which have been partially tabulated.

62. For the present, however, attention will bo confined to
those integrals which can be reduced to the forms investigated
above. The wmethods of effecting this reduction may be
classified as follows :

1. Integration by Algebraical Transformation.
2. Integrtion by Parts,

8. Tutegration by Formulm of Reduction.

4. Integration by Rational Fractions.

5. Integration by Rationalization.

Of each of these five methods a brief account will be
given in the following sections.
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SECTION V.
--.-KGRATION BY ALGEBRAICAI, TRANSFORMATION.

08. Tme method, of which instances oecurred in Arts. 54,
56, &c., consists in finding for the exprossions to be inte-
grated algebraical equivalents which are of the forms of one
of the fundamental integraly, or are the sum of quantities
having any of those forms. The requisite transformation
is effected by substitutions and other processes, for which
no general rule can be given. It is only by continual
practice and experienco of the effect of various transforma-
tions that facility in the successful application of this method
of integration can be attained. One or two examples are
appended, but for an adequate kunowledge of the subject, the
student must be referred to larger collections of examples of
the Integrul Calculus.

04. Every polynomial of the form (a + b2 4+ c2* +...)* d,
may be integrated in finite terms when # is o positive integer,
and the number of constants a, &, ¢, &, finite.  For the poly~
nomial may be raised to the power »; the result is the sum
of a finite number of terms involving only integral powers
of x, and each term rwny be integrated separately.

635, For example (¢ + b2) dz = f(@ + 2aba+ $¥2%)dx
& 2 )
=a'r 4 Qab 3 + b T
G0. If the function to be integrated can be expressed
as the product of two quantities, F.r, and dF z, or more gene-
rally (Fx)®, and dFz, it may be always integrated. For if
Fa bo put = y, the expression takes the form y*dy, of which

. Ak
tho integral (Art. 44) is et

67, For example, /(6 + 42 + ¢") (6 + 2 ) dx becomes,
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6. Agein, f og. oy 5= (g, 5 d(log 2

(log, s+
A

dz J(l"') d (™)
w [ ==mevn- T+
=__/‘d(l+¢ —-log(l+e"‘).

70. All the preceding formulw for integrals of functions of
z may be extended to like functions of o + b, by putting

a4+ dbx=X, .. bdw_dx.nnddxagdx.

In this manner it will be found that

be g aat s
a+bx P
f‘ 'ablogla

 da 1
/mdr_zlog.(a-}-br)

1 (a4 bzt

/(a+b.r)‘d.t e

except n = — 1
>, 1

/ sin(e 4+ b)) de = — j o (¢ + bx)

[ ¥

‘/‘cos (6 +bxyde = ,l sin (@ + bz)

/’{H.un (a+bz2)! um (@ + ba)

f{l + cotnn'(a +baj}de = — j coum (a+4b2).

1. A nn_nlnt extgmuon of formule for functions of
q’iz’, to like functions of g + b+ + c2*, where g, b, and
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¢ aro positive or negative, may be effected by the following
transformation:

a B b 2
a+bw+cz‘=0{-&- =t (2;—c + w) }=C(A + ¥

b . .
if ¢ — 4_';,‘ = A, where A may be positive or pegative, and
c

;—c-l-n-_—y, sodr=dy.

Hence it will be found that

dz _L dy
J:l+bz+cx“’—c,/y“+li

1« y—(—Ap
= (AR (S AY

(A negative)

Art. 538,

11 v .
— s ~- 7 < Y r
= vt AT (A positive), Art, 59,

v l{.l' _ l » '1!/
Sarve i~ o)y 7
= %‘ log, {y + (" + A)} (c positive,

A positive or negative), Art. 54.

- z___l___c). gin '('::/,T)i (A and ¢ negative),
Art b6,

(impossible if A be positive and ¢ negative).
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SECTION VL

INTEGRATION BY PARTS.

72. A ronsura has been given. in Art. 40, of which very
extensive use is made in iutegration, and of which applica-
tions have been already given in Art. 45 and 51. This for-
mulu, called the furmu{a of integration by parts, is

/'udv = nr -_/ rdu.

Any differential function of one independent variable may
be put in tho form ude. If, then, f'vdu can be found, fudv
can also be determined by the preceding formula.

73, To integrate x log, xdz. Lot log, o =u, whenco
=du (Art. 43).  Also let 2dx = dv, whenee § 2° = v,

(Art. 40),

o fwlogy ade =fudr =uv — frdu

1 de
_.:;:a’ log.x-—-/ &£ e

rlx

'——"é.z'?log‘.t——{:'.

74. To integrate zdzr. Letvda=dv. Then v =v,
Art. 41, Also,let z=u; dr = du.

f:.‘tlx .-=j'udr = ur -—fvrlu =2 -—j'c’ da

=2 — ",
dz 2 dz
. To integrate /‘(l ———-—- Let dv""(l )
d(1—z%) _ 1
._-(——-—-—)2. co(Art. 44y o= — Also lot u=§ .
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The formula gives

f (1,:-‘:)' a2 /;

1 x da
] l—z‘+2/x—l

l a +1 z—1
=317 B F1

78. To integrate dz (a* — 2*)). Sinco
v —2dx 1 d{a* — .7;')
«./(a”‘-—“;ji =.[" (@ =z p = (a* — &%)}, by Art. 44.

_—xdz
Therefore, d(¢* — 2°) = —

Hence, integrating by parts,

/:1:(«:“ AW =2t — 2" + /( 'z
L% I(

’{
*d a? — a2
=l =) 4 / > Z)' _.,/ (lta-' -z.z’t)i‘x

x * dr
— 2 2 T i "
=z(@® — &) + @ sin™ --J g

consequently, transferring to the first side of the equation
the last member of the second side, we have

1 1 x
P W= - oz(a — a3 + - adsin o
./‘dw(a T = ”.r\a a7 +2a sin™' -

77. To integrate xcosxde. Putting_fcos dx =sin =,
we have f#cos xdx = asinz — fsinzdzx

= xsinx + cosa.
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%78. To integrats ¢’ cos zdx. Performing the operation of
integration by parts twice,

Seoosxdzr = ¢ cosx +Sesinzds
=€ 0080 + ¢ sinw —fe" cos xdx.

Transposing and dividing both sides of the resulting equa-
tion by 2,

JeEcosedy =} e (cosx 4 sinz).
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SECTION VIL

FORMULE OF REDUQTION.

79. By Formulse of Reduction, integrals involving powers
of functions are expressed by integrals involving higher or
lower powers of the same functions. These formul® are
obtained by the principles of integration by parts and alge-
braical transformation.

80. For instance, the integral of x™cos 2 may be made to
dopend on a function of 2z™'; the latter, similarly, on a
function of ™7, and so on coutinually. If m be a positive
integer, and the process be continued a sufficient number of
times, the last integral iy that of cos or sinx, which have
been found in Art. 47 and 18,

Integrating by parts,

Jacosw = asing —m_fa'sinzdz
= z"sinz + mz" " cosx — m.m—1. fr~—rcos zdzx
=& 8inT + mx"cosxr —m.m— 12" 2sing —
m.m—1.m—22™cosx + &e.

the positive and negative signs succeeding in pairs.
For instauce, let m =4

.fz‘ cos@de = r'siny — Lf.r‘sinxd:a
= a'sinz + 4. cosx — :.%.@f.r’cos:dx
=a'siny + 4.2'co82 = ). 4 2sinx +8.4.'2fzsin.td.u
= 2'sine + $2'cosx — J. 4.2 sinz -
3.4.2.xcosx2 4+ 3.4.2.1sina,

81. The preceding iuntegral is an instance of a general
formula which is an extension of John Bernouilli's series.
By the same method as that by which Bernouilli's series was
obtained (Art. 45), we bave, if P and Q be functions of z,
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and Q’, Q”, Q” ... successive differential coefficients of Q
with respect to #, and

P, =fPdz, P, =P da, P,= [P, dx, ke
fPQd" = QP, —fQ'P| dz
= QP, — QP, + fQ"P,dx = &e.
=Qr,—QP,+ Q'P,—Q"P, + Q"Py— ... ¥ JQ"P,dz.
82. To integrate z* €, n being a positive integer. Here
Q=2 Q=m1nz"", Q" =n.n~—1.2"7,
Q"=n.n—1.n—2.2 &,
QV'=n.a—=1..2.1, P=¢, P, =¢, P, =¢, &
Therefore,
fa:"e'd.r =r¢ —n e+ n.n—1. .27 - ...
Fu.n—1..2.1 .‘/.G’ll.r

=€t —nr Mt n.n—1.27— ...
Fa.n—1..2.1)
The formula of the last article but one is inapplicable,
except where the successive integruls P, P, P_ ... are simple

quantities, and Q'*’ such tlmt./ QP dz may bo found. This
will not generally be the case for functions involving frac-
tional indices. Such functions may. however, be frequently
reduced by combining integration by parts with algebraical
transformation, as in the following example :—

83. To integrate (a* — .t")n: dz, n being an odd integer.
In the formula for integration by parts

fwlo = uv —fvdu, let (a® — x’)’i = u.
Then — nz(a® — a,");"' der=du; do =dx.

S@=aYida=(at ~p 245 f(a' =) Sda... (1)
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Now,
(@=) ™ Pme (@ =) (@ =) " 4 a (@)
Integrating this equation, n _f(a?— .'c):' dz =
nat f(at — w"):‘" dz—nf(a— z’)}" 2’dz ... (2)

Adding (1) and (2), and dividing both sides of the re-
sulting equation by s + 1,

f(at_ w!). d.t--

(a'= )7 +

na ,_.35-—..
n+l./(a )3 da.

By this formula of reduction, tho integral is made to
depend u]umately on f(a* = z*)~Vdr, which has been found

in Art.
)

84. To intograte ——: Tz ,). In the formula of integration

S ude =uv — frdy, p:t v=a, u =(;"_iLa_ﬁ"
Rpaxdz
cdy = — '(;,,W) + Then
&' dz

/w:ta*)* eyt f(w’:ta')"'

— & ol —-— 2 —— ' .
=@zayt gp./‘(z":ta‘)' ¥ “’"./E.- * atpri
Whence, transposing, putting p + 1 =1,

Vs

+1 ) n—-3 1 ds
Tan—2 a(s' & a*)* ! x in—2 ?./‘(z‘ta’)""
Except when n = 1.
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When x is a positive integer, this formula of reduction ro-
. . > d
duces the iutegral ultimately to / ;r—"'-}-f”a" = tan™! f {when

a? has the positive sign). When a® has the negatno sign.
1 r—a

the ultimate integral is / Q—;—l T e

*(A+Ba)dr P22 4 2)dx
(@ + 2z + o= 2 (5 + 2 + or

dz
F bz + ¢ e

85, To integrate

+(A—BM/(#

(Art. 44, except when n = 1),
- B
2(n—1)(z*+ 0ax +c)"""

dz
(A- Bb)./‘{u: + 0f 4 (e =00} =

+

— B
Tm—1) (2 + bz + )1
A —DBd z+ 4
=2 G GFO F =T T

AIn—3 1 da
u—2 c—bF (A —1h) f{(z-’-b)‘ f—c-b'}"“

by the last article, putting x + & for 2, and ¢ — 4 for a’. All
the constants may be positive or negative.

When n =1, we have from the first cquation of this
article and Arts. 43 and 59,
» (A +Bnidr _
4 2le ¢

A — Bb z+b

-1
T o

%log, (&" + 2bz + ¢)
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SECTION VIIL
RATIONAL FRACTIONS.

80. A rational integral function of z is the gum of a finite
number of terms which involve only positive integral powers
of z, and these as factors.

R7. A fraction rational with respect to x is a fraction of
which the numerator and denominator are rational integral
functions of z.

88, The partial fractions of a given rational fraction are
thoso rational fractions with different denominators of which
the sum is equal to the given fraction.

RO. If the numerator of a rational fraction, cleared of
negative indices of x, be of higher dimensions in z than the
denominator (ie. contain higher powers of & than the de-
nominator), the fraction may be reduced to a rationsl integral
function, + a rational integrul fraction of lower dimensions
in the numerator than in the denominator.

Forif a mtional function of &, axr+i 4 brr+te-t 4 | be
actually divided by another such function of lower dimensions
inx, Azv + Bzt + CaP~? 4 ... (p and ¢ being positive
integers), it will be found that the quotient consists of terms
with descending positive iutegral powers of 2, commencing
with the index ¢, and ending wit‘x the index 0: and the
remainder, after division, has terms with only positive inte-
gral powers of x, commencing with the index p — 1, and
onding with the index 0.  So that

aoPty - barte=l p ocapte-3 4 |

Axr + Bgr1 4 Cxr? 4 ...

-»
axrb=l o bar? 4 ..

B, a4+ ., '
Aw+ B Foet Azt 4+ Bari 4 .

where the coefficients A, B, ...a, 4 ... are to be determined
in the course of the provess of division.
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90, The rational function A, 2% + B, 241 4 ... is imme-
diately integrable by Art. 44, So that for the complete
integration of a rationul fraction, all that is required 1s to
jutegrate a rational fraction of which the numerator is of
lower dimensions than the denominator.

01. If in any rational integral function of x, &* be as-
sumed to have the value bx + ¢, the function becomes linear
(i.e. of one dimension in z). For £'=2' 2= (bz + )2
by the hypothesis; = 42* + cx, which again, by the hy
pothesis, is equal to b (bz + ¢) + cx, which is linear.

So, likewise, may 2%, 2*, &c., be reduced to a linear form.
So that any rational function of .« takes the linear form

az + 2,

when bz + ¢ is substituted continually for 27 « and 3 being
quantities not affected by \/ —1.

92. If the preceding az + £=10 (1), then =0 and B=0.
For the original assumption z* = hao + ¢, gives 2z =
$ {0+ (b + Acp} and o=} { — (b* + dc)}}.  Thereforo
e?unx.ion (1) is required to be true for wro different values
of z (except when 4¢ =— #*); call them 2,2, Then

az, +B=0
az, + B=0.
Subtracting, a (2, —2,) =0, .. a=0, since 2, — z, is

not zero.
Substituting a =0 in cither of the equations last written,
we get S = 0.

93. To show that real quantities, A and B, independent of z,
may be found such that
(X Ar+ B
(z”—b:—-c)"kzz(:‘-—bz—-c)‘*—x' """ ()
where ¢z and ¢z arc rational integral functions, and do
not contain x? — b — ¢ as a factor, xz a ratiunal fraction,
and r & positive integer.
Px—(Az + B’)\(u:=
(& —bz—c)ys
Now, by a principle proved in the theory of equations, any

XL eirneriarareceninanens (1)
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rational integral function of # containg &’ — bz —c a8 a
factor if the function = 0 when &* — ba — ¢ = 0.

The numerator on the first side of (2)is a rational integral
function of #  If. therefore, real quantities A and B can
be determined, so that this numerator =0 when #*— by —
¢=0; then the numertor is divisible once. at least, by
o —bx —c.

The quotient will be a real rational integral function ¢, 2.
Then (2) becomes

(a%d -
(&' = bz —c)'ya
or xx is a rational fraction.

It ouly remains to he shown that A and B are real quan-

tities, when determined by the condition supposed, namely,
that

b —(Axr+B)yx=0..4), wvhena*—=br—c=10.

It has been shown by the last article but one, that when
& —bx—c=0,o0r ' =bx + ¢, ¢z is reduced to the linear
form ax + B, and $x to a similar linear form a’z + £,
where a, B, a’, £, arc real quantities; therefore, (4) takes
the form

ar+ 8 —(Ax 4+ B)(dz +£)=0,
or, multiplying the quantities in parentheses, and putting
' =ba + ¢,
ax+B—Aa’(br+c)+ ASr+ Ba'w 4 £)=0.
By the last article the coefficient of x in this equation is
zero, and the quantity independent of x is zero, or
a—A(a'd—F)+ Ba' =¢(,
B— Aa'c 4+ B =0,
(Fixcept, as before, when — dc =148 when (&' — bz — )
= (& — ‘b)‘“: see next article but one.)
It is clear that the values of A and B found from these
uations are real quantitics, independent of x.
From (1) and (8),
(- _ _Az+B
(#—br—c)fyr (' —bz—c)
.«
(F =B —cymgm e (=.)

X v v (8)

+
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94. Supposing the last fraction in this equation in it:
lowest terms in #* — bz — ¢, we have, similarly,
¢z — A!f_”__'*‘ B,
(&2 =bx—c)"! \pz—‘ (o=t —c)?

¢, £
P L

-+

and so on. Therefore, generally.

4).t _ Ar 4+ B )
(i —bx —c)ye (& —ba —c)
A :}~ B, + Az + B, duw

‘Zibx—c ' Yt
where ®z is a rational integral function of .

93, Lo shew that a real quantity, €, independent of a
may be found such that

P _ :
(z—a)yVvae  (z—a)

where ?z and ¥ are rational integral functions of &, xa «
L

A XL eeirreneennenenns (1)

rational fraction, # a positive integer, $a not zero, and Y«
net zero.
¢pr — Cyx

S TR e T e (4
(@ —a) ¥ X )

Let ¢ = 3:-; (which is finite by hypothesis).

. “ .
Then ¢pxr — ? ¥, the numerator of the fraction on the
73
first side of (2), 14 zero whon & — a i3 zero; aud, therefore,
is divisible by & — a, ouce ut least.
Then (2) becomes

b _
e
From this equation and (1),

¢z _ C ¢ = '
Ge—arvzs (r=ayr P ave (8)

L2
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06. If the last fraction in (8) be in its lowest terms with
respect to z — a, the numerator does not contain z — a, and
®1a is not zero. We, therefore, proceed as befors, and put

¢1@' _ C, " ¢,2.'
(@—a)y"'yz  (z—a)y ' (z—a)vaz’
and so on. Therefore, ultimately,
Pz _ C C, _?f
(w—a)'*z—(w_ a) + (z—a)"' + e + \Pz'

97. In the formulw: marked («) and (B) in the last article
and the preceding, respectively, the numerators ¢ 2, 9,2, ¢,2,
&c., have been supposed not to contain the simple or quadratic
factor expressed 1 the denominators.  If, however, either of
these numerators happen to contain any number of times
a factor of its denominator, reduce the rational fraction by
division by the factor that number of times, and proceed to
reduce the resulting fraction into its partial fractions.

OR. If the quantities U, U, ... represent quadratic, and V,
V... simple factors, we have, by the last two articles, con-
tinually reducing the rational fractions into partial fractions,

$r

UM UM oo V™ V"

Ar+B  Az+ B Aza, 4+ Ba,
=3 - v o —
l;In‘ U‘n,—l Ul
Az+ B Alr+ B/ _ +A:_"J"’ + B'x,

U U.": -1 u, '
+ &e.
£ L+ 9?
v v‘-,— i v,
C’ \ C'm,
Vo v toeet oy
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00. In resolving rational fractions into partial {ractions,
the greatest difficulty occurs in those cases in which there aro
quadratic denowinators of the partial fractions, and their
numerators aro thercfore linear in & Where, however, the

ial fractions have only simple denominators, there aro
no (A)s and (B)s, and the numerators (C) are easily found
by either of the following methods.

{1.) Clear the equation of the last article of fractions, by
multiplying by the deunominator of the first side. As the
denominator is supposed to contain no quadratic factors, it is
equal to V™. V," ..., and thorefore is of m, + my, + ...
dimensions in z. Therefore, when the equation is cleared
of fractions by multiplication by this denominator, thero are
terms in tho second side of the resulting equation of (m, + m,
+ ...)—1 dimensions in z. The new equation contains,
therefore, (m, + m, + ...) different powers of z, and (equating
coefficients of those powers) there are therefore m, 4+ m, +...
equations to find the m, + m, + ... quantities (c).

1 1
AR AR A | —(\z— Iy (z+1)
into partial fractions. Assume
1 ¢ c, ¢

(z—l)“(.t+l)=x—l+(.z—l)"+.z-:l‘

Exaurrr.—To resolve 3

Clearing the equation of fractions
I=C@ =1+ C e+ 1)+ C ("~ 22+ 1) .. (a)
Equating coefficients of 2%, 0 = € 4 C,
" " of &, 0 = ¢, — 2"31
” " of 1 =—=CH+C, +C,

Adding these equations, we have 1 =2C,, .. C, =}.
Bubstituting this in the second of theso equations, we have
€, = }, aud therefore, from the first equation, € = — {.

. dr _ 1 dzx +} dz ¢
"./;’—f—x+l__2f:—1 9 ) (g =1)

1 ds 1 1 1 1
Y e e U LGRS Py ST TR



54 INTEGRAL CALOULUS.

(2.) The numerators of the simple partial fractions may
be found by another method, which is frequently more con-
venient than that of equating cocfficients. In the equation
cleared of fractions, give x successively the values which make
each of the (V)8 zero. Then, in each case, all the (C)s
disappear but oue, which is therefore determined.

For instance, in the equation (a), in the last example, put
z=1. Then (a) becomes 1 =, . 20r 4 =¢C,.

Put 2 = — |. Then (a) becomes

l=¢,.%0rc,=}

100. By this method of substitution, it is clear that as
many coeflicients (C) are determined as different simple
factors of the denominator of the fraction to be resolved into
portial fractiony are made zero.  But when this denominator
containg higher powers than the first of any of its factors,
there are more (C)s to be determined than there are different
factors.  For instance, in the example just considered only .
two different factors 2 — 1 and 2 4 1 can be made zero, and
therefore only two out of the three (€3s can be thus found.

To determine the remaining (¢)s, differentiate each side of
the equation equivalent to (a) in the last example; for since
that equation holds for all values of . the differential coeffi-
cients of the two sides of the equation are equal.

In the ucw equation obtained by differentiation, put the
fuctors = 0 guccessively, und so obtain more values of (C)s.
Then, if necessary, differeutiate again, and equate factors to
zero, and so on continually, till all the (¢)s are found.

For instance, in the last example, differentiate (a), then

h=C.22 4+, +C2.(2—1).
Putz = 1. Then
0=C.R+C, ..sineoC =}, C=—1}.
101. We will take, as another instance, a fraction to be
resolved of which the denominator contains the third power

of a factor, and which therefore requires two successive
differentiations.

A+ 1 C C, C, c
E-vesy sttt E=atITs
€
+(:+3\"'
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Clearing this equation of fractions,
228+ 1=C(2—2) (x + 3)* + C,(# —2) (@ + 3y
+C 2+ 3 +e(e—2) (2 +38) +6(z—2) ...... (a)
Puttinga =2, 0 =¢,. 25, .. C = &
19

z=m—3, 19=c (=0), .. ¢= e
v

Now differentiate (a).
dz2=C{2(x —2) (2 +8) + 2 (z—2) (2 + 1)}
+C{(z+3)+2(@—2)(x+3)} + ¢, 2+ 3)
+e{8(z =22+ 3) + (2 —2)} +¢,3{z =2 ... (b)

22

Puttingz=2,R=c, 25 4 ¢,.10, €, =77 since ¢, = Q‘%

3

. o7

ame—, = 2=l =)' de 30 = r{~h)'— .Bi
. m IR o) ]
smwc,z—-?,—_., l=—-{;~' _:;.._[~ __gr.

Differentinte (b), retaining only torms which do not canish
when 2 =12; then

4=C2. 24+ 9'+C {Riz+ N+ 2o+ 3} +0,.2,

« being supposed = 2. Consequently,

. 3
1=C. 2.5+ G d4h 426 C=— g
-_21'2-{’1 i 3 . 22 + 9
@=2 U+ 3P e~ Bia—2P " 2U(z—2)
4 19

* 5+ 3) (x4 ap
as may be verified.

108. Where the denominator of the fraction to be resolved
contains quadratic factors {and especially where each such
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factor is trinomial (= 2® — bz —¢), the difficulty of resolving
the proposed fraction is considerably increased. The student
will probably be inclined to think that considerable labour is
save&) by the following method, if he will compare the amount
of work which it requires for a difficult example with the
amount required for the same example by other methods
which have been proposed. :

Assume the proposed fraction to equal a series of partial
fractions, as in Art. 96. Clear this equation of fractions, and
80 obtain an equation corresponding to(a) iv the last examples.
In this equation make each quadratic factor 2° — bz — ¢ =0
(i.e., substitute br 4 ¢ for 2°). Then the equation may
be reduced to the linear form ax + 8= 0 (Art. 91), and
a=0, =0 (Art. 92). From these two equations the A
and B corresponding to the factor 2° — bx — ¢ may be found.

This method will give as many different (A)s and (B)s
as there are different quadratic factors, successively made
7ero.

If there be more (A)s and (B)s (i.e., if any quadratic factor
appear in (a) of higher power than the first), ditferentiate (a),
and in this derived equution make all the quadratic factors
zero successively, then, if necessary, differentiate agnin, and
in the second derived equation make the factors agnin zero,
and so on continually, till all the (A)s and (B)s are found.
The (C)s, if any, corresponding to simple factors, may be de-
termined from (a), and the derived equations by the method
already explained.

Let us take, first, an instance of the simplest case, that of
quadratic factor, which wants its second term, and is therefore
binomial.

R Ldx
108. To integrate Wm )
L A .:
Assume =Az+3 ‘ G

(g—=1P@E+1)" 2+1 z—l+(z—-l)"

LE=(Az+B)e—1+C(B+1)xz—~1)
- (e + 1) ... (a)

First, to determine the (C)s by the method of Art. 98, let
z=1, .. 1=¢C, .2 0rC ={.
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Differentiating (a), and for brevity retaining only terms
which do not vanish when x = 1, we have then

827=C(a* + 1) + ¢, 2x,
where # = 1.  Consequently 3 = € . ® + €, . 2, or

3
C=§-—Cl=l.

Secondly, to find A and B by the method of the last article.
Make the quadratic factor zero in (a); i.e. put — 1 for a°
continually; () becomes (expanding (r — 1)* aud putting

P=z.2f'=—1)
—z=(Ar+B)(—1—22+1)
= 2A —¢Bz (putting — 2 AL = 24),
S 0=2A - B —1)a,

which is of the linear form required by Art. 9i. By Art. 02
the coeflicient of 2 in this equation, and the quantity inde-

pendent of x arc each zero; .. A=0; 2B —1 =0, or
i

z
=1 PP S
B=). Henc G T )
)] ] + 1 + ] 1
= e e R
Rai41 z -1 2(r—1)
dx I 1 1

o FT -1, 1) e,
"../(:—1)44:‘4-1; g T et log(e—1)— g

Next take a ease in which all the opemtions for resolving
partial fractions are required, and the quadratic factor is tri-
nomial, and raised to a higher power than the first.

) z"+ Jr — 4
(F—z+ 1) (2—1)"
. Az + B A,z+B~, C C,
fracuon-z._._‘ .r—-:—l &ty -1 +(a-—l)‘
4+ 32—2= (Az+B) (£ ~2+1)(x—=1)
+(Az+B)(z—1f+C(F ~24+ 1] (#~1)

4+ C (F—a+ 1) ..(a)

14, To inteqrate Assume tho
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First, to determine the (C)s, Art. 100. Put r=1, ... =C,,
Differentiate, retaining only terms which do not vanish
when r = 1,

x+3=C@—z+1)*+C 2. Re-1)(@"—z+1),
where z=1, .. h=C+42C, .. C=1.
Secondly, to find the (A) and (B)s, Art. 102, put 2*=2—1
continually in (a): (@) becomes (x — 1)+ 3x—~R=(A x4+ B))
(x—l—=2r+1)=(A)x+B)(—2)=—A (x—1)— Bz,

or =3+ A, —x(A, + B, +4), whence Art. 92, 3 4+ A, =0,
or Ay=—3. Also A+ B +4=0, .. Bj=—1.

Now differentinte (a), retaining (for brevity) only terms
which do not vanish when «* — x4+ 1 =1,

24+ B=(Ar+B)Rr—1)(z—1)+ A, (x—1)*
(A4 B)2(r —1),

when a?=a — 1. Making this substitution continually,
to bring the equation to a linear form, we have, siuce
(e — 1)y =—u

doe+d={2U(xr=1) — Az +BRe~—~1j}(~1)
— N x4+ (z—=1)+ B 2(z—1)
=(AT+ 2Br— A —=DB)(~1)— A r+IB, x—2A, — 2B,
0=—=20—3—(A +2B)(x— 1)+ (2A + B)z
— (A, —2B)r— A, — 2B,
This equation being of the required linear form, make

the coeflicient of x and the quantity independent of x each
=0. Art. 92

0=—24+A—B—A,+2B, .. A=B=I,
0= —34A+2B—~2wW,;—2B,, ..A+2B=—27,
B=—2 A=-—1.
Hence the proposed fraction is equal to

42 2+ 1 1 + 2
-zl (=2l =1 (=1}’
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L) L Y. Ll S .
F—axi= 73 L +glog(z x4+ 1),

Art. R,

(Bz+1)dx -3 b Qr -1

(@—z+ 1) 2 —z+1)+ 3’ — & 4+ 1)

(21

REE |

2

7

vdx
/;:-—l = logr—1)

-1

s Art, 83,

C-:l

’

V3

-&l

=—1 . Art. 44, '
ST
v 4 dr -2 7—hx 2
"‘/d:(x"—-.’t%—l)"(.r—l)*zll(.n"—;;:+l)+.¢:~1
1) tal“‘2£_1+l( »— |
i , s
TaYs V3 g(a:'—.t-#» p
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SECTION 1IX.
RATIONALIZATION.

105. Tar last method of reducing functions of one variable
to integrable forms which we have here to consider, is the
method of Rationalization, which is a system of algebraical
substitution, by which, for an irrational algebraical function,
is found an equivalent which is rational, and therefore
integrable by the preceding section.

" 106. A rational Junction has a rational differential coeffi-
cient. Fvery rational function of ~ may be reduced to the form

a+br e 4 k2

a4 bt 4T
and it is clear the differentiation of this quantity cannot
introduce fractional indices of z. It follows, that if z be
. . dr . . .
any rational function of =, AL rational function of

r=R,; suppose, ... dr=R,.d:, where R, is a rational
function of =.

107, A rational function of a rational function of xisa
rational function of z. Vor if ¢, f, both indicate rational
functions, fx involves ouly integral powers of z, and ¢ ( f=)
involves only integral powers of fx: ... ¢ (fx) involves only
intogral powers of =, or is a rational function.

108. A universal method of rationalization cannot be given,
as many irrational expressions are reduced to rational forms,
by artifices peculiar to the cases in which they are applied.
But the most general principle of rationalization may be
stated as follows :—

Suppose that the expression to be rationalized is a rational
funcuon of an irrational function (I,) of z, and of a rational
function (R,), so that the expression to be rationalized is

f(‘v R.v);
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where f indicates & rational function. Then assume, if

ible, z equal to such a rational function of a, that 1,
mmes equal to a rational function (R.) of 2. Then also,
by Art. 106, dz = R’,dz. Also, by Art. 107, R, =R",,
another rational fonction of z:

o (L, R,)do = f(R,, R",) R ,d5.

But f indicates a rational function. Ience, by the article
last referred to, f(R, R”,)R’,dz is rational in %, or
J (1, R,)dz is reduced to a quantity which is rational,
and therefore integrable by the methods of the preceding
section.
azx + b\W

«) "d.r. whero R, is a
a,x + 1».

109, To rationalize n,(

rational function of = and m, n positive or negative integers.
This is a particular case of tho lust article.

az +b a—az"
—_=I, .. = e e (1 '
ezt h TET T (0

or z is a rational function of z. Then by the lust article,

I -
R,=R":, dz=R,dz, l,u:.( ox + '._) = 3",
a,2 4 b

and so the whole of tho proposed expression is rationalized.

110, To rationalize (a’x 4 V') (a2 + b)' dz, where one of
the three quantities

k. ¥, OF p + ¥ iy & positive or negative integer ... (%.)

In the expression proposed to beo rationalized in the
last article. put R,=(a'2 + )", where i is a positive or
negative iuteger.

Put a,=a’, b, =4. Then tho expression becomes

(a'x + 1/)‘_: (az + I:); dr,
which may be written
(6’2 + LY (az + b) dx,
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where s 4 (== i) is an integer, or (2) is satisfied; and by (1),
aw + b
do + b

Next, let R, = (a'z + V'), and in I, let @, =0, b, = 1.
Theu the expression rationalized becomes

=2"......(8)

. (/@ + V) (az + by~ dz,
which, again, is of the form
(dz + V) (a2 + b) da,

where one of the quantities p or » is an integer, and the
condition (2) is satixtied. In this case (1) in the last article
becomes

»—b

[}

ax +b=2", @=

111, To rationalize a*(az® + b)™ dx
L . 1 D r
Pat xV =12, .- "-I-.x‘i dx =dr, o°=1x1, and the
oxpression proposed to bo rationalized becomes
p ! -
4= :
-l-x" ¢ (ax + b)) dx.

3

This can be rationalized by the last article, whenever

L 1 1 is an integer, and, thereford, —}l an integer;

¢

or - + _‘ -1+ n_' an integer, aud, therefore, L ; ! +2
n

an mteger

The First Criterion of rationalization of

I (axt + b) da,

is, that rl be a positive or negative integer, when

(sinoe &' = x) we have to assume a2 + b == 2* by (4).
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The Second Criterion of rationalization is, that ?..'_;_l +:—?

be & positive or hegative integer, when wo bave to assume
axt + b
= " by (3).
pm ¥ (3

112. The method of Art. 108 may be extended to several
irrational functions 1., 1, 1" .. if it Le possiblo to assume

& such a rational function of 2, that these irrational functions
of z become equivalent to rational functions of =.
For instance, if the irrational function of = be

1 1 1

f(23m) (L) (2Y ke s
a, + bz a, + bz a, + bz

where m, n, &c., are integers.

mapa..

a+b'.z__

o — a5
a +be

Put _aTmwsT
! b= bamnren

-~
2z ’-..‘

L=

1) (& ) 3y

,’ =z‘"-b" ll = f’l.-.‘ 'l — :...cll’
dz i3 rational in 5: and so the whole expression may be
ratiopalized.



84 INTEGRAL CALCULUS,

SECTION X.
INTEGRATION OF FUNCTIONS OF SEVERAL VARIABLES.

113. We have hitherto considered the integration of fune-
tions of only one independent variable. The magnitude of a
quantity may, however, depend upon the magnitudes of several
other quantities, each of which is susceptible of independent
and separnte variation.

For instance, the cubic content of a right cylinder de-
pends on two independeut magnitudes, the altitude and the
arca of the buse.  Fach of these magnitudes may be con-
sidered to varv independently of the other, for we may
conceive the existence of any number whatever of cylindery
with equal bases but different altitudes, and of any number
of cylinders of equal altitudes but different bases.

Again, the content of & rectangular parallelopiped is a fune-
tion of three independent variables the lengths of three of its
edges. The content of an oblique parallelopiped is a function
of five independent variables, namely, the lengths of threc of
its edges, and the inclinations of two of them to the third.
The weight of & solid is n function of two independent
variables, its volume und specilic gravity. The time of
vibration of a perfect pendulum vibrating in vacuo is a
function of three independent variables—ita length, the force
of gravity, and the extent of the cscillation.

114. Derinimiox.  The Quadrature of a finite continuous
function of several independent variables having a limited
range of values, is the sum of a series of different values of
the function, each multiplied by the differences between the
-corrosponding values of all the variables and their next pre-
ceding or succeeding values.

115. The Multiple Inteqral of such a function is the limit
which its quadrature has when the differences of the inde-
pendent sariable approach zero, and their number infinity.

Tboae definitions are extensions of those of Articles 16
and 17.
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116. Let f(z, y. &, »...) be a finite continuous function of
any number (N) of independent variables. Suppose », values
given to z, n, values to y, n, values to 2, &. ‘Then the
total number of different values of the function will be the
total number of different combinations of n, + n, 4+ n, + ...
different things taken N together.

Let Z,z, Y, y, X, x...be the superior and inferior limits
of the several variables. If ¥ be understood to be the
abbreviation of the words ““sum of terms of the form of,"
the quadrature of

Sy, z 0, )= (5, 2 0.)38:.8y. 02,80 ...
where 3z, 8y, 8r, 8w ... indicate differences between succes.
sive values of the variables. Also,

Iimitof 3f(z, 9, &, 00 ...)8: . 3y.82. 8w ...

(when 3+, 3y, 8z, 3w ... approach the limit zero), is equal to
the multiple integml of fi(z, y, x, w ...) between the limits
Z,z, Y, vy, X, x... This multiple integral is written

Z ‘Y Vx
;ﬁ ./y ./x WSz yzoeydzdydrede ...

the sign _/ being repeated as many times as there are in-
dependent variables.

117. Multiple integrals found by successive integrations,

Let 2, z. 2z, ... y,, ¥, ¥, ... &c., bo successive intor-
mediate values of the varisbles between their limits.  Also,
let 8z, 83,82, ...y, 8y, 8y, ... &c., denote the successive
differences of the values of the variables. The integral is
the limit of the sum of terms of the form

S (Zay Y 2, ...) 82,8y, . 82, ...

First. The sum of the torms in which z alons bhas dif-
ferent values, while the other variables have their first
values, is
{ /o901, .08 + fiz. 9.2 ..)0z,

+ S5, 9,2 ...)8%, + ...} 3y, 87, ...
of which the limit (since here z alone varies) is equsl to

z
limit of dy, 3, ... ‘K (5 ¥, 2, ...)ds.
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This integral being taken between limits, involves only
those limits, which may be functions of , g, ... or any other
quantities whatever. But the variable intermediate values
of @ disappear (Art. 20) from the integral, which, therefore,
takes the form f, (y,, 2,, #, ...), # being omitted.

Secondly. Add all the terms in which z alone varies, y

having its secound value, «, w ... as before their first values.
The limits of the sum of these is

L AA
limit of 3y, .3z, ... / Sz gz, 0..)de
Jz
= limit of 3y,.8x ... f (v, 2, ¥ ...).

Similarly for the terms is y,, y,. &c. The sum of all
these is

{filvo e, ) + 7 (., o0 8,
EACTE N RTINS ¥ XN T

of which the limit is (by reasoning with respect to y similar
to the preceding with respect to ) the

. B ‘Y ]
limit of 8z, . 8w, m\/y Sz, e ) dy

= limit of 3z, 3w, ... fy (2, ®,...),
v being omitted from /.

Continuing the .process, =, % ... succeasively disappear
by successive definite integrations; and the final result, or
‘equired multiple integral, is thy result of as many succes-
sive integrations as there ave independent variables.

Hence, where there are only two independent variables,

if r be the last of the independent variables, this result is
of the form

‘/'B frdr = F{R) = Fir.
.

ST e anay = [ Ve f e 1dn)



INTEGRATION OF FUNCTIONS. o7

where there are three indepeudent variables,

A +Y X
;,/l ./y ._/: f("»!l.-‘t)dzdy({;,,

=.£x,1, [‘/;Yd,, {/; Zf(z. " z)d:}].

And, generally, a multiple integral is formed by inte-
yrating the proposed function with respect to one vartable,
s tf the othors were constant; substituting the limits of that
variable; integrating the result with respect to another vari-
nble, as if the rest were constant; substituting the limits,
und g0 on, till as many integrations have been performed as
there are independent variables. ’

VI8, Order of inteqration indifferent.  The sum of any
number of quantities does not depend on the order in which
they are added.  Hence iu the summation of the quadrature,
the terms involving different values of any variwhle may
be first collected, and the limit of their sum involves an
integral with respeet to that variable.  Therefore, the vari-
able with respect to which the tisst integration is performed,
is inditferent.  Similar reasouing applies to the other in-
tegrations.

Y .z
ConroLLaRY. ‘/ dy (‘/' Sz ) J:)

X
=‘/; g d: (‘/; Yf(:.', y)d‘t/).

119. The cubature of solids affords a very complete illuatra-
tion of the foregoing principles.

Let 20z, 20y, w0z le three planes perpendicular to
each other: and let ABCDabed, be a rolid bounded by
the curved surface ABCD, by a rectangle ac in the plane
#0¢, by two plaucs AL, Dc paraliel to the plage yo2,
and two planes Ad, Be parallel to the plase 202,

Conxi(}er now the base ac of the solid divided int any
number of reclangles, represented by dotted lines in the
figure, and on these rectangles, as bases, let rectangular
parallelopipeds be described, of which the sides cut the upper
surface ABCD in the curves shewn in the diagram.
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If #, y, = be co-ordinates of any point (P) in the curved
surface referred to rectangular axes O, Oy, Oz, the relation
betweon z, y, z may be expressed by an equation

= fiz, y),
in which z is supposed to be finite and continuous ;
and pg=ur, Og=y, Pp=1z

YA

y

Let Pp be the altitude of one of the elementary parallelo-

ipeds, dr and 3y the length and breadth respectively of its

Euse. Then the solid content of the parallelopiped is the
product of these quantities, or 2328y = f(z, y)dz. 3y.

Let &, 2, 2, ...... Z.,
Yor Yio Yg veeees Yoo
be corresponding successive values of the co-ordinates, and
3z, 3y, :{: common differences of the successive values of
z and y respoctively. Then it may be seen that the solid
Ac contains parallelopipeds, of which (reckoning them in
rows parallel to ad) the solid contents are
S (2, 90323y, f(x.0,)323y, f(x.y,)32dy...f (=, 9.)3xdy,
S (20 9,)383y. [ (2. 9.)323y, [ (2 9.)323y ... [ (20 92) 320y,

S (2 9)32dy, S (25 9,)32y, S (2, 9,)3ay.../ (2, 3.) 323y,

.

S(2a )29, /(%0 ,)823y, f (20, 9.) $#35... [(®a, 9.)d2dy.
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Also, as will be proved hereafter, the more the number
of these parallelopipeds is increased, und their length and
breadth diminished, the more nearly is their sum equal to
the content of the solid AC. If the limits of the sums
of the contents just written be taken in rows across the
page, the result is

limit {3z /; Yt (2, 9)dy + ax.'/'v (@ 9)dy + ...

+os [ Y f (€u ¥) dy)

-_-:‘/;:' {‘/;.%f (x, %) dy} da.

If, however, the parallelopipeds had been reckoned in rows
parallel to the longest side of the page, that is, parallel to
ab in the dingramn, the limit of the summation would be

/v * ‘L./ ;_%f (=, .v)y*} dy.

And since both results represent the samo solid content,
they are equal.
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SECTION XL
QUADRATURE OF CURVES.

120. Tue Tutegral Caleulus is applied to the rectification, or
determination of the lengths of curves; to the quadrature, or
determination of areas of curves; the complanation of sur-
Saces, or determivation of their supersicics; and the ecubature
of solids, or determination of their volumes or contents.

121. The methods of determining Quadratures and Cu-
batures are readily demoustrated by principles already laid
down. Rectification and Complanation depend on geometrical
theorems, hereafter given.

It has been shown, Art. 10, that if 2 and y be the rect-
angular co-ordinates of any point of a plane curve, X, Y,
and x, y the co-ordinates of its extremities, the area included
by it, and straight lines from its extremities parallel to the
axes of x aud y respectively, is given by the formule

X +Y
/ xdy, or / vdzr,

X J¥

where it i3 supposcd  that
a and y are always positive
and tinite, aud to uneither
is assigned more than oue
value corresponding to any
value of the other, between

the limits X, Y. x, y. AV\
n’

122, Quadrature of the
Cirele.  Let r be the radius
of the circle; «, v, its co-
ordinates at any point re-
ferred to the centre as ori- {
gin of co-ordinates; then = !
and y are connected by the ¢
equation.

-
»
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2t 4y =

or, ¥y = (r* — a®)},

f ydo = [(P — £)dz
Je:

M dr i H .
(2 et Al (integrating by
=( a:).z-+‘/ (r— )t parts),

Now /‘("’ —2)de = (' — &) a

I L

* da
+ ""/(r: ) -—‘ =) dx.

The last integral on the second side of this equation is
lentical with the integml on the first side.  Therefore,
ansposing and integrating the remaining integral by Art. 56,

/ (P — @) de =} o(r* — 2 + }risin~t ©.
,

If Oe=X, and 0l =x, we have to take this result
etween limits X and x, to find the area Ade;

CAbe =4 X (P — X — fx (P — x¥)
. X x
T hint - — & ¢ gin=t =,
+ 47t uin . 4 r'sin -
If it were required to find the nrea of a quadrant, B,

would be supposed to meet Oy, O, respectively, and there-
ore X=r, x==0. Therefore, since sin='0 (or the angle

{ which the sine is 0)=0, and sin~' | = ;«,
quadrunt = A
4
Therefore, area of whole circle = w2
123. Area of Ellipse. The equation to the cllipse referred

o the major axis, and a line at right angles to it at its
xtremity as axes of co-ordinates, is
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b .
y= — (2ax — 2™},
a
where a is the semi-axis major, and & the semi-axis miuor.

¥y »

‘/‘ydz =‘/‘§- (Rax — 2'Wd=x

= Jabeost 2 =2 4= s oy
= }abcos p 5 (Raz — 2%) ... (1)

When z = 0 tho preceding cxpression vanishes. It may,
therefore, bo supposed to be taken between the limits ¢
and &; oconsequently, if OB =ux, the expression is the value
of the area PBO.

When a =14 the ellipse becomes a circle, and the ex-
pression (1) for the area ]becomes

G - X a—x

)

{ a'cos™? (Rax — 2 ......(2)
L J
Hence, if OP’M be a circle having the same centre € with
the ellipse OPM, and OM, the diameter of the circle, be also
the major axis of the ellipse, we have, comparing (1) and (2),
ares OP'B _ a ‘
arca OPB &'
It appears also from (1), that the area OPB is rtional
to 4. Hence, if auy number of concentric ellipses were
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described on the same axis major, the areas of them having
the same base, OB, would be in the proportion of the
several minor axes.

The area of a quadrant of the ellipse is found from (1),
by putting x = a4, to be

$abeos™ ) = —’;- al.
Hence the area of the ellipse = mal.
124. Quadrature of curves referved to oblique co-ordinates,

The method of obtaining, in Art. 19, the quadrature of curves
referred to roctangular co-ordinates, consists in dividing the

¥
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atea by tectangles, and taking the limit which their sum
has when their breadth is indefluitely diminished and thefr
number indefinitely increased.

Similarly, if an area, ABCD, bounded by the curve BC, and
three straight lines, of which BA is parallel to CD, be divided
by parallelograms upon AD having sides parallel to CD, the
limit of their sum is the area ABCD. Also, let the curve be
referred to oblique axes of co-ordinates Oy, Os, inclined to
each other at an angle a. If dz and y be the lengths of two
sides of one of the parallelograms, ysina is its altitude,
and ysinadz is its area; whence it is ecasily seen, that the

area ABCD = [y sinadz, taken between proper limits.

125. Quadrature of the Hyperbola.  Let the hyperbola, of
which A is the vertex, be referred to its asymptotes Oz, Oy,

y

o » N -

inclined to each other at an angle «, as uxes. Draw AB
rnrallal to Oy, and let OB =¢. The equation to the hyper-
ola is yg =¢'. Om =x.

. vx R 2% 3 e‘.‘
Arca ABPM = sin .j ydr =sina / = dr
¢ Joe
. X
= sin e’ log—;.

126, Quadrature of the Witch of Mdgnesi. In the last
example, a8 x increases, the area increases indefinitely: and,
therefore, the whole area between the curve and the asymptote
i# infinite. There are, however, curves in which the area
between an infinite branch of the curve and ita asymptote are
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finite. The “ v.tch,” or * versiern” of
Donna Maria Agnesi, is an instance.
Let AB be a diameter of a circle = a,
AQC a tangent, P m{upoint in the curve,
AM mx; AB, AG being the axes of &
and y respectively.

The curve is defined by the relation
rectanglo PA = rectangle DB.

The equation to the curve will bo
found to be ry* =a’(a — ).

Now, (

a—z)‘ ¢ —x
= ’ s
x (ux — ')
a—2z ta

= ‘(aw-z”?-‘- “a"‘-—(su——zf}‘;

. » e ]
.'.Jyd.r:u/ e—-;—»f)dx

g ha—a

ba

»

=a(ax — 2"} + }a’cos

Arts. 44 and 56,

This expression is to be taken between limits x =a and
x = X, to give the area PBM.

The arca between AC, AH, and tho curve, is the limit
which the result thus obtained has when x bas the limit 0.
This evidently is found by taking the expression for the
integral between limits s =« and w = 0);

- required area = {cos™ (= 1) —cos™' 1} L a¥ 3n  wa®.

The whole arca between the asymptots und the whole
curve on bath sides of AB. ia double the preceding, or sawa®;
and, consequently, is fuur tines the area of the cirele.

127, Quadrature of the Cissoid of Diocles.  This curve, in-
vented by Dincles, a (sreek wmathematician, about the sixth
century, and used fur finding two mean proportionals, re-
sembles the curve last comeidered in soveml respects. It
affords another instance of a finite area included between an
infinite curve aud its ptote.

The'cissoid may be defined by Newton's method of tracing
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it. The arms of a bent lever are at right angles to each
other, and the end of one of them slides along a straight
line, while the other is always in contact with a point of
which the distance from the straight line is equal to the

length of the first arm. The angle of the lever traces out
the cissoid.

I.et B bo the fixed point. Then, if AP =BD, and the
end A of the lever move along a straight line, while PC
remains in contact with B, the cissoid is the locus of P.

Let AC=a, AB=ua, PB=y. The
equation to the cissoid will be found to be

yY(a—z)=a"

fydas‘fd‘za—%

=—2(a — &) + 8/(a — 2)dz
(integrating by parts).
Alwo, (6 — 2pddde = (az — 2")dz
= {(}o) —(r — o)'}ids, '

which is of a form which has been already
integrated (Art. 83); *
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~Sydz=—2(a — P
+ 3z —}a)(az— 2N + aa’\'em"{;‘;.

For the whole arca between AC, CH, and the curve, it
appears by the same considerations as in the last article, that
this integral is to be taken between the limits # =a and
z =10, when

Svdz = §a* {vers' 2 — vers! 0} = §a'r.

The whole area included by both branches of the curve
and the asymptote is double thiy, or § wa® = three times the
area of the circle of which AC is the diametor.

128. Polar co-ordinates. Let the position of any point in
a plane curve be referred to polar co-ordinates, namely, the
length (r) of the straight line
drawn from the point in the v
curve to the pole, an assigned
point in the plane of the curve; Py
and the inchination (4) of that /
line, to some tixed line in the ‘
same plane passing through the e
pole. Let 8 be the origin or | 76}
pole, P the point in the curve,
8P = r, which is called the
radius vector, and $z the assigned fixed line from which the
angle PSx=0 is mecasured. If P be also referred to rect-
angular co-ordinates of which 8r and 8y perpendicular to
8z are axes, it is casily seen by trigonometry that

3

reinf=y, rcosb =z

Suppose now that it is desired to determine the sectorial
area included between the radii vectores at two points in a
curve and the arc between them. When a curve is referred

to rectangular co-ordinates r and y, the inugmlsf yda or

JSzdy between limits determine the area included by a curve
and straight lines parallel to the axes. The relation between
such aress and a sectorial area is established by the following

Proposition.
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129. Sectorial area in terms of rectangular co-ordinates.
Let PQ in either of the accompanying figures be the curve,
which is taken of such length that it is not met at two

points by any one of its co-ordinates, and PSQ the required
sectorial area.

(1) (2)

. 0
Let SK=x, Sl =X, QK =y, Pli=Y. It is evident that
~X
PQKH = /x ydz.

Also, triangle QKS = § vx, triangle PSH = } XY. Also,
Fig. (1), PQS 4 QSK + QEKHP make up the whole PSH;

oo PQS =4 (XY —xy) —ﬁxyda.

Fig. (2), PQS + P8H makes up the whole figure, as does
also QKHP 4 QSK. Therefore,

- PQSu{(X\'—xy)wﬂxydc.

Hence in both cases, PQS, the sectorial area, is, by Art. 84,

equal to
+ ¢ (ﬂxyd.t—-‘/;yrd_y)
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180. Sectorial avea sxpressed by polar co-ordinates, 1In the
last article the sectorial area was found to be equal to
3 (S ody — fyds) between proper limits.
Patting 2 = rcos8, y=rsiné,
dx = dr cos 0 — rsin 646,
dy = drsin8 4 rcos 6d8:
coady — ydr =r'dé;
. sectorial area = § fr*dé,

where the limits of § are the angles botween the prime radius
vector and the radii vectores which bound the required ares.

131, The same result may he deduced dirvectly from geo-
metrical considerations. Divide tho sectorial arew by radii,
vectores r,, r,, r, ... between the extreme radii vectores R, r,
with 8 as centre, and at distances R, r, r, .., describe circular

arcs represented in the figure by dotted lines. The seetorial
area is less than the sum of the sectors of which the arcs are
without it, and less than the sum of the sectors of which the
arcs are within it. The area of & circular sector, of which
the radius is v and the angle 36, is 4+*30. Therefore, the
required sectorial area is

less than § (R*36, + 7,85, + %30, + ...) (1)
greater than § (P30, + A3 4+ P20, 4+ ...) (2.)
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where 30, 36, ... are the angles between the radii. Now,
r is a finite continuous function of §. Therefore, by Art. 20,
the above expressions (1) and (2) have the same limit, and as
the sectorial area is between them, it is equal to that limit, or

‘O L2 »
sectorial area ==} ‘/' rdf = /’ /0 " rdrdo, where o,
8 are the inclinations of R, r respectively to the prime radius.

182. Quadrature of the ”\
spiral, r=asinnb, where »
is an integer. This curve has
2n similar loops, and, there- ——
fore, tho whole area contained
by it is equal to X n times the
*garea of one loop.

1 rdo =} a [sin® 0 do.
Integrating by parts, \\/

fsinnO.dnnOdO:-— ;‘msnésinnb + [ cos®nbdb

1 . o,
= '—lcosnGanG +‘/(l —sin*n8)do.
Therefore, transposing and dividing by 2, we have

/'sin'node =3(o- 11‘0031.9 ainno).

}/‘ﬁdo ==‘}a'( b — %cosabsinné)-

From the equation to the curve, it is evident that a is the
greatest value which » can have, and that then it is drawn
biseoting one of the loops. Since r =a when né=}n,
and r = 0 when 6 =0, the half loop lies between the two
positions of the radius vector correspondiug to those values
of 6, Therefore, taking the preceding expression for the

area between limits {; and 0 of 8,

-
nmofhalfloopnio’.g—..
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2
The whole area is 4n times this, or = '-';;1. which is half

the area of the circle circumsoribing the carve. The result
is remarkable, as it is the same whatever the number of
loops of the carve.

183. Of curves, such that one co-ordinats has more than one
value for one value of the other co-ordinate, the quadratures
are found by dividing the curve into several parts, each
of which is of such length that it is not met at two poiuts by
any ono of its co-ordinates, and determining by the preceding
methods the quadrature corresponding to each such part.

L4

x

a
;

o

2

PR

For instance, in the nccompanying figuro the ordinates
parallel to Oy have three values for cach value of @ between
Oc and 05, where Ce, Bé, are ordinates touching the curve
at C and B respectively. But the arens AalB, CcdB, CedD,
mey each be found by the preceding methods. Also, the
required ares

ABCDda = AabB + 6BDd, and 4BDd = cCDd — ¢CBS,;
.. required area = AabB + CedD — cCBb,

It may essily be seen that the generalization of this rule
is, to divide the area into as many Fns as the curve has
, alternately receding frotn and appruaching the axis

of y; to find each of these parts by integrating ydz between
corresponding limits; and to take the difference between the

-
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gum of the areas under receding parts of the curve, and the
sum of the remaining areas.

184. Area in terms of the length of the ourve, The
parts of the curve which recede from Oy are those for
which @« increases as the length of the curve measyred
from its extremity nearest to Oy increases; and where,

oongequently, if # denote the length of the curve, da is

ds
positive. In the other parts of the curve g—; is negative.

Now, [ie = /v g%’ da (Art. 58).

If, then, a,, 8,, ... 8,, be the respective lengths of the curve

. . d
from its commencement up to the points where -(-;— changes
s

sign, 5 dx 4 dx
./; .1/‘—1—3-(1.', ‘/: y—d;da, &e.

are the component parts of tho required area. Dut the
alternato purts are to be subtracted from the sum of the
rest. The result will be the algebraical sum of all the parts,

. da . - .
since —- is alternately positive and negative.
:

Therefore, the required area (S being the whole length
of the curve)

vy, dzx vy dx
._.‘/0 y-;;da-i-‘/‘l y:,—;da-{- ..... .

dz
ds
of the quantities y can only have oune value for esch value
dz
ds
value for each value of 3; so that the result of integrating

y%’l ds is necessarily definite.
188. Negatire ordinates. In investigating aress of ourves,

if y —— be a continuous finite function of &. By the nature

of #; and, if the curvature be continuous, has only one
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it has been assumed that the co-ordinates are positive. When
one of the co-ordinates is negative, the processes described
in the preceding articles will require modification.

By the principles of analytical geometry the symbols +
and — prefixed to symbols of length, are interpreted to
indicate contrary directions of measurement; so that if from
any point in a line curved or straight a length measured
off along the line towards one of its extremitics be reckoned

sitive, a length measured from any point in the line along
t towards its other extremity is affected by the negative sign.
But no such convention applies to areas which are considered
essentially positive.

If the curve be referred to rectangular co-ordinates, and y
do not changs sign between the limits, and r be positive

or negative, ./:wl.v is of the same sign as y, if the limits
be taken in the sume order as was prescribed (Art. 10)
for positive co-ordinates; that is, if @ increase positively in
passing from its value which is the inferior limit to its value
which is the superior limit. This is shewn as follows : —

J ydz is the limit of the sum of terms of the form yda,
where 3z, the increment of &, is positive, since ' increases
positively . in  passing from the inferior to tho superior
limit ; comsequently, yd= has the same sign ns y, and [ yd=
has the same sign.

It follows, that for gll aress en the negutive sido of the
axis of @, fydz is negative ond f yda is positive for all
arcas on the positive side of the axis of 4.

In order, then, to determine the whale area bounded by a
curve, of which pert is on the positive and part on the
negative side af the axig of the independent variable, the
two parts must be determined by separate integrations, and
the negative part must be doi positively to tho positive
part.

138. Negative polar co-ordinates. 1n determining the sec-

torial ares of curves referred to polar co-ordinates, /'dd s
to be taken between limits such that 8 increases positively in
passing from its value at the inferior to its valpe at the
superior limit. Henmce it appears, by similar reasoning to
that used in the last article, that, wiﬂhﬂf § be positive ar

negatize, fr*dé is positive.
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SECTION XII.
CUBATURE OF SOLIDS.
187. Lrrasolid, ABCcdab, be bounded by a curved surface

abed and by five bounding planes, viz.:—by a rectangle, of
which AB, BC are two sides, and by four planes dA, aB,

Be, Cd, perpendicular to the plane of the rectangle, i
through Pieu sides and meetix?g the curved surfs:e monug
plane curves ab, be, cd, da:

Let the curved surface be referred to rectangular co-
ordinates (x, y, 5) of which the axes are parallel to BA, Bb,
BC respectively, and let the surface be such that each
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co-ordinate has but one value for each valuo of the other
co-ordinates.

Draw within the solid planes, parallel to the bounding
planes and cutting off within the solid, a number of rect-
angular parallelopipeds, of which, since they are within the
solid, the total content is less than the volume V of the solid.

Add, now, o set of rectangular parllelopipeds (not shewn
in the figure), within which the curved surface wholly lies,
and which are formed by the above-mentioned parallelopipeds
produced. It is clear, that as these additional parallelopipeds
are increased in number and diminished in magnitude, their
sides approach continually closer to the curved surface; and
that, consequently, their volume (v) may be diwinished with-
out limit.

V is greater than the solid content of the first set of
pamllelo?ipeds, and less than that solid content + ».

Therefore, V lies between two quantitics, of which the
difference may be diminished indcfinitely. A fortiori, the
difference between cither of them and V may be diminished
indefinitely.

Let the lengths of edges of ane of the parnllelopipeds be
3z, 3y; z its altitude; :3zdy its volume. Let Y:daxdy
denote the sum of the volumes of the parullelopipeds within
the solid Vv,

vV =limitof ¥ zlzly
= [/ zdrdy (Art. 117)
=/ dxdyd:z,

the integral being taken between limits which depend on
the boundaries of the solid.

In the figure, for the sake of simplicity, the internal
planes are supposed to be equidistant.

138. The limits of inlegration for the cubature of a solid
may be investigated by the following method of exhibiting the
result just obtained. Lect MM’ NN' be an element of the
curved surface, QQ'RR’ its projection on the plane of xy,
Let QQ, =3z, QR =3y. lu the limit the solid M'R is
a prism, of which the altitude is 2 and tho ares of the

dedy;
o dV =zdady.
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ya :

y

Suppose the equation to the curved surface gives z = f(2, ).
Then

av =_[/7(z, y)dzdy.

In this expression take first (Art. 117) y constant, and
integrate f (2, y)dzdy with respect to @  The result is
the limit of the sum of the prisms, of which the bases are
between the parallel lines ¢Q’, rR. Let x=X and z=x
be co-ordinates of the extremitics of their lengths in the
solid ;

dy‘/x' X zdx

is the analytical expression of the content of the row of
prisms just defined.

In order to find V, we have to add together this and the

llel rows of prisms, and to take the limit of their sum.

f Y, y be co-ordinates of the bounding planes parallel

to ax,
Y ;°X
V= f / sdzdy,
Jy WSx

180. Solid bounded laterally by a curved surface. We have
in the preceding articles taken the most simple case of
cubature, that in which the solid is bounded laterally by four
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planes. The limits of x and y are then the same for every
point of the solid, and independent of each other. In this
case the integrations are comparatively casily effected. If,
however, the solid be bounded laterally by curved surfaces,
the extreme values of x and y are no longor indepondent, but
are connected by the equations to theso curved surfaces.

Let X, x be constant quantities; Y, y two functions of the
variable 2; Z, z two functions of the two variables 2 and y.
Then it may be shewn that if the volume included between
the six surfaces, of which the equations are respectively

z=X,x=x,y=\',y=y, *=1, v =1,

bo designated by V,

X Y 0%
V= f / / dedyds.
o X Sy S E

From the equations to .

the six surfaces it will P

be seen that V is the ;

volume of a solid, De, e

bounded by two cylin- I S ‘

drical surfaces }}l(‘c}c ; /

and FDdf, of which /o

the tmcesjam Aa and (]

Bl respectively: by N T T N
two parallel planes ed, /[T pel T

ED, of which AB., al

are the intersections /
with @z, and by two /
curved surfaces CDde AN
and EefF. ¥ S~

140. Hyperbolic paraboloid. The equation to tho surfacg
of the hyperbolic paraboloid is 2y =c: when ¢ is & constgut.
The general expression for the volume hecomes

V= ;‘[fzydyd.t.

Let it be required to find the volume contained by this
surface, the plane 2y, and a cylinder of which the buse is a
circlo of radius r, the axis parallel to the axis of =.
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Integrating first with respect to y between limits Y, y,
v =‘I‘;f(yf — y)ade.

Now the equation to the cylinder is (2 —a)® + (y — 8)* =73,
which gives two values of y for each value of . One of
these values is tho superior, and the other the inferior limit
of the integration just performed; or,

V=bt {r'—(z—al}h y=b—{r—(z—af}};
YTyt =4I,{r9—(m.-a)’}‘:

V= %-,/‘{r'-—(z—a)’}'xdz.

The extremo values of x are evidently a+» and a — .
Taking the last integral between those limits, it will be

, 2
found that V = (i': ul

141. Solids of revolu- A

tion are thoso generated
by the revolution of a
plane figure about a fixed
axis. let the revolution
of a curve AB about an
axis through A generate
the surface of such a
solid, and let the equa-
tion to AB be y=fur,
where 2 is measured
from A along the axis
of revolution.
+ It is clear that the
volume of the solid is the limit of the sum of a number of
elementary cylinders having the same axis. Let 32 be the
altitude of one of these cylinders, y the radius of its base;
<. wy' is the area of the base; and that area multiplied by
the altitude, or sy’dz, is the volume of the elementary
cylinder. Therefore, the required volume is equal to

the limit of X(wy*n)=rw [ y'da.
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142. Content of a cone. A cone is generated by the rota-
tion of a triangle about one of its sides. Let y = ax be the
equation to the straight line geunerating the conieal surface,
where a is the tangent of the angle at which that straight
lide is inclined to the axis of revolution. The content of

the cone zwc’fa:"'dw-: Awa®x’ (taking the integral be-
tween limits 0 and x) = A wy'x? or the solid contont of n
cone is one-third the area of the base multiplied by the
altitude = one-third of the content of tho cylinder having
the same base and altitude.

143. Paraboloid of revolution. The surface gencrated by the
revolution of a parabola about its axis, is called a paraboloid
of revolution. To find the xolid bounded by such a surface,
and a plane perpendicular to the axis, we must put y* =aue,
the equation to a parabola,

The required volume = na [rdz =} war’.

144. Solid of revolution through any angle.  The quantity
v /yide =2n [[ydyde. Also it is evident, that if the

generating figure turn through an anglo ¢ instead of 2w, the
solid content generated is equal to

é [y dydx.

145. Limits of the preceding integrals. 1f the geverating
figure have not for one of its boundaries the axis of revolu-
tion, but a curved line, of which the equation is y = ¢a,
the limits of integration of ydy are fz und ¢z Similarly,
if it be required to find the solid generted by the portion
of such a figure of which the extreme co-ordinates are two
particular values X and x of z, the integral with respoct to
2 must be taken between those limits.

148. Content of a solid of revolution in terms of its area.
Let § be some constant quantity. Then if 7 were cqual to the

greatest value of the variable y, [/ §jdydz would obviously
bo greater than f/ ydyds. 1If § were equal to the least
valoe of the varisble y, [/ §dydz would be less than
ff ydydz. 'Thore is, therefore, some value of the con-
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stant § between the greatest and least yalues of g, for which
JSS §dyda, or

§ S dydz = [y dyda. )
(By Pappus’s Theorems, y is shown to be the distanee
of the centre of gravity of the generating figure from the
axis of revolution.) The integral on the first side of the
gucoding equation expresses the area of the generating
re. Therefore, from the last article, the conteut of the
solid of revolution through an angle ¢, is equal to

§ ¢ x aren of generating figure,

where 7 is a line less than the greatest and greater than the
Yeast distances of points in the generating figure from the axis
of revolution.

147. Cubature of a solid of revolution by polar co-ordinates.
Let PSA =6, PS =7 be the
co-ordinates of any point P
in n plane figure referred to .
the pole 8. The area of an /
element PP’ of the tigure is
(by Article 181) rd6dr. By
the lust article, the sohid r
generated by the revolution
of PP’ about 8M through an
angle ¢, is rdbdr x a dis-
tance which is ultimately
equal to the distance of P
from 8M, which is equal to
rcos §. Therefore, by the
last article, the elementary solid = ¢rcos 8dédr, and the
content of a solid of revolution generated by a sectorial area
revolving, about an axis fixed with respect to it, through an
anglo ¢, is equal to

8 A

¢S rcostdbdr.

148. Cubature by polar co-ordinates. Every solid may be
genenml by the rotation about a fixed axis of & geueuﬁg
gure of which the form is variable. Suppoese the angle
rotation to be ¢. Then any solid may be considered to be
generated by the rotation of a figure bounded by a curve of
which the equation is r = f (¢, §).
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When the generating figure has revolved through an
angle ¢ + d¢, the equation to this curve becomes

r=f($+ 30, 6)

The solid bounded by the two corrcsponding generating
figures may be always so taken as to he within that generated
by the rotation of one of them, and partly without that gene-
rated by the rotation of the other, through an angle 2¢.
Hence, ultimately, the required conteut is equal to that due to
the rotation of either figure: and, therefore, by the last article,

is equal to 3¢/ /rcos6dbdr. Hence, the whole required
solid content is equal ta

S reosbdbdrd.

149. Cubature by polar co-ordinates by direct investigation.
Let an assigned point 8 be the
pole; let SRQ be an assigned y
flane. and SR an assigned straight
ine in that plane. The position
of & point P may be determined
hy the length () of 3P, the radius
vector, &, the angle at which =p
is inclined to the plane, and ¢, the -
angle at which t}m projection of

8P on the plane is inclined to the /
assigned lirfc SR. / //

(This is cvidently similar to /779"
a determination of the distance of
a point above the earth by its
distance (r) from the observer, it angular elevation above
the horizon (8), and (@) its * bearing ™ north or south.)

In order to find the solid content bounded by a curved
surface and planes mecting it and passing through the polo
8, supposs that, by a number of plunes passing through the
pole, the solid is divided into a number of pyramids having
all their vertices in 8.

The required solid content is greater than the sum of
the pyramids within it, and less than the sum of a cor-
responding set of pyramids partially external to it; and
as the difference between thess two sums may be dimi-
nished indefinitely, the limit of either of them is the required
solid content.

JO U S

a
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Let P, P’ be two
adjacent points in
the curved surface;

P8p=0, pSR=¢,
co-ordinates of P;
G438, 6439,

co-ordinates of P’
Draw through P, P’
respectively,  the
planes PQSp and P'Sq’'Q’, perpendicular to the plane in
which ¢ is measured. Also, draw the planes P'Q8 and
PQ'8, rospectively perpendicular to the last-mentioned planes
through P, P, Thereforc the angle PSQ = 3§ and
p8q =3¢,

Ultimately, P’S = PS =, and the pyramid on the rect-
angular base P'P is an element of the required solid. Now
the content of such a pyramid = } area of base x altitude.
QP=g'p==58p.i¢ ultimately (assuming the proof given
hereafter, that the lengths of a chord and its arc are ulti-
mately equal). But pS=rcosd, .. PQ =rcosfi¢ ulti-
mately.

Similarly, QP = r#§ ultimately; altitude of the pyramid
= r ultimately; .. its content = drcos83¢.rd6.r ulti-
mately. The required solid content iy the limit of the sum
of such elements, and therefore is equal to

STy coshdgds, or [ff 7 cos bdrdpdb.

This result is the samo of the last article, in which the
same letters evidently signify the same quantities.
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SECTION XIII.
RECTIFICATION OF CURVES AND COMPLANATION OF SURFACES.

Axron I. Of lines which juin two assigned points, a
straight line is the least.

Axrom II. Of superficies which have an assigned plane
perimeter, & plane is the least.

160. Of all lines having the same extremities as a given
curve, and met by planes which meet every point of it but
cannot cut it, the curve itself is the least. This proposition is
proved by an cxtension of a methed given in the Auther’s
* Manual of the Differential Caleulus,” Art. 6%,

Let AB Le the assigned
ourve, either plane or of
double curvature.  Then
lines joining A and B and
met by planes which meet
but cannot cut APB, are all
of some lenqlh. but not all
of the same length. There
is, therefore, one at least
of these lines which is the
shortest possible. Let (if
possible) ACB be one of
these lines. Then, by hy-
pothesis, ACB is met by
the plane at any point P of APB. Two different lines
cannot have common to all their points, planes which meet
but cannot cut them ; therefore, the plaue through P way be
taken to cut ACB in two points E aod ¥, Therefore, PE,
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a straight line, is shorter than FCE (Axiom 1). Therefore,
ACB is not the shortest of the lines in question. In the
same way it may be shewn that any other line than APB
is not the shortest, but a shortest cxists, therefore APB is
the shortest.

151. Of all surfaces having the same perimeter as a given
surface, and met by plancs which meet every point of it but
cannot cut it, the jgiven surface is the least. Let APB be
the assigned surface,
having an assigned pe- c
rimeter AaBb.  Then,
surfaces haviug that pe-
rimeter and  met by
planes which meet but
cannot cut APB, lLave
all some magnitude, but
not all the same mag-
nitude. There is, there-
fore, ono at least of
these surfaces which is A% >
the least possiblo. Let
ACB bo one of these b
surfaces.  Then, by hy-
pothesis, ACB is met by the plane through any point P of
APB. Two different surfuces cannot have common tangent
planes at all their points.  Therefore, the plane through
P may be tuken to cut ACB, which cuts off from that plane
n plane superficies. This plane superticies is less (Axiom
11.) than the curved nurface between it and €. Thercfore
ACB is not the least of the surfaces in question. In the
samo way it may be shewn that no other surface than APB
is the least. But a lcast surface exists. Thorefore APB
is the least surface.

cemeviememcnean,

182. The length of «a curee the limit of the length of
a polygon. Let AB be a normal to any curve, CBc (plane
or of double curvature) and Ce a chord intersecting the
normal perpendicularly at D. Draw «BE at right angles
to AB, and in the same plane the normal ACE, and C¥
perpendicular to AC.  ECF Is a right angle; ... EF > CF.
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Let the arc ¢BC be of such v
length that its curvature is con-

tinuous; then F and the curve &
are oni opposite sides of touching .
planes at all ima between C
nnd B. Therdfore, by the last
article but one,
a\ ¥
[

BF 4+ CF >CB, but EF >CF;
. BE > BC.

Arc €B > chord €B > CD (d
Jortiori).

By similar triangles,
BE : DC:.: AB: AD. .

As the curvature is continuous, the chord Cc¢ ultimately
coincides with the tangent at B, when the are CB is in-
definitely diminished.  lience, ultimately, AD is equal to
the finite line AB, which is the length of two ultimately
intersecting normals, and therefore is u rudius®f curvature;
.. the limit of the mtio CD: EB is 1. Hence, since the
arc CB i8 between CD and BE in magnitude, the limit of
its ratio to either of them is 1,

.

L - .. eB
< limit o= 1; similarly, limit 75- f.

CBe
ing, limit *PC =1,
Adding, limit e =1 oor limit - l rd = 1.

Heuce it follows, that if in or about any curve of finite
magnitude be described a polygon of any number of sides,
the length of the curve is equal to the limit of their sum
whon they are indefinitely diminished in magnitude and
increased in number.

Cororrany. Let CDc be the arc of a circle of which A
‘B
is the centre, and the angle BACzOn%C- according to

. (] .
the circular measure of angles. N sinb;

CB _CD .0
L= lmit—[-’ == limit oY = limit b
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| Bimilarly, limit o _ 1
! ¥ tang

158. Rectification of curves. 1f rectangular co-ordinates,
(7,9, 2) and (2 + 22, y + 3y, z + 37), define two points in
a curve, the distance between them is (328 4 3y° + 3278,
which is the length of tho chord. Hence the length of
the curve is the limit of the sum of quantities of the form of
(3a® + 3y* + 327

" dy*  da*\}
=/ + 5 +iz) &=
When the curve is plane one co-ordinate may be omitted,
and the expression for the length of the curve becomes

e

164, The superficies of a curved surface is the limit of the
superficies of a polyhedvon. l.et n polyhedron of any number
of sides be cireumscribed about a curved surface which is taken
of such maguitude that its curvature is continuous. Then
al} tangent planes of the curved surface cut the Xo\yhedron.
Therefore (Art. 151), it is greater than the curved surface.

Within the curved surface inscribe a similar and similarly
situated polyhedron. It is clear that planes may be dmwn
through every point of this polyhedron, which do not cut
it, but cut the curved surface. Therefore, by the same
article, this polyhedron is less than the curved surface.

Also, in & continuous curved surface, an inscribed plane
ultimately coincides with a tangent plane when the surface
subtended is indefinitely diminished. Therefore, the edges
of the inscribed and circumscribed polygons ultimately coin-
cide, and the limit of the ratio of the longths of two homo-
logous edges is 1 (Art. 152).

Also, their homologous sides, being in the duplicate ratio
of their homologous edges, have 1 for the limit of their
ratio. Therefore, the surfaces of the polyhedrous are ulti-
mately equal. Consequently, the curved surface betweelf
them is ultimately eqtm to that of cither polyhedron.

155. Section of a parallelopiped. The following pa?mnm ;
will be required in determining the complanation of solids.
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Let ABCD be the base of a rectangular parallelopiped, of
which the sides AaD, aB, bC, ¢CD are cut by the plane
1beD, which is a parallelogram. Its area is required.

In the right-angled triangle a AD, aD‘ = Ada® 4 AD", (1)
Similarly, De? = DC* + Ce, (2 To find the distanee we,
let & perpendicular ce be drawn from ¢ on to Aa. Then
86 == Aa — Cc, and in the right-angled trinngle ace,

ac' =ce* + (Aa — Ce)' = AC* 4 {Aa — Ce)
= AD' + CD' 4 (Aaw — Cc)', (13
In the triangle aDe, by a trigonometrical formula,
ac® == aD® 4 ¢cD'—2aD.cDcosaDC; or from (1), {2), (),
AD® 4 CD' + (Aa — Ce)*=aA’ + AD' + DC! 4 ¢¢*
— L(aA7 + AD (Ve 4 Cejevsabe;
SoAa Co=(aN + ADP (DO + Co P eosa b

alzo required area albeD = ab . cDsinaDe, aud

sinfaDe=1—~rcus’abc; .. (abeb) =
Aa'.Cc?
aA? 4 AD')(DC? +C¢* {1 AL AL S |
(aA*+AD7)( ) (aA"+ AV ) (DCT 1 (e ) f

abcD=(aA?. DC* 4+ AD* . DO + AD*, Cr ),

188. Complanation of surfaces.  Let the surface bo re-
ferred to rectangular co-ordinates z, y, 2. Also, suppose the
surface be cut by several thes parallel to the planes 2z, ys,
respectively. Then, by Art. 154, the suiface is equal to the
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limit of the sum of the sides of an inscribed polygon, and
therefore is equal to the limit of the sum of parallelograms
inscribed within the surface and bounded by the supposed
planes.

In the last figure, let AD be parallel to the axis of &;
AB to that of y; Aa to that of z; and let (z, ¥, z) be the
co-ordinates of D and DA =38z; AB=38y. Also let D, a,
and b be three points in a curved surface. Then, if in the
equation to the surface, when 2 is increased by 3z, and y
does not increase, z be increased by 3,2, Aa =23,z Simi-
]url\. if 3,z be an increment of z due to am increment

dy, @ not increasing, Cc=14J,z. 'Therefore, by the last
urticle,

abeD = (8,27 .3y" + 3.0, 8y + 8,27 . 82"),

Hence the required surface is equal to the limit of the
sum of terms of the form

3,2' 3.t
(1452 + Gy') d2 0y,

or the surface

/'/(I.l'dv (j./._:_ )Q + ds )2 !
da (TI; '

where the parentheses indicate partial differential coefficients.
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SECTION XI1V.
INTEGRATION OF DISCONTINUOUS FUNCTIONS.

137. Tur Definitions of Iutegrals, Arts. 17 and 115, were
restricted to finite continuous functions of a finite variable,
and the principles of integration were estublished on the
tacit sssumption that the integrals were finite exact quantities.
and that, consequently, each functivn integrated had a single
determiuate value for each value of its independent variable.

If, therefore, a function be discontinuous, or have intinite
or indeterminate values between the lmits assigned for inte-
gration, or if either of these limity be infinite, the preceding
definitions do mot apply te it. Tt may be observed, that the
accaracy of most of the foregoing thevrems depends essen-
tially on their ap})licntion to finite functions, and is violated
by the violation of this condition.

158. The following is an instance of the errors that would
arise from application
of the thevorems of the y
preceding  sections in :
neglect of the consider- |
ation of the last paru.
gruph. o

Let 3,4=’~‘:~x be the /

equation to a curve re- e i
ferred to Oz, Oy, as i ‘
rectangularaxes. These ~ 7 L AT
axes are asymptotes of
the curve, which has two similar branclhes.

The arca included by any portion of the curve, the ordi-
nates at its extremities, and the axis of r, in cqual to

fyd;a between corresponding limits (Art. 19, if the func.
tion integrated be finite and coutinuvus between those limits,
Therefore, the area

cade 11
4 — =y e——
APQ =./& 2 b 6
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if OA==a, Ob=0. This value of the area is increased
indefinitely as & is diginished. We may, therefors, make
the area APQ) a8 large as we please by taking the point
& near enough to O.

If, however, we integrate from a to — a, we find the area

2
APypa =— p

if 0a=-—a. And this result is evidently erroneous, for it
gives the expression for the area, which ought to be positive
(Art. 110), a negative sign, and it makes it equal to a finite
quantity; whereas it has been proved, that of the area a
portion may be taken indefinitely large. The error arises
from integration through an infinite value of the integrated
function.

159. The meaning, then, to be assigned to integrals of
functions which arc infinite or discontinuous between the
limits of integration, is up to this place purely arbitrary; a
definition of such integrals may, however, be given, which is
so strictly analogous to the preceding definitions, as to render
obvious the methods of extending to discontinuous functions
the principles already demonstrated.

Drwinrrion.  1f fo becomo infinite, impossible, or dis-
continuous for either or bLoth the values #=a, =10, but

“a
not for intermediute values, let /b Sxdz be defined to be
.

rq -3
the limit of /H—l 'faode, when 8, and 3, are any continu-
. 4

ous quantities which have the limit zero; a —3, and b 4 3,
being values of &, between a and b,

More generally, if fz become infinite, impossible, or
discontinuous for the finite number of values a, 8, c...m,
and for none else, of z between X and x, let, by analogy

X
with Art. 27, /x Fzdz be defined to be the limit of

X va--¥, & =¥,
./..-n. fuds +‘/b+" fzds + ./¢+z, fads + ...

+./;.‘r'f:dz e (@)
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when 3, & ... are any continuous quantities which have
the limit zero; a — &', and b 4 3, being between a and b,
b~ &, and ¢ + 3, between b and ¢, &c.

160. Principal ralues of integrals. "The value of f X eds,
Ja

as just defined, may be dopendent on the relative magni-
tudes of the arbitrary quantities 8, 8', ... If these quantitics
be sssumed to be all equal, the integral has then what is
termed by M. Cauchy its principal valua.

ExawrLe—The following is an instance of an integral,
of which the value, according to the abovo definition, is
essentially arbitrary :—

v+adzx . ~a dx c-Ydr
— = limit ( / - — )
& ! JI o +./

J —a St x

. va Ja 3, dr p
— — 't 39, 1V.
.=hmn(./, . +‘/ﬂ - ) Act. 39, IV

- :
= limit log, 37 = lo, ( Timit :) (Art. 1)

8 quantity to which any value whatever may be assigned at
pleasure, by assigning n corresponding relation between the
srbitrary quantitics 3, 8.

If in the preceding result 8, =3, we have the ** principal
value of the integral equal to log 1 =0.

181. Condition that inteqrals may be determinate.  Fvery
fanction which is finita and ecoutinuous between any exuct
limits, either continually increuses or continually decreases,
or alternately increases and docreases an exact number of
slternations. ¢ Take two limits, between which it continually
increnses or decreascs. The integral of the function between
those limits is (Art. 22) between its two finite quadratures,
and is, therefore, a finite quantity. It is also determinate,
not arbitrary, for the only arbitrary qusnjitics in the quad-
ratures disappear from them in the limit, Art. 26.  Also,
the whole integral between any finite limity is the sum of
integrals, such as that just considered, and of which the
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number is that of the alternations referred to. Therefore,
the whole integral is an exact quantity.

If, however, the function to be integrated be not always
finite and continuous between the limits of integration, the
integral is the limit of the sum of the integrals of (a) in
the last article but one. If the limit of all of them be

X
finite, ﬂ Sxds (their sum) is finite. It is then also

determinate. For each of the integrals of (a) is determinate
according to the last paragraph, and the only arbitrary quan-
tities 8,, &/, ... disnp}mnr in the limit.

Henoe, when / .
the integrals in .(n) have not all finite limiting values. If thoso

JSadz is cither infinits or indeterminate,

which are infinite in the limit he all positive, Seda
is evidently equal to + »: if they be all negative, to — oo,

*X
Henca, the only ease in which / Sxda can be inde-
Jx

terminate or arbitrary, is when more than one of the inte-
grals in (a) are infinite, and have different signs in the limit,
.

X
when / Sadx takes the indeterminate form (adding to-
X
gether the infinite quantities with like signs) o — o0 .
S : radz L
For instance, in the last o.mmplo,/ < the limit
(]

of the sumn of two integrals, of which the first has the limit-
ing value + =, and the seconil — .

162. The preceding principles may be illustrated geome-
trically. First, with respect to finite continuous functions:
let y be such & function of », and &, y. the co-ordinates of a
plane curve which will be unbroken, since the function is
continuous. Whatever may be the form of the gurve, & finite
area is included by a finife portion of the axis of #, the
ordinates at the extremitios of that portion, and the arc
between them. But this area is equal mj‘ ydz, taken be-
tween finite limits.

Neoxt, let the function be not always finite and continuous.

Then it will be represented by a curve, y = fa, which has
infinite branches, or breaks, or both. '
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Wherse thers are breaks only,
asfrom B to C and D to F,and ”
not infinite branches, let a and b
be the values of & at the points
a and b in the diagram. Then
the area a AB) is evidently equal

-3
to the limit of/ ‘ydx, a
a4,

finite quantity. Simi)'arly. the
areas bounded by the other parts
of the curve are expressed by the limits of integrals of the

. . ‘X
form of those in (a), Art. 159: and the quantity / Sade
X

.
in that article represents the whole area of tha curve, which
is equivalent to the sum of the areas of its parts.

If the curvo be of the form
AB, CD, and have no values of y
between BY, Ce, the function i3 ' "
impossible for the infinite num-
ber of values of & greater than |
00 and less than Oc.  Then the | \/]
definition of Art. 159, which ix |
restricted to functions with a finite |
number of impossible values, 18 | '
inapplicable. In order to inter- " 7,
pret geometrically or analytically
mtegrals of such functions, another definition would be re-
quired, as essentially arbitrary as that just mentioned.

Next, let the curve have infinite ordinates y for Nnite
values of #. These ordinates are asymptotes of the curve,
and the area bounded by the infinite branches of the curve
may be finite, as in instances given in Arts. 120 and 147,
If ordinates y be all positive, thems areas are positive,

*X
and their sum is the quantity /x Sxdz, which is now

under consideration. Tf some of the ordinatea be negutive,
the corresponding areas are negative (Art. 135), and the limit
of some of the integrals in (a), Art. 159, will be negative;

X
so that ./; fxdz, the algebraical sum of the limits of those

integrals, will represent the difference betweoen the total
areas on opposite sides of the axis of 2.
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" Lastly, let the curve be such as to represent j; ! fads

1 the form @ —~ . The :
urve, of which the equation y

1 o e
sy=_. has two similar in-

mite branches; one on the
ositive and one on the nega-
ive sides of both axes, which
re asymptotes, Let OA=a, A
1B=8. Thearea BbaA ~—T

_
L=.---<a -
_/

<
>
9

ot OA) = — a,
OB’ =-—38,,;

3;(1:‘0

arca BV a’A" = / - (Art. 135)
o - a

&
£

e dz L g -3
I'he iﬂt(’gl‘lll / ‘ ——z- 1s the limit of / “‘.i_f_ + / 3(_{_@
g —ax J4 * J-a =

= limit of (area BhaA — arca B'd’a’A’) as B and B’ ap-
roach 0. But the difference between these two is arbitrary,
or it depends on the ratio of the two arbitrary quantities
B, OB, If we choose to assume OB = OB’, the two areas
BbaA and B'Va’A” are always equal; their difference is
hien zero, which is, therefore, the ** principal” value of the

a da
ntegral / _—
A I

VY
=/ e Art 30, TV =log 2.
Ja a

183. Integrals with infinite limits. The definitions of
ntegrals (Arts. 17 and 159) were restricted to finite limits.
Ihe extension of the definition to integrals with infinite
imits, may, by obvious analogy with preceding cases, be taken

o be the limit which the integral with finite limits :lppruclm

vhen either or both limits are indefinitely i
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164. Myltiple integrals of discontinwous functions. Many
of the principles of this section respecting integrals of one
independent variable may be extended to multiple integrals.

For instance, it was shewn in Art. 118, that the result of
multiple integration of finite continuous functions is the
same in whatever order the several integrations be per.
formed. This principle does not hold for functions which for

rticular values of the independent variables between the
imits of integration become intinite.

-z,,-—:f"—-,. if z first approach the limit 0
(#+y) )

and then y, has the limit x ; and, if y fisst approach the
limit 0 and then », has the limit — x . We cannot, there-
fore, affirm, that

v a vl L
/ dr / dy-"— " . and
Jma St (YY)

b ‘a v —
d / [ R
./-b TS @ E Y

have the same result.

For example,

/‘ y-= = — b
L ody= T =T
JEry Y T s TR

taking the integral between limits, y = b aud y = — b,

v dr z a
- f = 2tan™t = tan™t
WA b b

taking the ilm'gml between lmits, r = a und » = — a.

Now reverse the order of integrations.

'y"—.r"dz__ »__ s
./;-ry‘ ety oyt

Qa /'—,-‘—I-'?-—,zﬂtm"‘!-’ = 4 tan !
J oyt a L

v

3

- ar
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taking the integral between the same limits as before.
Hence the two results differ by

4tan“‘;—f + 4 tan”’:—; =4 (7} — tan"%) 44 tan""%== 2.

165, Iu order that multiple integrals of discontinuous
functions may be the subjects of exact investigation, a new
arbitrary definition is requisite. The following is an obvious
extension of the definition for discontinuous functions of one
varinble.

DErFxrrion — Omit ranges of values of the funetion be-
tween arbitrary limits which include the discontinuous values.
Integrate the function for the rest of its values. 'The limit
of the result when the ranges of exeluded values are as far
ns possible contracted is the required integral.

166. To illustrate the definition, suppase, first, that there
are only two independent varinbles, @ nnd . Consider them
to be rectangular co-ordinates of a point, of which f(a, ),
or 2, is the thinl rectangular co-ordinate. Then = = f (2. )
is the equation to a surface.  Sappose, first, = to become
infinite only when drawn from an isolated point (a, 4), in the
plane of r, ».

Now, invlose the isolated point by any contour in that
Mane,  Then integrate for all valnes of = drawn from points
i the plane of . »#, withent this contonr,  The result is, the
volume of the solid under the supposed surface, minus the
content of a tube surrounding the infinite ordinate.  The
anulogy with the preceding definition requires that the bore
of the tube be diminished indefinitely.  Now, the bore or
contour may diminish an intinite number of ways.  Its
ultimate form may be any curve or a point,

Aguin, all things else remnining as before, let + be infinite
when drawn from any point of some finite cyrre in the plane
x, . Surround this carve by a contour on the same plane,
The solid, minus the content of the tnbe, having this contour
for its bore, is taken as before; but in this case the contour
necessarily contructs into the assigned curve.

167. 1f the function inelude three independent varinbles
x, ¥ 2, we may regund f(x. v, £) as some kind of magnitude
{a mechanical magnitude, for instance.) which depends on
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the position of points in space. Then, without assigning a
meaning for the integral, we may suppose that the function
becomes infinite, either at an isolated point, or at all points in
a certain line, or all in a certain surface, or all in a certain
solid. In either case, suppose the poiut or points surrounded
by a surface. Tho required integral is the limit of that
of the remaining nolidr:“\en the surrounding surface is con-
tracted to the utmost. When its ultimate form is a surface,
the equation to it gives one relation between the variabloe
limiting values of x, y. :: when the ultimate form isx a
line, the equations to 1t give two relutions; when the ul-
timate form is a point, three. In the same way with n
independent variables, it may ba conceived that 1, or 4,
or 3 ... or n such relations exist, of which, some may be
arbitrary.

16R. The required integral, consequently, may depend
on arbitrary relations, and itself, therefure, bo arbitrary.
Where, however, the function is such as to be infinite only
for isolated values of the variables, and is the same in what-
ever manner the ranges of the excluded salues are con-
tracted, the following method gives the requirad determinnte
result,

Let a function f(z, v & ... a, r) become infinitn or dis
continuous for a finite mumber of values of the independent
variables of which thase of 7 are a,, a, a, ... a,, snd none
else between R and r. Also, let the required imegral

"R
be reduced (Art. 117) to the form /r Yiridr, by the

L)
successive integration of 7z y ... ) and other functions
(which have not discontinnous or infinite values unul a;, a,,
a, ... be substituted in them for r).  Then the required
integral may be considered to be the limit of

B a7, ca ¥y .
d / F(rjdr + Firjdr ...
;/¢.|+3. F('} d +l “1+'1 { ) tl“d'*‘ ’a ") 4

ra -V,
+ Jt F(rydr,
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when 8,, 3/ ... are any continuous quantities which have
the limit zero; a, —8, and a, + 3, being between e, and
2, a,— 8/ and a, 4 3, between a, and a,, &e.

169. The integral is independent of the order of integration.
Let & designate the independent variable preceding r in the
order of integration of f(=, y ... s, 7), 8o that

'8
/. f(r, 8)ds = Fr,

just referred to.  'The integral is, by the preceding suppo-
ition, the limit of

,/,:: :.'lrt/:s f(r,a)ds +‘/,,::‘,:I’}' d';/a‘ ’ f(r,0)ds +...

a _)I s
+./, ) ""’;/: f(r, A)da....... (1)

Let &, b, ... 1, bo the values of o which correspond to
a. a,...a, of r, to render the original function discontinuous
ar infinite. It is required to shew that (when o, ¢/, ... have
the limit zero) the limit of

- 8 ‘R —, R
./M L /. r(,,.)dw‘/{z“ dt/; f(r, )dr + ...

[N

i< the sume as that of (1), if that be not arbitrary.
For brevity, omit all the symbols of integration except the

indicates the operation of integration of

f(r. &) between limits § and & Then, since f(r, s) is a
continuous function, while the value of r is general,

o

limits. Then s

8 =8 bty | h—dy | bty +odt L% +5-""-
. btbsy 0 b=y bty b~ ba=va 8

by Art. 27, Therefore (1) becomes, supposing the operation
written outside each bracket to be performed on all within it;
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R (8 b.+l| b,*l’. b.+.. b.— 'y
0,43, lbl+‘l bl_.ll+bl+'l +."+b."’- +‘ }
a,+¥, {8 b+e, B, bots, b=,
a 43, (B 4e,  b,—¢, B4y, +"'+b_—.'_ *. } (1)
+ &ec.
a -3 (8 b4y b —4, bt bo—v )
+r {b,-} 5 6,—!’,+b,+|,+'“+l:_—t""+| f

In the same way (2) becomes

8 R a,+3, a, -7, a +3, n_wi'_!

b4y, {a,+l, a,——l',+a,-}3, +"'+a.-—-l"+r )

by—s, {R a,+3,  a,-7, a4+l e ¥ )

bty la 43, a, =¥, a,+3, +'"+¢.—3'_+t 5(11')
+ &ec.

b -, JR a43 a7, a 43, e ¥ )
+l‘ (ﬂ‘—{-:‘ a,~¥, 41,-{~)1+”.+a_-—3'_+t )

It will bo found that the alternate expressions, heginning
with the first and ending with the last in the {}, corre-

nd to integrals which are common to (I.) and (lL).

ence, the difference (I.) — (I1.) dors not contain those
integrala.

Of all the remaining integrals, the limits written in the
{ } indefinitely approach each other when o, ;... 8, 8 ...
approach zero. Hence, the limit of each of these integrals
is zero. Consequently, as their number is finite, the limit
of the difference (I1.) ~ (I1.) is zero. Therefore, (1) and (2)
have the same limit. This result shews that it is immaterial
with respect to which independent variable the tinal inte.

tion 1s performed. And. with respect to all the other
independent variables, the order of integration is proved to
be independent in Art. 117.
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SECTION XV.
DEFINITE INTEGRALS.

170. TAERe are many functions, as has been already
atated (Art. 40), of which the indefinite integral cannot be
expressed in finite terms by ordinary algebraical, logarithmic,
and circular functions; where, however, general integrals
cannot be found, integrals between particular limits may be

3 . ‘a ——
frequently determined. Tor instance, /' €= dz cannot

e »
be expressed by a finite number of algebraical or trigono-
motrical functions of @ and 4: but

o 3
/‘ €V de=34m,
Jo

s will be presently shewn.

The subject of definite integration is of great importance
in difficult mathematical investigations, and it frequently
happens that the particular limits between which definite
integrals can be most readily determined, are these to which
such investigations lead. The scope of this treatise will not
allow of more than a very brief notice of one or two of the
most important principles of definite integration.

~ 1 1 \»-1
171. The second Eunlerian {ntegral. /0 (log . —’-) dz,

v OO l
which is equivalent to /0 =g~ dr when lng.-; = 3,
*

derives its namo from Fuler, who first investigeted it. It js
designated by Legendre by the symbol r'(s), whers = is
positive, The integral is evidently a functjon of n only.

o
172. To determine /0 £ e *dir, where n is a positive

integer. In Art. 80, write P=¢™"; .. P,=-~a"" €7,
P.=a"te*. &c. ‘Therefore.
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/ e dz=¢€"" (' +a?. na"!
+a . n.n—1.2"7 4 a0,

When 2 becomes infinite, 2%¢ =" has the limiting valun
zero, by evaluation according to the methods of the Diffe-
rential Calculus;

oo
A; e dr=a-"+"1.2.9...n. Whena=1,
LY

(-]
/; eTde=1.2.%..n=5(n+1)

by the last article; T(2)=1: r(N=1.2; r{4)=1.2.3, &,
8 p=(r(p+ D~
o
178. To investiqate [; e " dx, when n is not an
integer. Changing & into aa in the equation

v oo
/0 & ‘e "dr=r(n), we have

for all positive values of ».  Integrating by parts,
fe“'.r"(lz =™ 4 n fc"":v'"fl.f.

Taking this between limits z =+ and £ =10, we have
F{n+ 1) = nTn for all finite positire values of n. Kimilarly,
a4 2=+ )T+, Tin+d=n+2)T(n+2) &e.

174. The first Fulerian intearal.  In (a) Art. 173, write
v+g forn, and 1 +yfora. Then
Tirtg
(or gt
Multiplying by y*'dy, and integrating between limits

» and 0,

.
/ arte-le=li+nr g =
0
.
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2
[ 4
L ] oo
f zrti-lyr-le-U+Msdyda
13 o 0

oo yv-’ dy
o (L+y)re
The multiple integral may be integrated first with respect
w0 y, considering @ constant (Art. 117). The resulting

integral is similar to that of (a) Art. 178. Hence, the
multiple integral becomes

=T(p+ 9)‘

vqu s X-5]
Le-rgppra-ldr =r / =rar-lde =Tgq.Tp.
(" 7 [, g.Tp

Whence from the proceding equation,
Tp.Tg _ / © yi~ldy
F(p+q) Jo (+yr

The integral is called tho first Eulerian integral, and is
designated by the symbol (plg), by Cournot. The pre-
ceding formula is the fundamental relation between the two
Kulorian integrals, It is evident from it that

(rle) = (¢!p).

175. Ultimate ratios of Eulerian integrals. In the first Eu-

=(plg):

lorian integral put 1 + y = €”. Then, when y=0, z =0;
and when y = o, ¥ = ®: so that the limits of the integral

are not changed. Also, dy =;—) e*dz, and the integral

becomes
b : £
/\ w(eP_ ])v—l e)'([: ) (ew___ ])q—l'{:
Jo Sipew JO Sie=n
pre’ peEe

.
=”_'./<; T —e ))rerdn,

All tho steps by which this result is obtained hold when
p is indefinitely increased. Then the quantity in the {}

may bo put in the form %. and by cvaluation by differentia-
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tion becomes z. Hence, when p is indefinitely increased,
the first Eulerian integral

-3 _ Tq

- et dr = =

(2 ¢) becomes p ‘/; €' d s

Thercfore, substituting in the last article for (p1g).

_tr _1 Ipt9_ .
r(p+g9) p* rp

when p is indefinitely increased.

If in the last result we put for ¢, successively, 1 + n and
1 — n, and multiply together the results so obtained, we have
_T(p+1+4+n).T(p+1—mn)

prrer
_Fip+l4+a).I(p+1—n)
(rip+ HIf

(Art. 178), when p is indefinitely incrensed.

1

176. Multiplying together a series of tho oquations at the
ond of Art. 173, p + 1 in number, and omitting common
factors,

Fiatp+ )
I'n)

rp+1=m),

Tl —mn)

n.n+l.24+2.04p. =
o len  2=n . 8—n ... p—n. =
writing 1 — n for n, and p — 1 for p. Multiplying together

these two equations, we have

11_“1 . 2’—”’ . 3'-—“’ ...l)"---"z
_Tp+n+Nrip—n+1)
- nrnfl(l —mn)

n? n* n’ n'
I-T' . l-'.fa . ‘—5—‘ R
=l‘(p+n+l)l‘4p—n+l) 1
.28 ... p nE{n)T(l—n)
_T(p+at1).T(p=n+l) 1

rip+np "R (n)T(1—n)
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By Art. 175 the first fraction on the second side of
this equation converges to the valua 1, as p is indefinitely
increased ;

nt n? n? 1
ol e L s ad i, ——ee——
! 1# ! 2% ! 8¢ ad inf al(n)T(1 —n)
8in Ny 1 L4
ar At (I—n) r‘(”)r(lm”)_'sinmr'

Hence when n = §,

TP = T(})=s c./(:mﬂc"da.

Also, writing 1{ for =, r(:;) I’(n : 1) = '".

er r(‘l‘r(n—-Q) ”
w oo vi) n =T

sin

. . . . . . . N . . . « .

n — | n—1 1 4
——- for n, l‘( T
"

n n . =1
sin - ”

n

Multiplying (n - !) of theso equations together, and re-
n~1

Qo
membering that 8in— . 8in=— ... sin = —— WO
n n

2'

QUTCReEn) ers

oo
From /; Ve dr =t we easily find
.

have

o
/0' eX'dx = } =}, putting x*=a.

177. To investigate [ " de e cosra. Tutegrating by
parts,
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1 r
dz e~ cosra=— a €S re — . ﬁ* sin rada

.
. 1 . r
fdwe‘“smrz-.:—- ;r‘“ sinrz + — fq‘“ cosredz;

acosra — reinra
2y /:lwe 008 rY = — " —_—
. a® 4 r

[tge sinps = — o 20IE o2
N a +r

These integrals are to be taken botween limits # = o and
x = (. When a is positive and not zero, € is zero at thoe
former limit, at whic‘;lo also the fractions on the second sides
of these equations are finite if @ and » be not zerv, since
sines and cosines are finite by their definition. Again, when
x has the limit 0, €™ =1 if a be finite; the numerators
of the fractions become a and r respectively, if a and r bo
finite. Hence

=]
f dze™ cosra =
Jo

a
—
a' 4 rt’

b —lr ot r
‘/; dx e sinry = TEa (1.)

178. Sine and cosine of an infinite angle. 1f, in defiance
of the restrictions with respect to @ and », by which thesa
results are obtained, we put a = 0, v remaining finite, and
assume that ¢ “ =1, for all values of z between its
limits, the results apparently becorme

® » . 1 ,
f decosrz=10; [ desing = - ......(2)
0 JO r

whence, since

sinrz . cosra
/dzcosrx: , [dzsinre =e— ——
.

r r '

it wounld follow that cos » = f and sin x = 0.

But it is essential to the evaluation of the original definite
integral that as = », when z =« ; a condition which re-
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quires an arbitrary relation between # aund a if the latter
have the limit 0. Moreover, the supposed values of cos
and sin o violate the relation sin® 4 cos® = 1, which is part
of the very definition of ‘‘sine” and * cosine.”

The antecedent objection to assigning a definite value to
the sine or cosine of an infinite angle is perfectly insuper-
able; for, however great a number of times the rasieus
describing the angle revolve, the sine and cosine will vary
from 1 to — 1 in the course of each revolution.

The correct statement to be substituted for equations (2)
appears to be, that the original definite integrals of €~ cosrz

and e sinra, approach the limits O and ;respectively,

when a approaches the limit 0, » remaining finite.

Since equations (1) are true for all finite positive values
of a and r, let »* =na where n is any arbitiry number.
Then, the first equation of (1) becomes

v oo
/ dz e cos (na)z =
JO

“+n
If it were allowuble to put @ =0, we should have in strict
analogy with (%), ‘/0 “dz = ;l‘ o= }‘, any finite arbi-
trary quantity, — a result which obviously contradicts the

fundamental principles of the Integral Calculus.

179. To investigate /0' Z dre cos’z. By integration
hy parts twice, it is ea;ily found that
2wsinz — acosz Qe
a'+ 4 a(a* 4+ 4)
When @ = o, €™ is zero for all positive values of a mot
zero, and therefore the second side of the preceding equa-
tion vanishes. When & = 0, the same side becomes
a 2 .
& +4 a(a'+4)

. ® - a'+2
..ﬁ € eoo’odc-“(a‘.*‘)-

/J.t € cos’z = € cos %
.
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180. Differentiation of definite integrals. The ditferential
coefficient with respect to ¢ of a definite integral

a ( !
/; flr e)dz,

is found by differentiating under the / the function f(z. c).
Let F be the integral, and 3F its increment, due to an
increment d¢ of ¢; and let 3f(2, ¢) be the corresponding
increment of f(z, ¢).

3f=ﬂaf(z,c4~ Bc)dr—‘ﬁaj(x,c)dz

=‘/l:a{f(.v, ¢+ 8c)—fix o)} da,

L =/ma_f*f'—f-)d and t!-[= @d/tz. o) dr
¢ o

> CA A

(
b 3c o de ~ Ju de

when 3¢ has the limit zero.

@w
181. To investigate / dze=**"cos2cx. The prin-

J o
ciple of the last article is remarkably illustrated by this
integral. Calling it F,

dF ‘1o o
e S — e REZ vevans 1
de ‘/0 dz2zx sinQcx )

(-] LR -
=, (a" .e— 1 gin Qc.z')—QCa"’/o da ="+ cos 2z,

integrating by parts. The quantity in tho bracket disappears
when taken between the assigned limits, for all fiuite values
of ¢, a not being zero;

. i’:=-- Qeca™F; .. ~d—l: = 2ca™?.de.
de 4

Integrating, log, ¥ =—c’a™" + a constant, or F=C e—*«,

fiquation (1) and all that follow from it are true for all finite

ues of c, positive or negative. Therefore, if in the last
equation, ¢ baving the limiting value 0, we have
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-] 1 o
C=/ d:cr""::—-—f g tetdz,
0 2aJo
4
putting a’z' = z. Hence, by Art. 176, ¢ = %‘: ;
f ® dzetrcosQem = = et
0 2a

This integral is duc to Laplacc:—Meémoires de Ulnstitut,
1810.



APPENDIX.

DEMONSTRATION OF TAYLOR'S THEOREM.

Ler any function (f) of a single variable und its suc-
cessive differentinl coefficients (7, f”, &c.) be finite and
continuous for all values of the variable from a to a + A.
In the expression

vt

, ot e ”
Saty—fa—fa.x—f aggT - :ikﬁﬂ—:—ml -R Ot A,
let R be such a finite quantity, not involving =2, that when
€ =h the expression = 0. It is also zero when x =0,
But a function which is zero for two different values of its
variable cannot be always incressing nor always decreasing
in the interval. leuce there is some value (z,) of 2 be-
tween O and &, for which tho differential coeflicient of (1)
(1. ¢. its rate of increasc) is zero; or,

2 at
@t -sa=faz—f"a x’lii o= B gy e @

is zero when € =&,; (2) is zerv alsv wheu = s 0. There-
fore, as before, there is a value of z between @, and 0,
for which the differentinl coefficient of (2) is zero. Con.
tinuing the process to n diffcrentiations, we have, finally,
f*(a + £) — R=0, when & has some value between 0 and k.
Let this value be 6k where § is & proper fraction. Then
Roxf*(a + 6A). Substituting this value of R in (1),and
putting (1) = 0 when z = A,

’.D
1.2..n

which is Lagrange's Theorem on the Limits of Taylor's
Theorem.

h‘l
Sla+h)y=flai+f'a.h+f"a T 4ot a4 bh)

L
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If the last term of this series become zero when n is
sufficiently large,

o

S(@+h)y=fa+fa.h+f'a. 1’}‘7 + ... to convergence,
which is Taylor's Theorem.

This demonstration is a somewhat simplified form of one
orig'mall&published by the Author, in the *Cambridge and
Dublin Mathematical Journal,” vol. vi., p. 80, and reprinted
in his ‘ Manual of the Differential Calculus,” Art. 54.

2. TAYLOR'S THEOREM DEMONSTRATED BY INTEGRATION,

. By successive integration by parts,
ﬁ‘(a+ h—z)dz=2f (a+h—2) +/:f”(a +h—2)dz

? a2
=ef(ath=2) s 7@ th=2) + [ 5@ +h—z)dz
= &e.
B . £ L _
=S @A=L A=)+ etk

L 'n - -

Take this result between z=h and z=0. The first side
of tho equation becomes, by Art. 890, (IIL), f(a + &)~ fa.
Then, transferring fa to the second side of the equation
taken between limits,

Jfla+h)=fa+fah +f”a.{-'j—2+...

A .
T Jo T a1/ @A —ad=

which expresses the remainder of Taylor's series by a definite
integral.
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