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In the beginning...

...there were two files

- Can we dramatically improve natural language understanding (which is 
generally considered really hard) just using Wikipedia and Wikidata?



Deep Learning has shown 
great potential

Source

Computers already 
perform as well as or 
better than humans in 
some specific image 
recognition tests

https://medium.com/mmc-writes/the-fourth-industrial-revolution-a-primer-on-artificial-intelligence-ai-ff5e7fffcae1


Natural 
language 
understanding 
remains a real 
challenge, 
though



Most NLU/ 
NLP work  
focuses on 
the text and 
on having a 
lot of it



Why is NLP so hard?
● Knowledge of the world is needed in order to understand natural language
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● Seems closer to how 
humans understand and 
interact

● When you mention 
Angela Merkel, my 
internal representation 
of Q567 lights up…

● We believe Wikidata is a 
key component in 
unlocking better natural 
language 
understanding

Alternative: 
Understand 
text in the 
context of 
existing 
knowledge
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By Elza Fiùza Agência Brasil 

http://agenciabrasil.ebc.com.br/politica/foto/2015-08/dilma-recebe-chanceler-da-alemanha-no-palacio-do-planalto


How? Wikidata -> better NLP
Parse Wiki files and 

extract gold 
annotations 

Generate silver 
annotations

Supervised 
learning on 
silver data

Reinforcement 
learning with 
plausibility

Train 
plausibility 

model
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Parse and process Wiki files
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Train parser with silver ann.
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Parse Wiki files and 

extract gold 
annotations 
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model

Use supervised 
learning to build a 
plausibility model by 
training it on existing 
Wikidata knowledge.



Plausibility Model
Two inputs:

1. List of all known facts about a given item 
2. One additional fact

Given all the know facts about an item, how 
plausible is it that the one additional fact is also 
true for that same item. 

Train model by masking known facts from 
existing items.
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Reinforcement learning FTW
● Use reinforcement learning to fine-tune the Wikipedia parser.

○ The trained plausibility model serves as a reward function.

● Can we learn to predict true facts that are not already in Wikidata?
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Done Started Started Started ...



Thanks
Questions? 


