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## CHAPTER 1

## INTRODUCTION

Let $\left\{X_{n}\right\}_{n=1}^{\infty}$ be a sequence of independent, identically distributed (i, i, d.) random variables having a finite mean $\mu$ and a finite positive variance $\sigma^{2}$. For any positive constant $Q$, the stopping time $N(c)$, defined by

$$
\begin{aligned}
& N(o)=\text { least } n \geq 1 \text { such that }\left|\sum_{1}^{n} X_{i}\right|>\cos \sqrt{n} \\
& \quad \text { or }+\infty \text { if no such } n \text { exists, }
\end{aligned}
$$

is finite with probability one by the law of the iterated logarithm. An optional stopping time of this form played a central role in a controversy over the evaluation of ESP experiments in the late 1930's. Card-guessing experiments were conducted and were assumed to be independent Bernoulli trials with probability $1 / 5$ of a correct guess. Experimenters felt that a large "critical ratio"--the deviation between the observed number of correct guesses and the expected number of correct guesses divided by the standard deviation--would indicate the presence of ESP.

However, it was noted that the performance of a subject tended to decline after a long period and sometimes experimenters, rather than specifying in advance the length of a run, would terminate it when conditions seemed to warrant such a move. That the effect of optional stopping had to be considered in the calculation of various probabili-
ties was pointed out by several critics. In particular, Feller [8] demonstrated that the normal approximation for the probability of occurrence of a given critical ratio could not be used. Further, citing the law of the iterated logarithm, he remarked that with probability one any given critical ratio could be attained infinitely often and, hence, stopping at critical points could certainly give biased results. ${ }^{1}$

More generally, for any sequence $\left\{X_{n}\right\}$ of 1 . 1. $d$. random variables with mean zero and variance $\sigma^{2}, \sum_{1}^{n} X_{i} / \sigma \sqrt{n}$ may be regarded as a "critical ratio." In this case $N(0)$ defined above is just the number of trials that must be conducted to achieve a critical ratio that is greater than 0 or less than -0 . A natural question then is just how long must one wait to attain a desired critical ratio.

Several people have studied the expected value of the stopping time $N(0)$ for sequences of random variables with zero mean. One of the earliest papers was by Blackwell and Freedman [2] in which they studied coin-tossing random variables. Later, Chow, Robbins, and Teicher [4] proved that for all 1. 1. d. sequences with zero mean, $\operatorname{EN}(0)=+\infty$ for all $0 \geq 1$.

To study the case of sequences with nonzero mean, $\mu$ will be regarded as a translation parameter. In other words, if $\left\{X_{n}\right\}$ is a fixed sequence with common mean equal to zero, the behavior of the stopping time $N(0)$ defined with respect to the sequence $\left\{X_{n}(\mu)\right\}$,
${ }^{1}$ Feller [8, p. 288] gives a hint of his future important work on the law of the iterated logarithm when he states that "we are here concerned with a trivial special case of deep and interesting problems to which a considerable part of the modern theory of probability is devoted."
$X_{n}(\mu)=X_{n}+\mu$, is analyzed. In particular, for $0 \geq 1$, $I$ am able to obtain bounds for $E N(0)$ in terms of the mean $\mu$ and thus obtain information on the way in which $E N(0)$ diverges to infinity as $\mu \rightarrow 0$. This problem has been studied by Woodroofe [16]. For sequences with $E\left|\left(X_{1}-\mu\right) \sigma^{-1}\right|^{4 \theta}<\infty$ for some $\theta>1$, he proved the existence of positive constants $b_{1}, b_{2}, \gamma_{1}, \gamma_{2}$ with $0<\gamma_{1}<\gamma_{2}<1$ such that

$$
b_{1}|\mu|^{-\left(1+\gamma_{1}\right)} \leq E N(0) \leq b_{2}|\mu|^{-\left(1+\gamma_{2}\right)}
$$

for all sufficiently small values of $\mu$. Here, the constants $\gamma_{1}$ and $\gamma_{2}$ depend on the common distribution of the sequence $\left\{X_{n}\right\}$. In this paper, the exponents of $|\mu|$ above are replaced by expressions involving a single constant which is independent of the distribution of the given sequence; however, a finite moment generating function must be assumed. Since $H(0)<\infty$ almost surely, $E H(0)=\sum_{0}^{\infty} P[N(0)>n]$ and, so, in order to obtain bounds for $E N(0)$ one is led to consider the behavior of the probabilities $P[N(c)>n]$ for large $n$. Breiman [3] determined the asymptotic behavior of these tail probabilities for a slightly different stopping time $N^{*}(c)$ defined by

$$
\begin{aligned}
& N^{*}(0)=\text { least } n \geq 1 \text { such that }\left|\sum_{1}^{n} X_{i}\right| \geq \operatorname{co\sqrt {n}} \\
& \\
& \text { or }+\infty \text { if no such } n \text { exists. }
\end{aligned}
$$

For ease of reference, his conclusions are presented here as

Theorem 1.1. Let $\left\{x_{n}\right\}_{n=1}^{\infty}$ be a sequence of 1. 1. d. random variablea with common mean zero, finite, positive variance $\sigma^{2}$, and $E\left|X_{1}\right|^{3}<\infty$. If, for any positive $0, N^{*}(0)$ is the stopping time defined above, then either there exists an integer $n$ such that $P\left[N^{*}(0)>n\right]=0$ or there
exist positive numbers $\beta(c)$ and $\alpha=\alpha(c)$ such that $P\left[N^{*}(c)>n\right] \sim$ $\alpha n^{-\beta(0)}$ as $n \rightarrow \infty .^{2}$

It is important to note that although a depends on the common distribution of the sequence, $B(0)$ is a constant that is the same for all sequences satisfying the stated conditions. In fact, $-\beta(c)$ is the largest zero of the confluent hypergeometric function $M\left(\lambda, \frac{1}{2}, c^{2} / 2\right)$ regarded as a function of the real variable $\lambda$. The definition of $M(a, b, x)$ and some properties of $\beta$ as a function of $a$ that will be useful are included in the Appendix.

The bounds obtained in this paper for $E N(0)$ are dependent upon the parameter $B(0)$. Specifically, we show for certain sequences $\left\{X_{n}\right\}$ that for $\varepsilon>0$ and $c>1$, there exist positive constants $A$ and $B$, Independent of $\mu$, such that

$$
A|\mu|^{-2[1-B(0)]+\varepsilon} \leq E N(0) \leq B|\mu|^{-2[1-B(0)]-\varepsilon}
$$

for all sufficiently small values of $\mu$. The upper bound remains valid for $c=1$

Breiman determined the constant $B(c)$ first by considering a stopping time similar to $N^{*}(c)$ but defined on a normalized Brownian motion process. If $\left\{W_{\mu}(t), t \geq 0\right\}$ is a Brownian motion process with drift $\mu$, then the stopping time $T_{\mu}(0)$ is defined by

$$
T_{\mu}(c)=\operatorname{lnf}\left\{t:\left|W_{\mu}(t)\right|>c \sqrt{t+1}\right\}
$$

Shepp [13] proved that $E T_{0}(0)=+\infty$ if $c \geq 1$ and $E T_{0}(0)<\infty$ if $0<1$. Applying Breiman's results, I am able to show that there exist positive
${ }^{2}$ Breiman states his results for a one-sided stopping time but, In fact, his proof is for the two-sided time $N^{*}(0)$ defined here.
constants $C$ and $D$ such that as $\mu \rightarrow 0$,

$$
\begin{array}{ll}
E T_{\mu}(c) \sim C_{\mu}^{-2[1-\beta(c)]} & c>1 \\
E T_{\mu}(1) \sim D \log _{\mu^{-2}} & c=1 \\
E T_{\mu}(c) \rightarrow E T_{0}(c) & c<1
\end{array}
$$

We remark that these relations hold even for $\mu<0$; in the first case, we simply regard $\mu^{-2[1-\beta(c)]}$ as $\left(\mu^{-2}\right)^{1-\beta(c)}$.

The above results for Brownian motion are not hard to obtain and are presented first in Chapter 2. In considering sequences of random variables, the general methods used are based on the case for which the sequence has a common normal distribution. For this reason and, also, since slightly sharper bounds may be obtained (i.e., bounds hold for $\varepsilon=0$ ), this case is considered separately in Chapter 3.

In order to obtain the desired bounds for $\operatorname{EN}(c)=\int_{0}^{\infty} P[N(c)>n]$,
it is necessary to obtain bounds on the tall probabilities which hold uniformly for sufficiently small $\mu$. In other words, the dependence of the constant $\alpha$ in Theorem 1.1 on the distribution of the sequence must be eliminated. This is done in Chapter 4 , where a correction to the proof of Breiman's theorem is given and the appropriate generalization is made.

Chapter 5 concerns sequences of random variables which have a continuous distribution function and for which the moment generating function exists. The desired bounds for $E N(0)$ are obtained. Finally, In Chapter 6, extensions to more general cases are presented.

## CHAPTER 2

## BROWNIAN MOTION

Let us suppose that $\{W(t), t \geq 0\}$ is a Brownian motion process defined on the probability space ( $\Omega, \mathcal{F}, P$ ). When necessary, we write $W(t, \omega)$ for $W(t)$. We shall assume that this process is normalized; 1.e., $E W(t)=0, \operatorname{VarW}(t)=t$, and $W(0) \equiv 0$. In addition, we shall have occasion to use the notation $P^{x}$ and $E^{x}$ when dealing with probabilities and the associated expectations for a Brownian motion process that begins at the point $x[1 . e ., W(0) \equiv x]$. We note that $P \equiv P^{0}$ and that $P^{x}[W(t) \in B]=P[W(t) \in B-x]$ for any Borel set $B \subset R^{1}$.

Now, for $\mu \neq 0$, we wish to consider the process $\{W(t)+\mu t$, $t \geq 0\}$, a Brownian motion with drift $\mu$. For convenience, we write $W(t)+\mu t=W_{\mu}(t)$ for all $t \geq 0$. For any positive number $c$, we define the stopping time $T=T_{\mu}(c)$ for the Brownian motion with drift $\mu$ by

$$
T=T_{\mu}(c)=\operatorname{lnf}\left\{t:\left|W_{\mu}(t)\right| \geq c \sqrt{t+1}\right\}
$$

The same stopping time defined for normalized Brownian motion (i.e., $\mu=0$ ) will be denoted by $T_{0}=T_{0}(c)$. In this chapter we determine the asymptotic behavior of $E T_{\mu}(c)$ as $\mu \rightarrow 0$.

Lemma 2.1. The distribution of the stopping time $T_{0}$ is absolutely continuous.

Proot. To show that $F(t)=P\left(T_{0} \leq t\right)$ is absolutely continuous, it suffices to show that for some constant $K, P\left(t<T_{0} \leq t+h\right) \leq K h$ for all
$t \geq 0$ and $h>0$. By the symmetry of Brownian motion, it is clear that
(1)

$$
P\left(t<T_{0} \leq t+h\right)=2 P\left[t<T_{0} \leq t+h, W\left(T_{0}\right)>0\right] .
$$

Now, let us denote the first hitting time of the level $a$ by $S_{a} ; 1 . e .$, $S_{a}=\inf \{s: W(s)=a\}$. It is well known (e.g., $\left[9\right.$, p. 174]) that $S_{1}$ has density $g$ where

$$
g(s)=\frac{1}{\sqrt{2 \pi s^{3}}} \exp \left(-\frac{1}{2 s}\right), s>0
$$

A change of scale shows that $S_{a}$ has the same distribution as $a^{2} S_{1}$. Thus, in particular, for $a=c \sqrt{t+1}$, it follows from (1) that

$$
\begin{aligned}
P\left(t<T_{0} \leq t+h\right) & \leq 2 P\left(t<S_{a \sqrt{t+1}} \leq t+h\right) \\
& =2 \int_{t\left[c^{2}(t+1)\right]^{-1}}^{(t+h)\left[o^{2}(t+1)\right]^{-1}} \frac{1}{\sqrt{2 \pi s^{3}}} \exp \left(-\frac{1}{2 s}\right) d s \\
& \leq \frac{2 M}{a^{2}} h
\end{aligned}
$$

where $M$ is a bound for $g$.

It follows then that the random variable $T_{0}$ has a density which we will denote by $f_{0}$. We now show that the stopping time $T$ also has a density and we obtain a relation between its density and $f_{0}$.

Lemma 2.2. For any $t>0$ and $h>0$

$$
P(t<T \leq t+h)=\exp \left(-\frac{\mu^{2}(t+h)}{2}\right) \int_{\left\{t<T_{0} \leq t+h\right\}} e^{\mu W(t+h)} d P .
$$

Proof. We make use of the function space representation. For fixed $t>0$ and $h>0$, we consider the space $C[0, t+h]$ of continuous functions on the interval $[0, t+h]$. $P_{0}$ will denote the Wiener measure on
$C[0, t+h] ; 1 . e ., P_{0}$ is the unique measure such that

$$
\begin{aligned}
P_{0}[x(\cdot): & \left.x\left(t_{1}\right) \in B_{1}, \ldots, x\left(t_{n}\right) \in B_{n}\right] \\
& =P\left[W\left(t_{1}\right) \in B_{1}, \ldots, W\left(t_{n}\right) \in B_{n}\right]
\end{aligned}
$$

for $0 \leq t_{1}<t_{2}<\ldots<t_{n} \leq t+h$ and for Borel sets $B_{i} \subset R^{1}$, $i=1, \ldots, n, n \geq 1$. Similarly, we denote by $P_{\mu}$ the measure induced on $C[0, t+h]$ by $\left\{W_{\mu}(8), 0 \leq 8 \leq t+h\right\}$. Shepp [12, p. 348] has shown that $P_{\mu}$ is absolutely continuous with respect to $P_{0}$ with Radon $-N 1$ kodym derivative $d P_{\mu} / d P_{0}=\exp \left(-\frac{\mu^{2}(t+h)}{2}+\mu x(t+h)\right) ;$ 1.e., for any $A \subset C[0, t+h]$,

$$
\begin{equation*}
P_{\mu}(A)=\exp \left(-\frac{\mu^{2}(t+h)}{2}\right) \int_{A} e^{\mu x(t+h)} d P_{0}(x) \tag{2}
\end{equation*}
$$

Now, in particular, we let $A$ be the set in $C[0, t+h]$ defined by

$$
\begin{aligned}
& \{x(\cdot):|x(s)|<a \sqrt{s+1}, 0 \leq s \leq t ; \\
& \quad|x(s)| \geq c \sqrt{s+1} \text { for some } s \in(t, t+h]\}
\end{aligned}
$$

Then it is clear that $P_{\mu}(A)=P(t<T \leq t+h)$ and

$$
\int_{\left\{t<T_{0} \leq t+h\right\}} e^{\mu W(t+h)} d P=\int_{A} e^{\mu x(t+h)} d P_{0}(x) .
$$

These equalities together with (2) yleld the desired result.

Lemma 2.3. The stopping time $T$ has a density function $f_{\mu}$. Further, if $f_{0}$ is the density function of $T_{0}$, then for almost every ( $a_{0}, e_{0}$ ) $t>0$

$$
\begin{equation*}
f_{\mu}(t)=\exp \left(-\frac{\mu^{2} t}{2}\right) \cosh (\mu c \sqrt{t+1}) f_{0}(t) \tag{3}
\end{equation*}
$$

Proof. As in Lemma 2.1, for $t>0$ and $h>0$ we consider $P(t<T \leq t+h)$. Writing $D=\left\{t<T_{0}<t+h\right\}$, we see by the previous lemma that




$$
\begin{equation*}
P(t<T \leq t+h)=\exp \left(-\frac{\mu^{2}(t+h)}{2}\right) \int_{D} e^{\mu W(t+h)} d P \tag{4}
\end{equation*}
$$

We write the integral above as $E\left(I_{D} e^{\mu W(t+h)}\right)$ where $I_{D}$ denotes the indicator function of the set $D$ ．

Next，we define the random variable $S=t+h-T_{0}$ and note that on the set $D, 0 \leq S<h$ ．Clearly，$S$ is $T_{0}$ ）－measurable where $\mathcal{F}\left(T_{0}\right)$ is the $\sigma$－algebra consisting of the sets $\Lambda$ such that $\Lambda \cap\left\{T_{0} \leq t\right\} \in \sigma[W(s), s \leq t]$ for all $t \geq 0$ ．It follows from the strong Markov property that

$$
E\left(I_{D} e^{\mu W\left(S+T_{0}\right)} \mid ⿱ 䒑 䶹\left(T_{0}\right)\right)(\omega)=I_{D}(\omega) E^{W\left[T_{0}(\omega), \omega\right]}\left(e^{\mu W\left[S(\omega), \omega^{\prime}\right]}\right)
$$

Using the properties of Brownian motion，we obtain

$$
\begin{aligned}
E^{W\left(T_{0}\right)}\left(e^{\mu W\left(S, \omega^{\prime}\right)}\right) & =E\left\{\exp \left(\mu\left[W\left(S, \omega^{\prime}\right)+W\left(T_{0}\right)\right]\right)\right\} \\
& =\exp \left(\mu W\left(T_{0}\right)+\frac{\mu^{2} S}{2}\right)
\end{aligned}
$$

Thus，

$$
\begin{aligned}
E\left(I_{D} e^{\mu W(t+h)}\right) & =E\left(E\left[I_{D} e^{\mu W\left(S+T_{0}\right)} \mid \tilde{F}\left(T_{0}\right)\right]\right) \\
& =E\left(I_{D} \exp \left[\mu W\left(T_{0}\right)+\frac{\mu^{2} S}{2}\right]\right)
\end{aligned}
$$

By the symmetry of Brownian motion，this last expectation is equal to

$$
\int_{t}^{t+h} \cosh (\mu c \sqrt{s+1}) \exp \left(\frac{\mu^{2}(t+h-8)}{2}\right) f_{0}(8) d s
$$

Combining this and（4），we find that

$$
\begin{equation*}
P(t<T \leq t+h)=\int_{t}^{t+h} \cosh (\mu \sigma \sqrt{8+1}) \exp \left(-\frac{\mu^{2} s}{2}\right) f_{0}(s) d s \tag{5}
\end{equation*}
$$

Since this is true for all $t>0$ and $h>0$ ，it follows immediately that
the distribution function of $T$ is absolutely continuous and that the density $f_{\mu}$ is given by (3) for a. e. $t>0$.

Before proceeding to the main theorem, it is necessary to make one final remark. Breiman [3] studied the stopping time

$$
T^{*}=T^{*}(c)=\inf \{t \geq 1:|W(t)| \geq c \sqrt{t}\}
$$

and proved that $P\left[T^{*}>t \mid W(1)=0\right] \sim \alpha t^{-B(c)}$ as $t \rightarrow \infty$. Using the definition of $T^{*}$ and the Markov property, we find that

$$
\begin{aligned}
P\left[T^{*}>t \mid W(1)\right] & =P[|W(s+1)|<c \sqrt{s+1}, 0 \leq s \leq t-1 \mid W(1)] \\
& =P^{W(1)}[|W(s)|<c \sqrt{s+1}, 0 \leq s \leq t-1]
\end{aligned}
$$

Thus, $P\left[T^{*}>t \mid W(1)=0\right]=P[|W(s)|<\sqrt{s+1}, 0 \leq s \leq t-1]=$ $P\left(T_{0}>t-1\right)$ by the definition of $T_{0}$; consequently, $P\left(T_{0}>t\right) \sim \alpha t^{-\beta(c)}$ as $t \rightarrow \infty$.

We show in the Appendix that as a function of $\alpha, \beta$ is strictly decreasing and continuous on $[1,+\infty)$ and that $\beta(1)=1$. Hence, for all $c>1$, we see that $\beta(c)<1$. Also, we remark that $\beta(c)>1$ for $c<1$.

Theorem 2.1. If $\left\{W_{\mu}(t), t \geq 0\right\}$ is a Brownian motion process with drift $\mu$ and if we define for any positive c the stopping time $T(c)$ by

$$
T(c)=\operatorname{lnf}\left\{t:\left|W_{\mu}(t)\right| \geq c \sqrt{t+1}\right\}
$$

then for each $C>1$ there exists a positive constant $C$, independent of $\mu$, such that $E T(c) \sim C_{\mu}{ }^{-2[1-\beta(c)]}$ as $\mu \rightarrow 0$. For $c=1$, there exists a positive constant $D$, independent of $\mu$, such that $E T(1) \sim D \log \mu^{-2}$. For $c<1, \lim _{\mu \rightarrow 0} E T(c)=E T_{0}(c)$.

Proof. We define the stopping time $T_{0}(c)$ on the normalized Brownian
motion process $\{W(t), t \geq 0\}$ as before. Again, $f_{\mu}$ and $f_{0}$ will denote the densities of $T(c)$ and $T_{0}(c)$ respectively. First, we fix $c>1$ and we write $T, T_{0}$, and $B$ for $T(c), T_{0}(c)$, and $B(c)$ respectively.

It follows from Lemma 2.3 that

$$
E T=\int_{0}^{\infty} t \exp \left(-\frac{\mu^{2} t}{2}\right) \cosh (\mu \sigma \sqrt{t+1}) f_{0}(t) d t
$$

We integrate by parts and perform the change of variable $s=\mu^{2} t$ to obtain

$$
\begin{equation*}
E T=\mu^{-2(1-\beta)} \int_{0}^{\infty} P\left(T_{0}>s \mu^{-2}\right)\left(s \mu^{-2}\right)^{\beta} \exp \left(-\frac{s}{2}\right) s^{-\beta} v_{\mu}(s) d s \tag{6}
\end{equation*}
$$

where $v_{\mu}(s)=\cosh \left(o \sqrt{8+\mu^{2}}\right)-\frac{s}{2} \cosh \left(c \sqrt{8+\mu^{2}}\right)+\frac{08}{2 \sqrt{8+\mu^{2}}} \sinh \left(c \sqrt{8+\mu^{2}}\right)$.
Hence, it remains to show that the limit as $\mu \rightarrow 0$ of the integral in (6) is a finite positive constant.

As noted previously, $P\left(T_{0}>t\right) \sim \alpha t^{-\beta}$ as $t \rightarrow \infty$; it follows that the above integrand converges for all $s>0$ to $\alpha \exp \left(-\frac{s}{2}\right) s^{-\beta} v_{0}(s)$ as $\mu \rightarrow 0$. Further, there is a $t_{1}>0$ such that for all $t \geq t_{1}$, $t^{\beta} P\left(T_{0}>t\right)<\alpha+1$. Hence, for all $\mu \neq 0$ and all $s>0$,

$$
\left(s \mu^{-2}\right)^{\beta} P\left(T_{0}>s \mu^{-2}\right) \leq\left\{\begin{array}{ll}
\alpha+1 & s \mu^{-2} \geq t_{1} \\
t_{1}^{\beta} & s \mu^{-2}<t_{1}
\end{array} .\right.
$$

Thus, for all $\mu \neq 0$,
$\left|\left(s \mu^{-2}\right)^{\beta} P\left(T_{0}>s \mu^{-2}\right) \exp \left(-\frac{s}{2}\right) s^{-\beta} v_{\mu}(s)\right| \leq\left(\alpha+1+t_{1}{ }^{\beta}\right) \exp \left(-\frac{s}{2}\right) s^{-\beta}\left|v_{\mu}(s)\right|$.
We wish to apply the dominated convergence theorem as $\mu \rightarrow 0$ and, so, it suffices to bound $\left|v_{\mu}(s)\right|$ in a neighborhood of zero, say for $|\mu|<1$. For such $\mu$,

$$
\left|v_{\mu}(s)\right| \leq \cosh (c \sqrt{8+1})+\frac{8}{2} \cosh (a \sqrt{8+1})+a \sqrt{3} \sinh (c \sqrt{8+1})
$$

Letting the right side above equal $w(s)$, it follows from the fact that $B<1$ that $\int_{0}^{\infty} \exp \left(-\frac{s}{2}\right) s^{-\beta} \omega(s) d s<\infty$. Thus, by the dominated convergence theorem,

$$
\begin{equation*}
\lim _{\mu \rightarrow 0} \mu^{2(1-\beta)} E T=\alpha \int_{0}^{\infty} \exp \left(-\frac{s}{2}\right) s^{-\beta} v_{0}(s) d s \tag{7}
\end{equation*}
$$

The latter integral is finite; in fact, letting $C$ denote the limit in (7), we find from known integral formulas [10, p. 365, \#3.562.1 and \#3.562.2] that

$$
\begin{aligned}
& C=\alpha \exp \left(\frac{a^{2}}{4}\right)\left(\Gamma(2-2 \beta)\left[D_{-2+2 \beta}(-\alpha)+D_{-2+2 \beta}(c)\right]\right. \\
&-\frac{1}{2} \Gamma(4-2 \beta)\left[D_{-4+2 B}(-\alpha)+D_{-4+2 \beta}(c)\right] \\
&\left.+\frac{c}{2} \Gamma(3-2 \beta)\left[D_{-3+2 B}(-c)-D_{-3+2 \beta}(c)\right]\right)
\end{aligned}
$$

where $D_{\lambda}(z)$ denotes the parabolic cylinder function. Therefore, from (7), $E T \sim C \mu^{-2(1-B)}$ as $\mu \rightarrow 0$.

Now, we consider $C=1$. Again, we write $T$ and $T_{0}$ for $T(1)$ and $T_{0}(1)$; since $B(1)=1$, (6) becomes

$$
E T=\int_{0}^{\infty} P\left(T_{0}>s \mu^{-2}\right)\left(s \mu^{-2}\right) \exp \left(-\frac{s}{2}\right) s^{-1} v_{\mu}(s) d s
$$

where $v_{\mu}(s)$ is as above with $c=1$. If we define the functions $w_{1}$ and $w_{2}$ by $w_{1}(s)=\frac{8}{2} \cosh \sqrt{8}$ and $w_{2}(8)=\frac{\sqrt{8}}{2} \sinh \sqrt{8}$, then it follows as before that
$\lim _{\mu \rightarrow 0} \int_{0}^{\infty} P\left(T_{0}>s \mu^{-2}\right)\left(s \mu^{-2}\right) \exp \left(-\frac{8}{2}\right) s^{-1}\left(-\frac{8}{2} \cosh \sqrt{s+\mu^{2}}+\frac{s}{2 \sqrt{s+\mu^{2}}} \sinh \sqrt{s+\mu^{2}}\right) d s$

$$
=\alpha \int_{0}^{\infty} \exp \left(-\frac{s}{2}\right) s^{-1}\left[-w_{1}(s)+w_{2}(s)\right] d s<\infty
$$

Thus,
$\lim _{\mu \rightarrow 0} \frac{E T}{\log \mu^{-2}}=\lim _{\mu \rightarrow 0} \frac{\int_{0}^{\infty} P\left(T_{0}>s \mu^{-2}\right)\left(s \mu^{-2}\right) \exp \left(-\frac{8}{2}\right) s^{-1} \cosh \sqrt{8+\mu^{2}} d s}{\log \mu^{-2}}$.

We denote the integrand in the numerator above by $w_{3}(8)$.
Let $\varepsilon>0$ be given. There exists a $t_{0}>0$ such that for
$t \geq t,\left|t P\left(T_{0}>t\right)-\alpha\right|<\varepsilon$. Also, there exists a $\delta>0$ such that for $|\varepsilon| \leq \delta,\left|\exp \left(-\frac{s}{2}\right)-1\right|<\varepsilon$ and $|\cosh \sqrt{8}-1|<\varepsilon$. For $\mu$ sufficiently small, $\mu^{2} t_{0}<\delta$ and we write

$$
\int_{0}^{\infty} w_{3}(s) d s=\int_{0}^{\mu^{2} t_{0}} w_{3}(s) d s+\int_{\mu^{2} t_{0}}^{\delta} w_{3}(s) d s+\int_{\delta}^{\infty} w_{3}(s) d s ;
$$

we denote these three integrals by $I_{1}, I_{2}$, and $I_{3}$. We note that
$I_{1} \leq t_{0} \cosh \mu \sqrt{t_{0}+1}$ and $I_{3} \leq \delta^{-1}(\alpha+\varepsilon) \int_{0}^{\infty} \exp \left(-\frac{s}{2}\right) \cosh \sqrt{8+\mu^{2}} d s$; by the dominated convergence theorem, this latter bound has a finite limit as $\mu \rightarrow 0$. Hence,

$$
\lim _{\mu \rightarrow 0} \frac{I_{1}+I_{3}}{\log \mu^{-2}}=0 .
$$

We note that
$(\alpha-\varepsilon) \exp \left(-\frac{s}{2}\right) \cosh \mu \sqrt{t_{0}+1} \int_{\mu^{2} t_{0}}^{\delta} s^{-1} d \varepsilon \leq I_{2} \leq(\alpha+\varepsilon) \cosh \sqrt{\delta+\mu^{2}} \int_{\mu^{2} t_{0}}^{\delta} s^{-1} d s$. Thus,

$$
(\alpha-\varepsilon)(1-\varepsilon) \leq \lim _{\mu \rightarrow 0} \frac{I_{2}}{\log \mu^{-2}} \leq(\alpha+\varepsilon)(1+\varepsilon) .
$$

Letting $\varepsilon \rightarrow 0$, we see that $E T(1) \sim \alpha \log \mu^{-2}$ as $\mu \rightarrow 0$.
Finally, we fix $c<1$ and again write $T, T_{0}$, and $\beta$ for $T(c)$, $T_{0}(c)$, and $\beta(c)$, respectively. We seek to show that $\underset{\mu \rightarrow 0}{\lim }\left|E T-E T_{0}\right|=$ 0 . Using the known densities, we note that

$$
\left|E T-E T_{0}\right| \leq \int_{0}^{\infty} t\left|\exp \left(-\frac{\mu^{2} t}{2}\right) \cosh (\mu c \sqrt{t+1})-1\right| f_{0}(t) d t
$$

Clearly, as $\mu \rightarrow 0$, the integrand above converges to zero for each $t$. Also, since $\cosh (\mu \cdot \sqrt{t+1}) \leq \exp (|\mu| c \sqrt{t+1})$, it is not hard to show that for $\mu$ sufficiently small the integrand is bounded by $K t f_{0}(t)$ for some constant $K$, independent of $\mu$ and $t$. Since $E T_{0}(c)<\infty$ for $c<1$, this function is integrable and, therefore, the desired result follows from the dominated convergence theorem.


## CHAPTER 3

## NORMALLY DISTRIBUTED RANDOM VARIABLES

On a probability space ( $\Omega, \mathcal{F}, P$ ), we consider the sequence $\left\{X_{n}\right\}_{n=1}^{\infty}$ of 1. 1. d. random variables, each having a normal distribution with finite mean $\mu$ and finite, positive variance $\sigma^{2}$. As usual, we say that $X_{1}$ has a $N\left(\mu, \sigma^{2}\right)$ distribution. For any positive constant $c$, we define the stopping time $N=N(c)$ by

$$
\begin{aligned}
N=N(c) & =\text { least } n \geq 1 \text { such that }\left|\sum_{1}^{n} X_{i}\right|>\cos \sqrt{n} \\
& \text { or }+\infty \text { if no such } n \text { exists. }
\end{aligned}
$$

It is our goal to obtaln bounds for $E N$ in terms of $\mu$.
We begin with a lemma that is useful here and in later work when we study random variables with more general distributions. Lemma 3.1. For a real parameter $\mu \neq 0$, let $f_{\mu}(x)=e^{-\alpha x+\gamma \sqrt{x}} x^{-\beta}$ where $\alpha=\alpha(\mu)>0$ and $\gamma=\gamma(\mu)$ are such that $\lim \alpha(\mu)=0$ and $\lim \gamma(\mu)^{2} / \alpha(\mu)$ $\mu \rightarrow 0 \quad \mu \rightarrow 0$
$=K_{1}$, a constant; $B$ is a constant with $\beta<1$. Then, for each $\mu \neq 0$,

$$
\sum_{1}^{\infty} f_{\mu}(n) \leq \int_{0}^{\infty} f_{\mu}(x) d x+K(\mu)
$$

where the integral is finite and $\underset{\mu \rightarrow 0}{\lim } K(\mu)=0$.
Proot. We $\mathrm{fix} \mu \neq 0$ and write $f$ for $f_{\mu}$ Clearly, $f \in C^{\infty}(0, \infty), f \geq 0$, $\lim _{x \rightarrow 0^{+}} f(x)=+\infty$, and $\lim _{x++\infty} f(x)=0$. Also, an elementary computation
shows that the roots of the equation $f^{\prime}(x)=0$ are the points

$$
x=\frac{1}{\alpha}\left(\frac{\gamma}{4 \sqrt{\alpha}} \pm \frac{1}{4} \sqrt{\frac{\gamma^{2}}{\alpha}-16 \beta}\right)^{2} .
$$

Thus, if $\gamma^{2} \leq 16 \alpha \beta$, the function $f$ is decreasing and

$$
\sum_{1}^{\infty} f(n) \leq \int_{0}^{\infty} f(x) d x
$$

On the other hand, if $\gamma^{2}>16 \alpha \beta$, then $f^{\prime}(x)=0$ at two points, say $x_{1}$ and $x_{2}$ with $x_{1}<x_{2}$. Then $f$ is a plecewise monotone function, decreasing for $x<x_{1}$ and $x>x_{2}$ and increasing for $x_{1}<x<x_{2}$. If [ $x$ ]
denotes the greatest integer $\leq x$, we see that when $\left[x_{2}\right]>\left[x_{1}\right]+1$ that

$$
\begin{aligned}
\sum_{1}^{\infty} f(n) & =\sum_{1}^{\left[x_{1}\right]} f(n)+\sum_{\left[x_{1}\right]+1}^{\left[x_{2}\right]-1} f(n)+f\left(\left[x_{2}\right]\right)+f\left(\left[x_{2}\right]+1\right)+\sum_{\left[x_{2}\right]+2}^{\infty} f(n) \\
& \leq \int_{0}^{\left[x_{1}\right]} f(x) d x+\int_{\left[x_{1}\right]+1}^{\left[x_{2}\right]} f(x) d x+\int_{\left[x_{2}\right]+1}^{\infty} f(x) d x+f\left(\left[x_{2}\right]\right)+f\left(\left[x_{2}\right]+1\right) \\
& \leq \int_{0}^{\infty} f(x) d x+2 f\left(x_{2}\right) .
\end{aligned}
$$

It is easily seen that the same bound holds even if $\left[x_{2}\right]=\left[x_{1}\right]$ or $\left[x_{2}\right]=\left[x_{1}\right]+1$.

$$
\begin{gathered}
\text { Thus, in any case, } \sum_{1}^{\infty} f(n) \leq \int_{0}^{\infty} f(x) d x+K(\mu) \text { where } \\
K(\mu)= \begin{cases}0 & r^{2} \leq 16 \alpha \beta \\
2 f\left(x_{2}\right) & r^{2}>16 \alpha \beta .\end{cases}
\end{gathered}
$$

We note that

$$
\begin{aligned}
f\left(x_{2}\right)=\left[\operatorname { e x p } \left(-\left(\frac{\gamma}{4 \sqrt{\alpha}}+\frac{1}{4} \sqrt{\left.\frac{\gamma^{2}}{\alpha}-16 \beta\right)^{2}}\right.\right.\right. & \left.\left.+\frac{\gamma}{\sqrt{\alpha}}\left(\frac{\gamma}{4 \sqrt{\alpha}}+\frac{1}{4} \sqrt{\frac{\gamma^{2}}{\alpha}-16 \beta}\right)\right)\right] \\
& \times \alpha^{\beta}\left(\frac{\gamma}{4 \sqrt{\alpha}}+\frac{1}{4} \sqrt{\frac{\gamma^{2}}{\alpha}-16 \beta}\right)^{-2 \beta} .
\end{aligned}
$$

Since $\gamma(\mu)^{2} / \alpha(\mu) \rightarrow K_{1}$, it follows that $f\left(x_{2}\right) \sim$ constant $\alpha(\mu)^{\beta}$ as $\mu \rightarrow 0$, and, therefore, $\lim _{\mu \rightarrow 0} K(\mu)=0$. Finally, the value of $\int_{0}^{\infty} f(x) d x$ is known explicitly [10, p. 337] and is finite for $\alpha>0$ and $\beta<1$.

Theorem 3.1. If $\left\{X_{n}\right\}_{n=1}^{\infty}$ is a sequence of 1. 1. d. random variables with a common $N\left(\mu, \sigma^{2}\right)$ distribution and if $N(c)$ is the stopping time defined above, then, for each $a>1$, there exist positive constants $A$ and $B$, independent of $\mu$, such that

$$
A \mu^{-2[1-B(c)]} \leq E N(c) \leq B \mu^{-2[1-B(c)]}
$$

for all $\mu$ sufficiently small. For $0=1$, there exist positive constants $A_{1}$ and $B_{1}$ such that

$$
A_{1} \log \mu^{-2} \leq E N(1) \leq B_{1} \log \mu^{-2}
$$

for all $\mu$ sufficiently small.
Proof. We first fix $c>1$ and write $N$ and $B$ for $N(c)$ and $B(c)$ respectively. Recall that $E N=\sum_{0}^{\infty} P(N>n)$. For $n \geq 1$, we define the set $c \subset R^{n}$ by $c=\left\{\left(x_{1}, \ldots, x_{n}\right):\left|\sum_{1}^{k} x_{i}\right| \leq c o \sqrt{k}, k=1, \ldots, n\right\}$. Then $P(N>n)=P\left(\left|\sum_{1}^{k} x_{i}\right| \leq \cos \sqrt{k}, k=1, \ldots, n\right)$
$=\int \begin{gathered}\ldots \\ \ldots\end{gathered}\left(2 \pi \sigma^{2}\right)^{-n / 2} \exp \left(-\frac{\sum_{i}^{n}\left(x_{i}-\mu\right)^{2}}{2 \sigma^{2}}\right) d x_{1} \ldots d x_{n}$
$=\exp \left(-\frac{n \mu^{2}}{2 \sigma^{2}}\left(\left(2 \pi \sigma^{2}\right)^{-n / 2} \int \ldots \int \exp \left[-\frac{\sum_{c}^{n} x_{i}{ }^{2}}{2 \sigma^{2}}+\frac{\mu}{\sigma^{2}} \sum_{1}^{n} x_{i}\right) d x_{1} \ldots d x_{n}\right.\right.$.
On the set $C,\left|\sum_{1}^{n} x_{i}\right| \leq \operatorname{cor} \sqrt{n}$. Thus, if $\left\{x_{n}^{\prime}\right\}$ is a sequence of 1 . 1 . d.
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random variables with a common $N\left(0, \sigma^{2}\right)$ distribution and if we define the stopping time $N_{0}$ by

$$
\begin{aligned}
& N_{0}=1 \text { east } n \geq 1 \text { such that }\left|\sum_{1}^{n} x_{i}\right|>\operatorname{cor} \sqrt{n} \\
& \quad \text { or }+\infty \text { if no such } n \text { exists, }
\end{aligned}
$$

then, for all $n \geq 1$,
(1)

$$
P(N>n) \leq \exp \left(-\frac{n \mu^{2}}{2 \sigma^{2}}+\frac{|\mu| \sigma \sqrt{n}}{\sigma}\right) P\left(N_{0}>n\right)
$$

and
(2)

$$
P(N>n) \geq \exp \left(-\frac{n \mu^{2}}{2 \sigma^{2}}-\frac{|\mu| \sigma \sqrt{n}}{\sigma}\right) P\left(N_{0}>n\right) .
$$

If we define the stopping time $N_{0}{ }^{*}$ by

$$
\begin{aligned}
& N_{0}^{*}=\text { least } n \geq 1 \text { such that }\left|\sum_{1}^{n} X_{i}^{\prime}\right| \geq \operatorname{cov} \sqrt{n} \\
& \text { or }+\infty \text { if no such } n \text { exists, }
\end{aligned}
$$

then we note that $N_{0} *=N_{0}$ a. s.; hence, in particular, $P\left(N_{0}>n\right)=$ $P\left(N_{0}^{*}>n\right)$. Now,

$$
\begin{aligned}
P\left(N_{0}^{*}>n\right) & \geq P\left(\sum_{1}^{k}\left|x_{i}^{\prime}\right|<\cos \sqrt{k}, k=1, \ldots, n\right) \\
& \geq P\left(\left|x_{j}\right|<\cos (\sqrt{j}-\sqrt{j-1}), j=1, \ldots, n\right) \\
& =\prod_{1}^{n} P\left(\left|X_{j}\right|<\cos (\sqrt{j}-\sqrt{j-1})\right)>0 .
\end{aligned}
$$

Hence, it follows from Theorem 1.1 that $P\left(N_{0}^{*}>n\right) \sim \alpha n^{-\beta}$ as $n+\infty$ where $\alpha$ and $\beta$ are positive constants, the latter being independent of the distribution of the $\left\{X_{n}{ }^{\prime}\right\}$. Thus, there exists a positive integer $n_{0}$ such that for $n \geq n_{0}$,

$$
\begin{equation*}
\frac{\alpha}{2} n^{-\beta} \leq P\left(N_{0}^{*}>n\right) \leq \frac{3 \alpha}{2} n^{-\beta} . \tag{3}
\end{equation*}
$$

It follows from (1) and (3) that
(4)

$$
E N \leq n_{0}+\sum_{n_{0}}^{\infty} \frac{3 \alpha}{2} \exp \left(-\frac{n \mu^{2}}{2 \sigma^{2}}+\frac{|\mu| \sigma \sqrt{n}}{\sigma}\right) n^{-\beta} .
$$

With $\alpha(\mu)=\mu^{2} / 2 \sigma^{2}$ and $\gamma(\mu)=|\mu| \sigma / \sigma$, we see that the hypotheses of Lemma 3.1 hold. Hence,

$$
E N \leq n_{0}+\frac{3 \alpha}{2}\left[\int_{0}^{\infty} \exp \left[-\frac{x \mu^{2}}{2 \sigma^{2}}+\frac{|\mu| \sigma \sqrt{x}}{\sigma}\right] x^{-\beta} d x+K(\mu)\right]
$$

where $K(\mu) \rightarrow 0$ as $\mu \rightarrow 0$. A change of variable yields the inequality $E N \leq n_{0}+\frac{3 \alpha}{2} K(\mu)+\mu^{-2(1-\beta)}\left(\frac{3 \alpha}{2}\right) \int_{0}^{\infty} \exp \left(-\frac{y}{2 \sigma^{2}}+\frac{a \sqrt{y}}{\sigma}\right) y^{-\beta} d y$.

As noted in the previous lemma, the integral above is finite since $\beta=$ $B(c)<1$. Thus, the above bound for $E N$ is $0\left(\mu^{-2(1-\beta)}\right)$ and, therefore, there exists a positive constant $B$, for example

$$
B=3 \alpha \int_{0}^{\infty} \exp \left(-\frac{y}{2 \sigma^{2}}+\frac{\sigma \sqrt{y}}{\sigma}\right) y^{-\beta} d y
$$

such that $E N \leq B \mu^{-2(1-B)}$ for all $\mu$ sufficiently small. We note that the constant $B$ depends on the value of the integral and, hence, on $c$.

Next, using (2) and (3), we see that

$$
E N \geq \frac{\alpha}{2} \sum_{n_{0}}^{\infty} \exp \left(-\frac{n \mu^{2}}{2 \sigma^{2}}-\frac{|\mu| \sigma \sqrt{n}}{\sigma}\right) n^{-\beta}
$$

Since the terms of this series are decreasing, we replace the sum by an integral and make a change of variables to obtain

$$
\begin{equation*}
E N \geq \mu^{-2(1-\beta)} \frac{\alpha}{2} \int_{\mu^{2} n_{0}}^{\infty} \exp \left(-\frac{y}{2 \sigma^{2}}-\frac{\sigma \sqrt{y}}{\sigma}\right) y^{-\beta} d y \tag{5}
\end{equation*}
$$

Thus,


$$
\lim _{\mu \rightarrow 0} \mu^{2(1-\beta)} E N \geq \frac{\alpha}{2} \int_{0}^{\infty} \exp \left(-\frac{y}{2 \sigma^{2}}-\frac{\sigma \sqrt{y}}{\sigma}\right) y^{-\beta} d y
$$

where, once again, this integral is finite. Hence, if, for example,

$$
A=\frac{\alpha}{4} \int_{0}^{\infty} \exp \left(-\frac{y}{2 \sigma^{2}}-\frac{c \sqrt{y}}{\sigma}\right) y^{-\beta} d y
$$

then $E N \geq A \mu^{-2(1-\beta)}$ for all $\mu$ sufficiently small.

$$
\text { Finally, we consider } c=1 \text {. Since } \beta(1)=1 \text {, we obtain from (4) }
$$

that

$$
E N(1) \leq n_{0}+\frac{3 \alpha}{2} \sum_{n_{0}}^{\infty} \exp \left(-\frac{n \mu^{2}}{2 \sigma^{2}}+\frac{|\mu| \sqrt{n}}{\sigma}\right) n^{-1} .
$$

Without loss of generality, we may assume that $n_{0} \geq 2$ and can replace the sum above by one starting at $n=2$ without decreasing the bound. Just as in Lemma 3.1, we can show that such a sum is bounded by

$$
\int_{1}^{\infty} \exp \left(-\frac{x \mu^{2}}{2 \sigma^{2}}+\frac{|\mu| \sqrt{x}}{\sigma}\right) x^{-1} d x+K(\mu)
$$

where $K(\mu) \rightarrow 0$ as $\mu \rightarrow 0$. Again, a change of variables yields

$$
E N(1) \leq n_{0}+\frac{3 a}{2} K(\mu)+\frac{3 \alpha}{2} \int_{\mu^{2}}^{\infty} \exp \left(-\frac{y}{2 \sigma^{2}}+\frac{\sqrt{y}}{\sigma}\right) y^{-1} d y .
$$

For $\mu^{2}<1$, we see that
$E N(1) \leq n_{0}+\frac{3 a}{2} K(\mu)+\frac{3 a}{2}\left[\int_{1}^{\infty} \exp \left(-\frac{y}{2 \sigma^{2}}+\frac{\sqrt{y}}{\sigma}\right) y^{-1} d y+e^{\sigma-1} \int_{\mu^{2}}^{1} y^{-1} d y\right]$.
This bound is $0\left(\log \mu^{-2}\right)$ and, so, there is a positive constant $B_{1}$ such that $E N(1) \leq B_{1} 108 \mu^{-2}$ for all $\mu$ sufficiently small.

For the lower bound when $c=1$, (5) becomes

$$
E N(1) \geq \frac{\alpha}{2} \int_{\mu^{2} n_{0}}^{\infty} \exp \left(-\frac{y}{2 \sigma^{2}}-\frac{\sqrt{y}}{\sigma}\right) y^{-1} d y .
$$

For $\mu$ such that $\mu^{2} n_{0}<1$,
$E N(1) \geq \frac{\alpha}{2} \exp \left(-\frac{1}{2 \sigma^{2}}-\frac{1}{\sigma}\right) \int_{\mu^{2} n_{0}}^{1} y^{-1} d y+\frac{\alpha}{2} \int_{1}^{\infty} \exp \left(-\frac{y}{2 \sigma^{2}}-\frac{\sqrt{y}}{\sigma}\right) y_{1}^{-1} d y$. Thus, there exists a positive constant $A_{1}\left(\right.$ e.g., $A_{1}=\frac{\alpha}{4} \exp \left(-\frac{1}{2 \sigma^{2}}-\frac{1}{\sigma}\right)$ )
such that $E N(1) \geq A_{1} 108 \mu^{-2}$ for all $\mu$ sufficiently small.

Now, of course, we would like to obtain the same type of bound for $E N$ when the sequence $\left\{X_{n}\right\}$ has a more general distribution. First, we present an important preliminary result in the next chapter. Then, in Chapter 5, we are able to use essentially the techniques of the previous theorem to obtain the desired result for a wider class of sequences.

## CHAPTER 4

## UNI FORM BOUNDS FOR TAIL PROBABILITIES

We now wish to direct our attention to more general sequences of i. i. d. random variables having a common nonzero mean $\mu$. We again wish to study the stopping time $N$ determined by the first exit of the random sum from a square root boundary. To obtain information on the behavior of $E N$ as $\mu \rightarrow 0$, we study the probabilities $P(N>n)$.

Breiman [3] obtained the asymptotic behavior of these probabilities for the zero mean case. In studying the nonzero mean case, we will be led to consider collections of sequences of i. i. d. random variables indexed by the parameter $\mu$. For each $\mu$, the corresponding sequence will have a zero mean. We will need to extend Breiman's result and to obtain bounds for the tail probabilities which hold uniformly for sufficiently small values of $\mu$. These bounds will then enable us to study $E N$ for various sequences of random variables with nonzero mean.

To make the required extension, all that is really necessary is to closely examine Breiman's proof for a single sequence and make some appropriate alterations. For ease of reference, the first section is devoted to an examination of some of the details of this proof. In fact, a different approach is taken at one point in order to avoid an inaccuracy in the original proof. In Section 2, we first make the extension so that the results hold for a general class of distribution
functions. Then, at the end of this section, we will obtain the result on which the subsequent work depends.

## 1. The Proof for a Single Sequence

We begin by considering a sequence $\left\{X_{n}\right\}_{n=1}^{\infty}$ of i. i. d. random variables defined on the probability space $(\Omega, \mathscr{F}, P)$ with $E X_{1}=0$, $E X_{1}^{2}=\sigma^{2}>0$, and $E\left|X_{1}\right|^{3}<\infty$. For any $c>0$, we define the stopping time

$$
\begin{aligned}
N^{*}=N^{*}(c)= & \text { least } n \geq 1 \text { such that }\left|\sum_{1}^{n} X_{i}\right| \geq \cos \sqrt{n} \\
& \text { or }+\infty \text { if no such } n \text { exists. }
\end{aligned}
$$

Breiman obtained the asymptotic behavior of $P\left(N^{*}>n\right)$ as $n \rightarrow \infty$ and his results have been stated in Theorem 1.1. Here, we review the methods used .

First, we introduce some notation. Let $t_{0}$ be a fixed, arbitrary positive number and for $t>0$, let $m=\left[e^{2 t}\right]$ and $n=\left[e^{2\left(t+t_{0}\right)}\right]$ where $[x]$ denotes the greatest integer less than or equal to $x$. Then, denoting $\sum_{1}^{k} X_{i}$ by $S_{k}$, we define $P(\gamma, t)$ and $Q\left(\gamma, \eta, t, t_{0}\right)$ by

$$
\begin{aligned}
& P(\gamma, t)=P\left[S_{m}<\gamma \sigma \sqrt{m} ; N^{*}(c)>m\right] \\
& Q\left(\gamma, n, t, t_{0}\right)= \\
& \quad P\left(S_{n}<\gamma \sigma \sqrt{n} ;\left|S_{k}\right|<\operatorname{cov} \sqrt{k}, k=m, \ldots, n \mid S_{m}=n \sigma \sqrt{m}\right) .
\end{aligned}
$$

Also, if $\{Y(t), t \geq 0\}$ is the Uhlenbeck process [i.e., $Y(t)=W\left(e^{2 t}\right) / e^{t}$ where $W(t)$ is normalized Brownian motion], we define $Q(\gamma, \eta)$ by

$$
Q(\gamma, \eta)=\operatorname{Prob}\left[Y\left(t_{0}\right)<\gamma ;|Y(t)|<c, 0 \leq t \leq t_{0} \mid Y(0)=\eta\right] .
$$

Breiman proves in his Proposition 1 that there is a constant $D$ such
that

$$
\begin{equation*}
\sup _{\gamma, \eta}\left|Q\left(\gamma, \eta, t, t_{0}\right)-Q(\gamma, \eta)\right| \leq D e^{-t / 16} . \tag{1}
\end{equation*}
$$

We also denote the Laplace transform of $P(\gamma, t)$ by $\hat{P}(\gamma, s)$; i.e., $\hat{P}(\gamma, s)=\int_{0}^{\infty} e^{-s t} P(\gamma, t) d t$ where $s$ is a complex number.

More generally, for bounded functions $f$ defined on $[-c, c$ ], we write $P(f, t)=\int_{-c}^{c} f(\gamma) P(d \gamma, t)$. Writing $I_{c}$ for the indicator function of $[-c, c]$, we note that $P\left(I_{c}, t\right)=P\left(N^{*}>\left[e^{2 t}\right]\right)$. We let $\hat{P}(f, s)$ denote the Laplace transform of $P(f, t)$. These Laplace transforms are analytic in some half plane of $\mathbb{C}$; in particular, we assume that $\left\{s: \operatorname{Re} s>8_{0}\right\}$ is the maximal half plane of analyticity of $\hat{P}\left(I_{c}, \cdot\right)$. It follows from Fubini's theorem that for bounded $f$, $\hat{P}(f, 8)=\int_{-c}^{c} f(\gamma) \hat{P}(d \gamma, 8)$ for all $s$ with $\operatorname{Re} s>s_{0}$. We wish to show that $\hat{P}\left(I_{c}, \cdot\right)$ has a pole at $s=s_{0}$, but that for some $\delta>0$, this is the only singularity in $\left\{s: \operatorname{Re} s>s_{0}-\delta\right\}$. In doing this, Breiman made an error which we are able to avoid; however, the argument needed is a lengthy one.

$$
\text { In an effort to obtain a series expression for } \hat{P}\left(I_{c}, s\right) \text {, }
$$

Breiman is led to consider solutions of the differential equation

$$
\begin{equation*}
\psi^{\prime \prime}(x)-x \psi^{\prime}(x)=\lambda \psi(x) \tag{2}
\end{equation*}
$$

with boundary conditions $\psi(-c)=\psi(c)=0$. The transformation $\phi(x)=$ $\exp \left(-\frac{x^{2}}{4}\right) \not(x)$ changes (2) into the self-adjoint Sturm-Liouville system

(3)

$$
\begin{aligned}
& \phi^{\prime \prime}(x)+\left(\frac{1}{2}-\frac{1}{d} x^{2}\right) \phi(x)=\lambda \phi(x) \\
& \phi(-c)=\phi(c)=0 .
\end{aligned}
$$

Much is known about the eigenvalues and eigenfunctions of such a system. (The facts that we state here may be found, for instance, in Coddington and Levinson [5, Chapter 7].) The eigenvalues $\left\{\lambda_{k}\right\}$ of the system (3) can be ordered so that $\lambda_{0}>\lambda_{1}>\lambda_{2}>\ldots ;$ also, $\lim _{k \rightarrow \infty} \lambda_{k}=$ $-\infty$. In this particular case, the functions $e^{-x^{2} / 4} M\left(\lambda / 2,1 / 2, x^{2} / 2\right)$ are known to be even solutions of (3) ([1, p. 686]) where $M(a, b, z)$ is the confluent hypergeometric function; it follows from the boundary conditions that $\lambda_{0}=-2 \beta(c)$ where $\beta$ is the function discussed in the Appendix and used in the previous chapters. The eigenfunctions $\left\{\phi_{k}\right\}$ can be chosen so that they form an orthonormal set; i.e., $\int_{-0}^{0} \phi_{i}(x) \phi_{j}(x) d x=\delta_{i j}$. of course, the eigenvalues of (2) are the same as those of (3) and if for any $f, g$ in $L^{2}(-c, c)$, we define the inner product $(f, g)=\int_{-c}^{c} \exp \left(-\frac{x^{2}}{2}\right) f(x) g(x) d x$, then the orthogonality relation becomes $\left(\psi_{i}, \psi_{j}\right)=\delta_{i j}$.

A further property of the eigenfunctions is that they form a complete orthonormal set for $L^{2}(-c, c)$; i.e., for any $f E L^{2}(-c, c)$, the series $\sum_{1}^{\infty}\left(f, \psi_{j}\right) \psi_{j}$ converges to $f$ in the $L^{2}$ norm. More fundamentally, if $f \in C^{2}[-c, c]$ and satisfies the boundary conditions [i.e., $f(-c)=f(c)=0]$, then the above series converges uniformly to $f$ on $[-c, c]$.

We will also need to know how these eigenvalues and eigen-

functions behave. Tricomi [14, pp. 169-177] gives asymptotic expressions for eigenvalues and eigenfunctions of general Sturm-Liouville systems. Applying his results to the case considered here, we find that
$\left|\lambda_{n}\right|^{\frac{1}{2}}=\frac{\pi}{2 c}(n+1)+\frac{1}{n}\left(\frac{c^{3}}{3}-\frac{c}{2 \pi}\right)+0\left(n^{-2}\right)$,
$\phi_{n}(x)=\frac{1}{\sqrt{c}}\left\{\sin \left[(n+1) \pi\left(\frac{x+c}{2 c}\right)\right]-\frac{1}{n} T(x) \cos \left[(n+1) \pi\left\{\frac{x+c}{2 c}\right)\right]\right\}+0\left(n^{-2}\right)$
where $T(x)=\frac{c}{12}(x+c)^{3}-\frac{c^{2}}{8 \pi}(x+c)^{2}+c^{3}\left(\frac{1}{4 \pi}-\frac{1}{3}\right)(x+c)$. He also obtains an expression for the derivative of the eigenfunctions which becomes
$\phi_{n}^{\prime}(x)=\frac{1}{\sqrt{c}}\left\{(n+1) \cos \left[(n+1) \pi\left(\frac{x+c}{2 c}\right)\right]+T(x) \sin \left[(n+1) \pi\left(\frac{x+c}{2 c}\right)\right]\right\}+0\left(n^{-1}\right)$.
Expressions for the eigenfunctions of (2) are obtained by noting that $\psi_{n}(x)=\exp \left(\frac{x^{2}}{4}\right) \phi_{n}(x)$. We note that, in particular, $\left|\lambda_{n}\right|=0\left(n^{2}\right)$ and, hence, $\sum_{0}^{\infty}\left|\lambda_{n}\right|^{-1}<\infty$. Also, for large $n, \psi_{n}(x)=0(1)$ and $\psi_{n}{ }^{\prime}(x)=0(n)$ uniformly for $x \in[-c, c]$. Now, for all $f \in C^{2}$ with $f(-c)=f(c)=0$, we can write $f(x)=$ $\sum_{0}^{\infty}\left(f, \psi_{j}\right) \psi_{j}(x)$ where the series converges uniformly. Using this representation, Breiman shows that for such $f$,

$$
\begin{equation*}
\hat{P}(f, s)=\sum_{0}^{\infty} \frac{1}{e^{s t_{0}}-e^{\lambda_{j} t_{0}}}\left(f, \psi_{j}\right) \int_{-c}^{c} \psi_{j}(\gamma) I(d \gamma, s) \tag{4}
\end{equation*}
$$

for $\operatorname{Re} s>s_{0}, s \neq \lambda_{j}, j \geq 0$, where

$$
I(\gamma, s)=e^{s t_{0}} \int_{0}^{t_{0}} e^{-s t} P(\gamma, t) d t
$$

(5)

$$
+\int_{0}^{\infty} \int_{-c}^{c}\left[Q\left(\gamma, n, t, t_{0}\right)-Q(\gamma, \eta)\right] e^{-8 t} P(d n, t) d t .
$$

It follows from (1) that $I(\gamma, 8)$ is analytic in $\left\{s: \operatorname{Re} s>s_{0}-1 / 16\right\}$. Integrating by parts and using the Schwarz inequality and (2), we obtain

$$
\begin{aligned}
\left|\int_{-c}^{c} \psi_{j}(\gamma) I(d \gamma, 8)\right| & \left.\leq K_{1} \sup _{\gamma}|I(\gamma, s)|\left(\int_{-c}^{c} \exp \left(-\frac{\gamma^{2}}{2}\right)\left[\Psi_{j}^{\prime}(\gamma)\right]^{2} d \gamma\right)\right)^{\frac{1}{2}} \\
& \leq K_{1} \sup _{\gamma}|I(\gamma, s)|\left|\lambda_{j}\right|^{\frac{1}{2}}
\end{aligned}
$$

where $K_{1}$ is a constant depending only on $c$. Further, if $s=x+i y$, then, using (1), we see that

$$
\begin{equation*}
\left|\int_{-c}^{0} \psi_{j}(\gamma) I(d \gamma, s)\right| \leq K_{1}\left[t_{0} e^{|x| t_{0}}+D \hat{P}\left(I_{c}, x+1 / 16\right)\right]\left|\lambda_{j}\right|^{\frac{1}{2}} \tag{6}
\end{equation*}
$$

At this point, Breiman claims that the sum of $\left|\left(1, \psi_{j}\right)\right|\left|\lambda_{j}\right|^{\frac{1}{2}}$ is absolutely convergent and, therefore, $f$ can be replaced by 1 in (4) to obtain a series expansion for $\hat{P}\left(I_{0}, 8\right)$. However, if $\left[\left|\left(1, \phi_{j}\right)\right|\left|\lambda_{j}\right|^{\frac{1}{2}}\right.$ $<\infty$, then certainly $\left[\left|\left(1, \psi_{j}\right)\right|<\infty\right.$, and, so, $S(x)=\sum_{0}\left(1, \phi_{j}\right) \psi_{j}(x)$ is
uniformly convergent and continuous on $[-c, c]$ and $S(-c)=S(c)=0$. Since $1 \in L^{2}(-c, c), \sum_{0}\left(1, \psi_{j}\right) \psi_{j}$ converges to 1 in $L^{2}$ norm and, hence, $S(x)=1$ a. e.; but this is a contradiction since both $S$ and 1 are continuous but do not agree at $-c$ and $c$.

To avoid this difficulty, we choose a sequence of "nice" functions which converge to 1 on ( $-c, c$ ) and use (4) to obtain the desired expression for $\hat{P}\left(I_{c}, s\right)$. Specifically, for each $n \geq 1$, we can
choose functions $f_{n} \in c^{2}[-c, c], f_{n}(-c)=f_{n}(c)=0, f_{n}=1$ on $\left[-c+\frac{1}{n}, c-\frac{1}{n}\right]$, and $\left|f_{n}^{\prime}\right| \leq 2 n$. Then, $f_{n}(x) \rightarrow 1$ for all $x \in(-c, c)$. We note that we can write (4) with $f_{n}$ in place of $f$. We denote the half plane of analyticity of $\hat{P}\left(I_{c}, s\right)$ by $E$; i.e., $E=\left\{s: \operatorname{Re} s>s_{0}\right\}$. Also, we define $E^{\prime}=\left\{s: \operatorname{Re} s>s_{0}-1 / 16\right\}$; we recall that $I(\gamma, s)$ is analytic in $E^{\prime}$. We now prove several lemmas which we use to obtain the relationship between $s_{0}$ and the eigenvalues.

Lemma 4.1. For all $s \in E, \lim _{n \rightarrow \infty} \hat{P}\left(f_{n}, s\right)=\hat{P}\left(I_{c}, s\right)$.
Proof. By the bounded convergence theorem, $\lim _{n \rightarrow \infty} P\left(f_{n}, t\right)=P\left(I_{c}, t\right)$
since $P(\{-c, c\}, t)=0$ for all $t \in(0, \infty)$. Also, $\left|P\left(f_{n}, t\right)\right| \leq$
$P\left(I_{c}, t\right)$ and, so, by the dominated convergence theorem, $\lim _{n \rightarrow \infty} \hat{P}\left(f_{n}, s\right)=$ $\hat{P}\left(I_{c}, s\right)$ for all $s \in E$.

Next, we note that it follows easily from the definition of the inner product and the bounded convergence theorem that $\lim _{n \rightarrow \infty}\left(f_{n}, \psi_{j}\right)=$ ( $1, \phi_{j}$ ) for each $j \geq 0$. Hence, it is clear that each term on the right side of (4) with $f$ replaced by $f_{n}$ converges to the corresponding term with $f$ replaced by 1 for all $s \in E^{\prime}, s \notin\left\{\lambda_{j}, j \geq 0\right\}$. However, we must also show that the tails of the series converge as $n \rightarrow \infty$. Let $\Lambda_{k}=$ $\left\{\lambda_{i}, i=k+1, k+2, \ldots\right\}$ for each $k \geq 0$. Then, for each $k \geq 0$ and each $n \geq 1$, we define the function $g_{k, n}$ on $E^{\prime} \backslash \Lambda_{k}$ by

$$
g_{k, n}(s)=\sum_{k+1}^{\infty} \frac{1}{e^{s t_{0}-e^{\lambda} t_{0}}\left(f_{n}, \psi_{j}\right) \int_{-c}^{c} \psi_{j}(\gamma) I(d \gamma, s) . . . . ~ . ~}
$$

Lemma 4.2. The function $g_{k, n}$ is analytic on $E^{\prime} \backslash \Lambda_{k}$.
Proof. Each term of the series is analytic in $E^{\prime} \backslash \Lambda_{k}$ and, so, it
suffices to prove that the series converges uniformly on each compact subset of $E^{\prime} \backslash \Lambda_{k}$. Since the only limit of the eigenvalues is at $-\infty$, there are at most a finite number of points of $\Lambda_{k}$ in $E^{\prime}$. Let $K$ be a compact subset of $E^{\prime \prime} \Lambda_{k}$. Then, for $s \in K,\left|e^{s t_{0}}-e^{\lambda_{j} t_{0}}\right|^{-1} \leq M_{1}$, a constant independent of $s$ and $j$. Since $\hat{P}\left(I_{c}, \cdot\right)$ is analytic on $E$, it is bounded on the compact set $K^{+}=\{s+1 / 16: s \in K\} \subset E$. Thus, using (6), we find that for $s \in K$,

$$
\left|\left(f_{n}, \psi_{j}\right) \int_{-c}^{c} \psi_{j}(\gamma) I(d \gamma, s)\right| \leq M_{2}\left|\left(f_{n}, \phi_{j}\right)\right|\left|\lambda_{j}\right|^{\frac{1}{2}}
$$

where $M_{2}$ is a constant independent of $s$ and $j$.
Thus, to prove that $g_{k, n}$ is analytic it remains to show that $\sum\left|\left(f_{n}, \psi_{j}\right)\right|\left|\lambda_{j}\right|^{\frac{1}{2}}<\infty$. By the Schwarz inequality, this sum is less than or equal to $\left[\sum\left|\left(f_{n}, \psi_{j}\right) \lambda_{j}\right|^{2}\right)^{\frac{1}{2}}\left(\sum\left|\lambda_{j}\right|^{-1}\right)^{\frac{1}{2}}$. If $L$ is the operator defined by $L=\psi^{\prime \prime}-x \psi^{\prime}$, then, since $f_{n} \in C^{2}$ and satisfies the boundary conditions of (2), it follows that $\left(f_{n}, \psi_{j}\right) \psi_{j}=\left(f_{n}, L \psi_{j}\right)=\left(L f_{n}, \psi_{j}\right)$. These are the Fourier coefficients of the continuous (hence, square integrable) function $L f_{n}$ and so $\sum\left|\left(L f_{n}, \psi_{j}\right)\right|^{2}<\infty$. We remarked previously that $\sum\left|\lambda_{j}\right|^{-1}<\infty$. This yields the desired conclusion.
Lemma 4.3. $\lim _{n \rightarrow \infty} e^{-s t_{0}} \int_{-c}^{c}\left[1-f_{n}(\gamma)\right] I(d \gamma, s)=0$ uniformly on compact subsets of $E^{\prime}$.

Proof. Let $K$ be a compact subset of $E^{\prime} . \quad I(\gamma, s)$ is given in (5) as the sum of two terms and we consider each one separately. For the first, we must examine $\int_{-c}^{c}\left[1-f_{n}(\gamma)\right] \int_{0}^{t_{0}} e^{-s t} P(d \gamma, t) d t$. Using the definition of $f_{n}$, we see that for $s=x+i y$ and $A_{n}=\left(-c,-c+\frac{1}{n}\right) U$ (c $-\frac{1}{n}, c$ ),

$\left|\int_{-c}^{c}\left[1-f_{n}(\gamma)\right] \int_{0}^{t_{0}} e^{-s t} P(d \gamma, t) d t\right| \leq \int_{0}^{t_{0}} e^{-x t_{P}}\left(A_{n}, t\right) d t$

$$
\leq e^{|x| t_{0}} t_{0} \sum_{1}^{\left[e^{2 t_{0}}\right]} P\left(\frac{S_{j}}{\sqrt{j}} \in A_{n}\right)
$$

On $K, e^{|x| t_{0}}$ is bounded and $P\left(\frac{S}{\sqrt{j}} \in A_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$ for each $j$. Thus, $\lim _{n \rightarrow \infty} \int_{-c}^{c}\left[1-f_{n}(\gamma)\right] \int_{0}^{t_{0}} e^{-s t} P(d \gamma, t) d t=0$ uniformly on $K$.

Now, considering the second term in the definition of $I(\gamma, s)$, we write $J(\gamma, s)=\int_{0}^{\infty} \int_{-c}^{0}\left[Q\left(\gamma, n, t, t_{0}\right)-Q(\gamma, n)\right] e^{-8 t} P(d n, t) d t$. Then we must show that $e^{-s t_{0}} \int_{-c}^{c}\left[1-f_{n}(\gamma)\right] J(d \gamma, s)=$ $e^{-s t_{0}} \int_{A_{n}}\left[1-f_{n}(\gamma)\right] J(d \gamma, s) \rightarrow 0$ uniformly on $K$. Since $J(-c, s)=0$
and $\left|f_{n}{ }^{\prime}\right| \leq 2 n$, an integration by parts yields

$$
\begin{equation*}
\left|e^{-s t_{0}} \int_{-c}^{-c+\frac{1}{n}}\left[1-f_{n}(\gamma)\right] J(d \gamma, s)\right| \leq 2 n e^{-x t_{0}} \int_{-c}^{-c+\frac{1}{n}}|J(\gamma, s)| d \gamma \tag{7}
\end{equation*}
$$

for $s=x+i y$. We note that as $\gamma+-c$, both $Q\left(\gamma, n, t, t_{0}\right)$ and $Q(\gamma, \eta)$ converge to zero. Also, for all $s \in K$, there is an $x_{0}$ such that $\operatorname{Re} s \geq x_{0}>s_{0}-1 / 16$, and, therefore,

$$
|J(\gamma, s)| \leq \int_{0}^{\infty} \int_{-c}^{c}\left|Q\left(\gamma, \eta, t, t_{0}\right)-Q(\gamma, n)\right| e^{-x_{0} t_{P}} P(d \eta, t) d t
$$

The integral on the right goes to zero as $\gamma \downarrow-c$ by the dominated convergence theorem and, so, $\lim _{\gamma \downarrow-c} J(\gamma, s)=0$ uniformly for $s \in K$. Since $e^{-x t_{0}}$ is bounded on $K$, it follows from (7) that

$$
\lim _{n \rightarrow \infty} e^{-s t_{0}} \int_{-c}^{-c+\frac{1}{n}}\left[1-f_{n}(\gamma)\right] J(d \gamma, s)=0
$$

uniformly on $K$. Letting $J_{1}(\gamma, s)=J(\gamma, s)-J(c, s)$, a similar argument shows that

$$
\lim _{n \rightarrow \infty} e^{-s t_{0}} \int_{c-\frac{1}{n}}^{c}\left[1-f_{n}(\gamma)\right] J_{1}(d \gamma, s)=0
$$

uniformly on $K$. Combining these results, we obtain

$$
\lim _{n \rightarrow \infty} e^{-s t_{0}} \int_{-c}^{c}\left[1-f_{n}(\gamma)\right] I(d \gamma, s)=0
$$

uni formly for $s \in K$.

Lemma 4.4. For each $k \geq 0, \lim _{n \rightarrow \infty} g_{k, n}(s)$ exists uniformly on compact subsets of $E^{\prime} \backslash \Lambda_{k}$.
Proof. We write $\left(e^{s t_{0}}-e^{\lambda_{j} t_{0}}\right)^{-1}=e^{-s t_{0}}\left[1+e^{\lambda_{j} t_{0}}\left(e^{s t_{0}}-e^{\lambda_{j} t_{0}}\right)^{-1}\right]$. Then

$$
g_{k, n}(s)=G_{n}(s)+e^{-s t_{0}} \sum_{k+1}^{\infty} \frac{e^{\lambda_{j} t_{0}}}{s t_{0} e_{j} t_{0}}\left(f_{n}, \psi_{j}\right) \int_{-c}^{c} \psi_{j}(\gamma) I(d \gamma, s)
$$

where $G_{n}(s)=e^{-s t_{0}} \sum_{k+1}^{\infty}\left(f_{n}, \psi_{j}\right) \int_{-c}^{c} \psi_{j}(\gamma) I(d \gamma, s)$ which, in turn, equals $-e^{-s t_{0}} \sum_{k+1}^{\infty}\left(f_{n}, \psi_{j}\right) \int_{-c}^{c} \psi_{j}^{\prime}(\gamma) I(\gamma, s) d \gamma$. As before, we can show that
$\sum_{k+1}^{\infty} \int_{-c}^{c}\left|\left(f_{n}, \psi_{j}\right)\right|\left|\psi_{j}^{\prime}(\gamma) I(\gamma, s)\right| d \gamma<\infty$, thus permitting an interchange of the sum and integral. Hence,

$$
-G_{n}(s)=e^{-8 t_{0}} \int_{-c}^{c}\left[\sum_{k+1}^{\infty}\left(f_{n}, \psi_{j}\right) \psi_{j}^{\prime}(\gamma)\right) I(\gamma, s) d \gamma
$$

Since $\psi_{j}^{\prime}(\gamma)=0(j),\left|\left(f_{n}, \phi_{j}\right) \psi_{j}^{\prime}(\gamma)\right| \leq M_{1}\left|\left(L f_{n}, \psi_{j}\right)\right| j^{-1}$ and, so, again $\sum_{k+1}^{\infty}\left(f_{n}, \psi_{j}\right) \psi_{j}^{\prime}(\gamma)$ converges uniformly. Thus, this series is the derivative of the function $\sum_{k+1}^{\infty}\left(f_{n}, \psi_{j}\right) \psi_{j}(\gamma)=f_{n}(\gamma)-\sum_{0}^{k}\left(f_{n}, \psi_{j}\right) \psi_{j}(\gamma)$.

Therefore,

$$
G_{n}(s)=e^{-s t_{0}}\left(\int_{-c}^{c} f_{n}(\gamma) I(d \gamma, s)-\sum_{0}^{k}\left(f_{n}, \psi_{j}\right) \int_{-c}^{c} \psi_{j}(\gamma) I(d \gamma, s)\right)
$$

Now, let $K$ be a fixed compact subset of $E^{\prime} \backslash A_{k}$. It follows from
Lemma 4.3 and the remarks concerning the convergence of ( $f_{n}, \psi_{j}$ ) that $\lim _{n \rightarrow \infty} G_{n}(s)$ exists uniformly for $s \in K$. To complete the proof of the lemma, it remains to show that $\lim _{n \rightarrow \infty} h_{n}(8)$ exists uniformly for $s \in K$ where

$$
h_{n}(s)=e^{-s t_{0}} \sum_{k+1}^{\infty} \frac{e^{\lambda_{j} t_{0}}}{e^{s t_{0}} \lambda_{j} t_{0}}\left(f_{n}, \psi_{j}\right) \int_{-c}^{c} \psi_{j}(\gamma) I(d r, s) .
$$

We will denote the above series with $f_{n}$ replaced by 1 by $h_{0}(s)$.
We first show that these series converge uniformly for all
$s \in K$ and all $n \geq 0$. We note that for $m>k$ and $s \in K$,

$$
\begin{aligned}
&\left|e^{-s t_{0}} \sum_{m+1}^{\infty} \frac{e^{\lambda_{j} t_{0}}}{s t_{0} \lambda_{j} t_{0}}\left(f, \psi_{j}\right) \int_{-c}^{c} \psi_{j}(\gamma) I(d r, s)\right| \\
& \leq K_{3}\|f\|_{2} \sum_{m+1}^{\infty} e^{\lambda_{j} t_{0}}\left|\lambda_{j}\right|^{\frac{1}{2}} \\
& \leq K_{4} \sum_{m+1}^{\infty} e^{\lambda_{j} t_{0}}\left|\lambda_{j}\right|^{\frac{1}{2}}
\end{aligned}
$$

where $f=f_{n}$ or $1,\|\cdot\|_{2}$ denotes the $L^{2}$ norm, and $K_{3}$ and $K_{4}$ are constans independent of $s \in K$ and $n$. Recalling that $\left|\lambda_{j}\right| \sim\left(\frac{\pi}{2 c}\right)^{2}{ }_{j}{ }^{2}$, we see that $\left[e^{\lambda_{j}} 0\left|\lambda_{j}\right|^{\frac{1}{2}}<\infty\right.$. Hence, given $\varepsilon>0$, there exists an integer $m_{0}=m_{0}(\varepsilon)$ such that for $m \geq m_{0}$,

$$
\left|e^{-s t_{0}} \sum_{m+1}^{\infty} \frac{e^{\lambda_{j} t_{0}}}{e^{s t_{0}} \lambda_{j} t_{0}}\left(f, \psi_{j}\right) \int_{-c}^{c} \psi_{j}(\gamma) I(d \gamma, s)\right|<\varepsilon
$$

for all $s \in K$ and $f=f_{n}$ or 1. It then follows immediately that $\lim _{n \rightarrow \infty} h_{n}(8)=h_{0}(8)$ uniformly on $K$.

We note that because of the uniform convergence, the limit function, say $g_{k^{\prime}}$, of the $g_{k, n}$ is analytic in the domain $E^{\prime} \backslash \Lambda_{k^{*}}$. Also, $g_{k}$ is seen to be the function
(8)

$$
\begin{aligned}
& g_{k}(s)=e^{-s t_{0}}\left[I(c, s)-\sum_{0}^{k}\left(1, \psi_{j}\right) \int_{-c}^{c} \psi_{j}(\gamma) I(d \gamma, s)\right. \\
&\left.+\sum_{k+1}^{\infty} \frac{e^{\lambda_{j} t_{0}}}{e^{s t_{0}} \lambda_{j} \lambda_{j} t_{0}}\left(1, \psi_{j}\right) \int_{-c}^{c} \psi_{j}(\gamma) I(d \gamma, s)\right] .
\end{aligned}
$$

We now seek to locate $s_{0}$ in relation to the eigenvalues.
Proposition 4.1. If for any $k \geq 0, \int_{-c}^{c} \psi_{j}(\gamma) I\left(d \gamma, \lambda_{j}\right)=0,0 \leq j<k$, then $s_{0} \leq \lambda_{k}$. Equality holds if $\int_{-c}^{c} \psi_{k}(\gamma) I\left(d \gamma, \lambda_{k}\right) \neq 0$.
Proof. Starting with (4) with $f$ replaced by $f_{n}$ and taking limits as $n \rightarrow \infty$, we obtain by applying the previous lemmas that for all $s \in E$, $s \neq \lambda_{j}$,
(9)

$$
\begin{aligned}
\hat{P}\left(I_{c}, s\right)= & \sum_{0}^{k-1} \frac{1}{s t_{0} \lambda_{j} t_{0}}\left(1, \psi_{j}\right) \int_{-c}^{c} \psi_{j}(\gamma) I(d \gamma, s) \\
& +\frac{1}{s t_{0} \lambda_{k} t_{0}}\left(1, \psi_{k}\right) \int_{-c}^{c} \psi_{k}(\gamma) I(d \gamma, s)+g_{k}(s)
\end{aligned}
$$

where $g_{k}$ is analytic in $E^{\prime} M_{k}$. By hypothesis, the finite sum on the right is analytic in $E^{\prime}$ and, so, in fact, (9) holds for all $s \in E \backslash \Lambda_{k-1}$. Now, if $\lambda_{k}<\boldsymbol{s}_{0}$, then the second term on the right of (9) is analytic in $\left\{s: \operatorname{Re} s>s_{0}-\delta\right\}$ for some $\delta>0$. Thus, the right side of (9) is an analytic function on $\left\{s: \operatorname{Re} s>s_{0}-\delta\right\}$ and, as such, defines an analytic continuation for $\hat{P}\left(I_{c}, s\right)$. However, the latter is the Laplace transform of the nonnegative function $P\left(I_{c}, t\right)$; therefore, it cannot be analytically continued across its axis of convergence (see [15, p.

58]). This contradiction implies that $8_{0} \leq \lambda_{k}$. Next, (4) with $f$ replaced by $\psi_{k}$ yields

$$
\int_{-c}^{c} \psi_{k}(\gamma) \hat{P}(d \gamma, s)=\frac{1}{e^{s t_{0}} e^{\lambda_{k} t_{0}}} \int_{-c}^{c} \psi_{k}(\gamma) I(d \gamma, s)
$$

for all $s \in E, s \notin \lambda_{k}$. Now, suppose $\int_{-c}^{c} \psi_{k}(\gamma) I\left(d \gamma, \lambda_{k}\right) \neq 0$ and assume $\boldsymbol{s}_{0}<\lambda_{k}$. Then the left side above is analytic in $E$, the right side has a pole at $\lambda_{k} \in E$, and the two functions are equal in every small neighborhood of $\lambda_{k}$. Thus, we again have a contradiction and, so, $s_{0}=\lambda_{k}$ if $\int_{-c}^{c} \psi_{k}(\gamma) I\left(d \gamma, \lambda_{k}\right) \neq 0$.
$\int_{-c}^{c} \psi_{k}^{\text {Now, there are two possibilities; i.e., either }}$ such that $\int_{-c}^{c} \psi_{k}(\gamma) I\left(d \gamma, \lambda_{k}\right) \neq 0$. These possibilities are exactly what determines how $P\left(N^{*}>n\right)$ behaves for large $n$. We obtain immediately Corollary 4.1. If $\int_{-c}^{c} \psi_{k}(\gamma) I\left(d_{\gamma}, \lambda_{k}\right)=0$ for all $k \geq 0$, then there exists an $n>0$ such that $P\left(N^{*}>n\right)=0$.

Proof. By the previous proposition, $s_{0} \leq \lambda_{k}$ for all $k$ and, therefore, $8_{0}=-\infty$. It is in this case that Breiman shows that $P\left(N^{*}>n\right)=0$ for some integer $n$.

On the other hand, suppose now that $k$ is the smallest nonnegative integer such that $\int_{-c}^{c} \phi_{k}(\gamma) I\left(d \gamma, \lambda_{k}\right) \neq 0$. Then, applying Proposition 4.1 to (4), we find that for all $f \in C^{2}$ with $f(-c)=f(c)=$ 0 and for all $s \in\left\{s: \operatorname{Re} s>\lambda_{k}\right\}$

$$
\hat{P}(f, s)=\frac{1}{e^{s t_{0}}-e^{\lambda_{k} t_{0}}}\left(f, \psi_{k}\right) \int_{-c}^{c} \psi_{k}(\gamma) I(d \gamma, s)+h_{f}(s)
$$

where $h_{f}$ is analytic in $\left\{s: \operatorname{Re} s>\lambda_{k}-\delta\right\}$ for some $\delta>0$. This expression shows that $\hat{P}(f, s) \sim \alpha /\left(s-\lambda_{k}\right)$ as $s \rightarrow \lambda_{k}{ }^{+}$where $\alpha=$
$t_{0}^{-1} e^{-\lambda_{k} t_{0}}\left(f, \phi_{k}\right) \int_{-c}^{c} \psi_{k}(\gamma) I\left(d r, \lambda_{k}\right) . \hat{P}(f, s)$ is the Laplace transform of $P(f, t)$ and, so, by a Tauberian theorem due to Karamata ([15, p. 192]), it follows that $\int_{0}^{t} e^{-\lambda_{k} u} P(f, u) d u \sim \alpha t$ as $t \rightarrow \infty$. For $f \geq 0$,
this integral is nonnegative for each $t$ and, so, $\alpha \geq 0$. Consequently, ( $f, \phi_{k}$ ) must be of constant sign for all $f \in c^{2}, f(-c)=f(c)=0$, $f \geq 0$. Therefore, $\psi_{k}$ must be of constant sign and the only such eigenfunction is $\psi_{0}>0$ on $(-c, c)$. Thus, we have proved

Corollary 4.2. If $s_{0}=\lambda_{k}$ for some $k \geq 0$, then, in fact, $s_{0}=\lambda_{0}$.

> Now it is possible to rewrite (9) as

$$
\begin{equation*}
\hat{P}\left(I_{c}, s\right)=\frac{1}{e^{s t_{0}}-e^{\lambda_{0} t_{0}}}\left(1, \psi_{0}\right) \int_{-c}^{c} \psi_{0}(\gamma) I\left(d_{\gamma}, s\right)+h(s) . \tag{10}
\end{equation*}
$$

This equality holds for all $s \in\left\{s: \operatorname{Re} s>\lambda_{0}\right\}$ and we note that $h$ is analytic in $\left\{s: \operatorname{Re} s>\lambda_{0}-\delta\right\}$ for some $\delta>0$. It follows from (8) that

$$
\begin{align*}
h(s)= & e^{-s t_{0}}\left[I(c, s)-\left(1, \psi_{0}\right) \int_{-c}^{c} \psi_{0}(\gamma) I(d \gamma, s)\right. \\
& \left.+\sum_{1}^{\infty} \frac{e^{\lambda_{j} t_{0}}}{s t_{0} \lambda_{j} t_{0}}\left(1, \psi_{j}\right) \int_{-c}^{c} \psi_{j}(\gamma) I(d \gamma, s)\right] . \tag{11}
\end{align*}
$$

We now wish to make use of the following modification of a Tauberian theorem due to Ikehara.

Proposition 4.2. If $\phi(t)$ is a nonnegative, nonincreasing function for $t \in[0, \infty), \phi(0)<\infty$, if the integral $\uparrow(s)=\int_{0}^{\infty} e^{-s t} \phi(t) d t$
( $s=x+i y$ ) converges for $R e s>x_{0}$ with $x_{0}<0$, and if for some constant $\alpha$ and some function $g(y)$,

$$
\lim _{x \rightarrow x_{0}}+\left(\phi(s)-\frac{\alpha}{s-x_{0}}\right)=g(y)
$$

uni formly on every finite interval $|y| \leq y_{0}$, then $\lim _{t \rightarrow \infty} e^{-x_{0} t} \phi(t)=\alpha$.
Ikehara's Theorem asserts the same conclusion for a function $\phi$ that is nonnegative and nondecreasing and for $x_{0}=1$. A proof of this theorem is given by Widder [15, pp. 233-236] and by Doetsch [6, pp. 216-222]. Only slight modifications of these proofs are necessary to obtain a proof for Proposition 4.2. Hence, the proof will not be given here.

We may note, in particular, that if $\Phi(s)$ is analytic in
$\left\{s: \operatorname{Re} s>x_{0}-\delta\right\}$ for some $\delta>0$ except for a first order pole at $s=x_{0}$, then the constant $\alpha$ is just the residue at that pole; i.e., $\alpha=$ $\lim _{s \rightarrow x_{0}}\left(s-x_{0}\right) \Phi(s)$. We see from (10) that $\hat{P}\left(I_{c}, \cdot\right)$ is analytic in $8 \rightarrow x_{0}$
$\left\{s: \operatorname{Re} s>\lambda_{0}-\delta\right\}$ for some $\delta>0$ except possibly for poles at the points $s=\lambda_{0} \pm 2 n \pi i / t_{0}$. However, $\hat{P}\left(I_{c},{ }^{\circ}\right)$ is independent of the parameter $t_{0}$ and, so, the only singularity of $\hat{P}\left(I_{c}, \cdot\right)$ in $\left\{s: \operatorname{Re} s>\lambda_{0}-\delta\right\}$ is the first order pole at $s=\lambda_{0}$. Applying Proposition 4.2 , we find that $\left.\lim _{t \rightarrow \infty} e^{-\lambda_{0} t_{P}} I_{c}, t\right)=\alpha$ where $\alpha=$ $t_{0}^{-1} e^{-\lambda_{0} t_{0}}\left(1, \phi_{0}\right) \int_{-c}^{c} \phi_{0}(\gamma) I\left(d \gamma, \lambda_{0}\right)>0$. As noted above, $\lambda_{0}=-2 \beta(c)$ and $P\left(I_{c}, t\right)=P\left(N^{*}>\left[e^{2 t}\right]\right)$. It follows immediately that $P\left(N^{*}>n\right) \sim$
$\alpha n^{-B(c)}$ as $n \rightarrow \infty$. This, together with Corollary 4.1, is the content of Breiman's result which we have stated previously as Theorem 1.1.

## 2. The Uniform Result

Let $C^{C}$ be a class of probability distribution functions such that each $F \in C$ satisfies the following properties:
(i) $\int_{-\infty}^{\infty} x d F(x)=0$
(ii) $m<\sigma_{F}{ }^{2}=\int_{-\infty}^{\infty} x^{2} d F(x)$
(iii) $\int_{-\infty}^{\infty}|x|^{3} d F(x) \leq M<\infty$
(iv) $\boldsymbol{F}$ is continuous except possibly at zero.

We remark that $m$ and $M$ are positive constants which are independent of $F$.

With each $F \in C$, we may associate a sequence $\left\{X_{n}\right\}_{n=1}^{\infty}$ of i. i. d. random variables defined on some probability space ( $\Omega_{F},{ }_{F}, P_{F}$ ) such that $X_{1}=X_{1}(F)$ has distribution function $F$. For this sequence and for any $0>0$, the stopping time $N_{P}=N_{P}(c)$ is defined by

$$
\begin{aligned}
& N_{P}=N_{F}(c)=\text { least } n \geq 1 \text { such that }\left|\sum_{1}^{n} X_{i}\right|>c \sigma_{F} \sqrt{n} \\
& \text { or }+\infty \text { if no such } n \text { exists. }
\end{aligned}
$$

If we define $N_{F}{ }^{*}=N_{F}{ }^{*}(c)$ by

$$
\begin{aligned}
& N_{F} *=N_{F}^{*}(c)=\text { least } n \geq 1 \text { such that }\left|\sum_{1}^{n} X_{i}\right| \geq \operatorname{cog}_{P} \sqrt{n} \\
& \text { or }+\infty \text { if no such } n \text { exists, }
\end{aligned}
$$

then, since the only possible atom of the distribution function $F$
occurs at zero, it follows that $N_{F}=N_{F}$ a. s. $\left[P_{F}\right]$. Thus, in particular, $P_{F}\left(N_{F}>n\right)=P_{F}\left(N_{F}{ }^{*}>n\right)$. Hence, Theorem 1.1 may be applied to the sequence $\left\{X_{n}\right\}$ to obtain the fact that either (a) for some $n$, $P_{F}\left(N_{F}>n\right)=0$, or $(b) P_{F}\left(N_{F}>n\right) \sim \alpha_{F} n^{-\beta(c)}$ as $n \rightarrow \infty$ where $B(c)$ is the same for all $F \in \mathcal{C}$.

Henceforth, we will be interested only in the case $c \geq 1$. For such c, Chow, Robbins, and Teicher [4] proved a theorem which implies that $E N_{F}=+\infty$. Thus, (a) is excluded for $c \geq 1$. We now seek to show that (b) holds uniformly for all $P \in C$; i.e., that $\lim _{n \rightarrow \infty} n^{\beta(c)} P_{F}\left(N_{F}>n\right)$ $=\alpha_{F}$ uni formly for $P \in C$.

Just as above, we fix an arbitrary $t_{0}>0$ and for $t>0$, we define $m=\left[e^{2 t}\right]$ and $n=\left[e^{2\left(t+t_{0}\right)}\right]$. For each $F \in C$, we define $P_{P}(\gamma, t), Q_{P}\left(\gamma, \eta, t, t_{0}\right), P_{P}\left(I_{c}, t\right)$, and $\hat{P}_{P}\left(I_{c}, s\right)$ as above; e.g., $P_{F}(\gamma, t)=P_{F}\left[S_{m}(F)<\gamma \sigma_{F} \sqrt{m} ; N_{F}>m\right]$ where $S_{m}(F)=\sum_{1}^{m} X_{i}(F)$. First, we prove that (1) holds uniformly for $F \in C$.

Lemma 4.5. There exists a constant $D$ such that for all $F \in C$,

$$
\sup _{\gamma, \eta}\left|Q_{P}\left(\gamma, n, t, t_{0}\right)-Q(\gamma, n)\right| \leq D e^{-t / 16} .
$$

Proof. Prohorov [11, p. 202] obtains an estimate of the rate at which the measure $P$ on $C[0,1]$ converges to the Wiener measure, where $P$ is the measure generated by the functions in $C[0,1]$ which are formed by linearly interpolating between the values of $N$ independent random variables. For the case considered by Breiman in his Proposition 1, the upper bound $\rho_{N}$ for the distance between these two measures is of the form $\rho_{N}=k N^{-1 / 8}(\log N)^{2}$ where $N=n-m$ and $k$ is a constant, independent of $N$ but dependent on $F$. A careful analysis of Prohorov's
work shows that $k$ depends on $\sigma_{F}{ }^{2}$ and $E\left|X_{1}(\mathbb{P})\right|^{3}$. However, since for all $\boldsymbol{F} \in C, \sigma_{F}{ }^{2}>m$ and $E\left|X_{1}(F)\right|^{3} \leq M$, we can replace $\rho_{N}$ by $\rho_{N^{\prime}}{ }^{\prime}=$ $k^{\prime} N^{-1 / 8}\left(\log N+k^{\prime \prime}\right)^{2}$ where $k^{\prime}$ and $k^{\prime \prime}$ are constants independent of $N$ and $\boldsymbol{F} \in C$. Then, Breiman's proof shows that there is a constant $D$, now independent of $F \in C$, such that $\sup \left|Q_{F}\left(\gamma, n, t, t_{0}\right)-Q(\gamma, n)\right| \leq$ $D e^{-t / 16}$ for all $F \in C$.

Next, we recall that in the first section we showed that if $P_{P^{\prime}}\left(N_{\mathcal{F}}>n\right)>0$ for all $n$, then $\hat{P}_{F}\left(I_{c}, 8\right)$ is analytic in $\left\{8: \operatorname{Re} s>\lambda_{0}\right\}$; 1.e., the half plane of analyticity is the same for all $F \in \mathcal{C}$. Also, we obtained the asymptotic behavior of $P_{F}\left(N_{F}>n\right)$ using Proposition 4.2. Now we are interested in not a single function b, but rather a certain family of functions indexed by the distribution functions $\boldsymbol{F} \in C$. In general, we consider a family of functions, say $\left\{\phi_{w}, w \in \mathbb{W}\right\}$ where ${ }^{q}$ is an arbitrary index set. In order to show that the conclusion of Proposition 4.2 holds uniformly for all $\phi_{w}, w \in \mathscr{W}$, we require that the corresponding $\alpha_{w}$ and $g_{w}$ satisfy certain restrictions. More precisely, we prove

Proposition 4.3. Let $\left\{\phi_{w}, w \in \mathbb{W}\right\}$ be a family of nonnegative, nonincreasing functions on $[0, \infty)$ for which $\sup \left\{\phi_{w}(0): w \in W\right\}<\infty$. Suppose that for every $w \in \mathscr{W}$, the integral $\psi_{w}(s)=\int_{0}^{\infty} e^{-s t} \phi_{w}(t) d t$ ( $s=x+i y$ ) converges for $x>x_{0}$ where $x_{0}<0$ is independent of $w$. Suppose also that there are constants $\alpha_{w}$ and functions $g_{w}$ such that for each $w \in \mathcal{W}$

$$
\lim _{x \rightarrow x_{0}}\left(\Phi_{w}(s)-\frac{\alpha_{w}}{s-x_{0}}\right)=g_{w}(y)
$$

uniformly on every finite interval $|y| \leq y_{0}$. If $\left\{\alpha_{w}, w \in W\right\}$ are uniformly bounded and if $\left\{g_{w}, w \in\left\{\begin{array}{l} \\ \}\end{array}\right.\right.$ are uniformly bounded and equicontinuous on every finite interval, then $\lim e^{-x_{0} t} \phi_{\omega}(t)=\alpha_{w}$ uniformly for $w \in \mathbb{F}$.

Proof. Let us define the functions

$$
\begin{aligned}
& a_{w}(t)= \begin{cases}e^{-x_{0} t} \omega_{w}(t) & t \geq 0 \\
0 & t<0\end{cases} \\
& A_{w}(t)= \begin{cases}a_{w} & t \geq 0 \\
0 & t<0\end{cases}
\end{aligned}
$$

and for any $\lambda>0$, the functions

$$
\begin{aligned}
& k_{\lambda}(x)=2 \lambda \frac{1}{\sqrt{2 \pi}}\left(\frac{\sin \lambda x}{\lambda x}\right)^{2} \\
& K_{\lambda}(x)= \begin{cases}1-\left|\frac{x}{2 \lambda}\right| & |x| \leq 2 \lambda \\
0 & |x|>2 \lambda\end{cases}
\end{aligned}
$$

It is a well-known result of harmonic analysis that $K_{\lambda}(x)$ is the Fourier trans form of $k_{\lambda}(x)$.

Following Widder's proof of Ikehara's Theorem as adapted to Proposition 4.2, we arrive at the identity

$$
\begin{equation*}
\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} k_{\lambda}(x-t)\left[a_{\omega}(t)-A_{\omega}(t)\right] d t=\frac{1}{2 \pi} \int_{-2 \lambda}^{2 \lambda} K_{\lambda}(y) e^{-i x y} g_{\omega}(y) d y \tag{12}
\end{equation*}
$$

for each $w \in W$ and each $\lambda>0$. The hypotheses on the functions $g_{w}$ imply, by Arzela's Theorem, that $\left\{g_{w}, w \in \mathscr{W}\right\}$ is a compact set. Using this fact together with the Riemann-Lebesgue Theorem, we see that the limit as $x \rightarrow \infty$ of the right side of (12) is zero uniformly for $w \in \mathscr{W}$. Further, since the $\alpha_{w}$ are uniformly bounded,

$$
\lim _{x \rightarrow \infty} \frac{a w}{\sqrt{2 \pi}} \int_{0}^{\infty} k_{\lambda}(x-t) d t=a_{w}
$$
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uniformly for $w \in W^{\prime}$. Hence, for each $\lambda>0$,

$$
\lim _{x \rightarrow \infty} \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} k_{\lambda}(x-t) a_{w}(t) d t=a_{w}
$$

uniformly for $\omega \in W_{\text {. Writing }} \delta(2 x)=\frac{1}{\sqrt{2 \pi}}\left(\frac{\sin x}{x}\right)^{2}$, we note that $k_{\lambda}(x)=$ $2 \lambda \delta(2 \lambda x)$ and, so, a change of variables yields

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \delta(t) a_{w}\left(x-\frac{t}{2 \lambda}\right) d t=a_{w} \tag{13}
\end{equation*}
$$

uniformly for $w \in W$.
Now, following Doetsch's proof of Ikehara's theorem, we let $\varepsilon>0$ be given. Then, there is an $x_{1}=x_{1}(\varepsilon, \lambda)$ such that for $x \geq x_{1}$,

$$
\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \delta(t) a_{w}\left(x-\frac{1}{\sqrt{\lambda}}-\frac{t}{2 \lambda}\right) d t<a_{w}+\varepsilon / 2
$$

Since the integrand is nonnegative, the region of integration can be reduced to $[-2 \sqrt{\lambda}, 2 \sqrt{\lambda}]$. We note that $a_{\omega}(y) e^{x_{0} y}=\phi_{\omega}(y)$ is nonincreasIng and, therefore, on the interval $[-2 \sqrt{\lambda}, 2 \sqrt{\lambda}], a_{w}\left(x-\frac{1}{\sqrt{\lambda}}-\frac{t}{2 \lambda}\right) \geq$ $a_{w}(x) \exp \left(-x_{0}\left(-\frac{1}{\sqrt{\lambda}}-\frac{t}{2 \lambda}\right)\right) \geq a_{w}(x) \exp \left(x_{0} \frac{2}{\sqrt{\lambda}}\right)$ since $x_{0}<0$. Thus, for $x \geq x_{1}$,

$$
a_{w}(x)<\left(\alpha_{w}+\varepsilon / 2\right) \exp \left(-x_{0} \frac{2}{\sqrt{\lambda}}\right)\left(\frac{1}{\sqrt{2 \pi}} \int_{-2 \sqrt{\lambda}}^{2 \sqrt{\lambda}} \delta(t) d t\right)^{-1}
$$

Since $\int_{-\infty}^{\infty} \delta(t) d t=\sqrt{2 \pi}$, for $\lambda$ sufficiently large, the right side is less than $a_{w}+\varepsilon$. Hence, fixing such a $\lambda$, it follows that for all $x \geq$ $x_{1}(\varepsilon, \lambda), a_{w}(x)<\alpha_{w}+\varepsilon$.

Also, (13) implies that there exists an $x_{2}=x_{2}(\varepsilon, \lambda)$ such that for $x \geq x_{2}$,

$$
\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \delta(t) a_{w}\left(x+\frac{1}{\sqrt{\lambda}}-\frac{t}{2 \lambda}\right) d t>\alpha_{w}-\varepsilon / 2
$$

For $t<x_{1}$, we note that $a_{w}(t) \leq e^{-x_{0} t} \phi_{w}(t) \leq e^{-x_{0} x_{1}} \phi_{w}(0)$ and for
$t \geq x_{1}, a_{w}(t)<\alpha_{w}+\varepsilon$. By hypothesis, $\phi_{w}(0)$ and $\alpha_{w}$ are uniformly bounded and so $a_{w}(t) \leq K$, a constant which is independent of $w \in W$. Also, as before, we find that for $t \in[-2 \sqrt{\lambda}, 2 \sqrt{\lambda}], a_{w}\left(x+\frac{1}{\sqrt{\lambda}}-\frac{t}{2 \lambda}\right) \leq$ $a_{w}(x) \exp \left(-x_{0} \frac{2}{\sqrt{\lambda}}\right)$. Hence, for $x \geq x_{2}$,
$a_{w}(x)>\left[\left(a_{w}-\varepsilon / 2\right)-\frac{K}{\sqrt{2 \pi}}\left(\int_{-\infty}^{-2 \sqrt{\lambda}} \delta(t) d t+\int_{2 \sqrt{\lambda}}^{\infty} \delta(t) d t\right)\right]$

- $\exp \left[x_{0} \frac{2}{\sqrt{\lambda}}\right)\left(\frac{1}{\sqrt{2 \pi}} \int_{-2 \sqrt{\lambda}}^{2 \sqrt{\lambda}} \delta(t) d t\right)^{-1}$.

Again, for fixed $\lambda$ sufficiently large and $x \geq x_{2}(\varepsilon, \lambda), a_{w}(x)>\alpha_{w}-\varepsilon$. Therefore, since $x_{1}$ and $x_{2}$ are independent of $w \in W$, we conclude that $\lim _{x \rightarrow \infty} a_{w}(x)=\alpha_{w}$ uniformly for $w \in W$.

We now seek to apply this proposition with $W=C(w=F \in C)$ and $\phi_{P}(t)=P_{P}\left(I_{c}, t\right) \cdot$ Clearly, $\sup \left\{\phi_{F}(0), F \in C\right\} \leq 1<\infty$ and we have already remarked that the Laplace integral $\psi_{F}(s)=\hat{P}_{F}\left(I_{c}\right.$, s) converges for $s$ with $\operatorname{Re} s>\lambda_{0}=-2 \beta(c)$. As noted previously, $\hat{P}_{p}\left(I_{c}, \cdot\right)$ is independent of the parameter $t_{0}$ and it follows from (10) applied to each $F \in C$ that $\hat{P}_{F}\left(I_{e}, \cdot\right)$ is analytic in $\left\{s: \operatorname{Re} s>\lambda_{0}-\delta\right\}$ for some $\delta>0$ except for a first order pole at $s=\lambda_{0}$. With this in mind, we prove several lemmas which will enable us to apply the previous proposition.

Lemma 4.6. For any fixed $F \in C$,

$$
\lim _{x \rightarrow \lambda_{0}}\left(\hat{P}_{F}\left(I_{c}, s\right)-\frac{\alpha_{F}}{s-\lambda_{0}}\right)=g_{F}(y) \quad(s=x+i y)
$$

uniformly on every finite interval $|y| \leq y_{0}$, where $\alpha_{F}$ and $g_{F}$ are given by

$$
\begin{equation*}
\alpha_{F}=t_{0}^{-1} e^{-\lambda_{0} t_{0}} B_{F}\left(\lambda_{0}\right) \tag{14}
\end{equation*}
$$

(15) $\quad g_{F}(y)= \begin{cases}e^{-\lambda_{0} t_{0}} \frac{B_{F}\left(\lambda_{0}+i y\right)}{e^{i y t_{0}}-1}-\frac{\alpha_{F}}{i y}+h_{F}\left(\lambda_{0}+i y\right) & y \neq 0 \\ e^{-\lambda_{0} t_{0}}\left[t_{0}{ }^{-1} B_{F}^{\prime}\left(\lambda_{0}\right)-\frac{1}{\left.\frac{1}{2} B_{F}\left(\lambda_{0}\right)\right]+h_{F}\left(\lambda_{0}\right)}\right. & y=0\end{cases}$
where $B_{F}(s)=\left(1, \psi_{0}\right) \int_{-c}^{c} \phi_{0}(\gamma) I_{F}(d \gamma, s)$ and $h_{F}(s)$ is the function given in (11) applied to $F \in C$.
Proof. We denote the residue of $\hat{P}_{F}\left(I_{c},{ }^{\cdot}\right)$ at the pole $s=\lambda_{0}$ by $\alpha_{F}$. If we write $G_{F}(s)=\hat{P}_{F}\left(I_{c}, s\right)-\alpha_{F} /\left(s-\lambda_{0}\right)$, then $G_{F}$ is analytic in $\left\{8: \operatorname{Re} \varepsilon>\lambda_{0}-\delta\right\}$. Hence, for $g_{F}(y)=G_{P}\left(\lambda_{0}+i y\right)$, the uniform convergence on finite intervals is an immediate consequence of the analyticity of $G_{F}$. Straightforward computations show that $\alpha_{F}$ and $g_{F}$ are given explicitly by (14) and (15) respectively. We remark that the analyticity of $G_{F}$ implies that $g_{F}$ is well-defined at $y=2 n \pi / t_{0}$.

Lemma 4.7. For each $\gamma \in[-c, 0]$, for each $k \geq 0$, and for $s=x+i y$, $0 \geq x>\lambda_{0}-1 / 16,\left|I_{F}{ }^{(k)}(\gamma, s)\right| \leq 2^{k} t_{0}{ }^{k+1}+D\left|\hat{P}_{F}{ }^{(k)}\left(I_{c}, x+1 / 16\right)\right|$ where $D$ is a constant which is independent of $P \in C$.

Proof. We recall that $I_{\mathcal{P}}(\gamma, \cdot)$ is analytic in $\left\{s: R e s>\lambda_{0}-1 / 16\right\}$.
It is given explicitly in (5) (when applied to each $F \in C$ ) and a simple calculation shows

$$
\begin{aligned}
I_{F}^{(k)}(\gamma, s)= & e^{s t_{0}} \sum_{0}^{k}\binom{k}{j} t_{0}^{j} \int_{0}^{t_{0}}(-t)^{k-j} e^{-s t} P_{P}(\gamma, t) d t \\
& +\int_{0}^{\infty} \int_{-c}^{c}\left[Q_{F}\left(\gamma, \eta, t, t_{0}\right)-Q(\gamma, n)\right](-t)^{k} e^{-s t_{P_{F}}(d n, t) d t}
\end{aligned}
$$

Thus, using Lemma 4.5, we see

$$
\left.\left|I_{F}^{(k)}(\gamma, s)\right| \leq 2^{k} t_{0}^{k+1}+\int_{0}^{\infty} t^{k} e^{-(x+1 / 16) t_{P_{F}}} I_{e}, t\right) d t ;
$$

the integral above is exactly $\left|\hat{P}_{F}{ }^{(k)}\left(I_{c}, x+1 / 16\right)\right|$ as desired.

Lemma 4.8. For each $k \geq 0$ and each $s \in\left\{s: \operatorname{Re} s>\lambda_{0}\right\}$ with $s=x+i y$, $\left|\hat{P}_{F}{ }^{(k)}\left(I_{c}, s\right)\right| \leq M_{k}(x)$, a real-valued function which is independent of F.

Proof. First of all, if $x=\operatorname{Re} s>0$, then $\left|\hat{P}_{F}^{(k)}\left(I_{c}, s\right)\right| \leq$ $\int_{0}^{\infty} t^{k} e^{-x t} P_{F}\left(I_{c}, t\right) d t \leq k!x^{-k-1}$. This is the desired bound for $\operatorname{Re} \mathrm{s}>0$.

Now, for $R e s \leq 0$, we use the explicit expression for $\hat{P}_{F}\left(I_{c}, s\right)$ obtained from (10) and (11) applied to $F \in C$. First, we obtain the bound for $k=0$. We note that $\left|e^{s t_{0}}-e^{\lambda_{j} t_{0}}\right| \geq e^{x t_{0}}-e^{\lambda_{0} t_{0}}$ for all $j \geq 0$ and $x=\operatorname{Re} s>\lambda_{0}$. Also, integrating by parts and recalling that $\psi_{j}{ }^{\prime}=$ $0(j)$, we obtain, using the previous lemma, that $\left|\int_{-c}^{c} \psi_{j}(\gamma) I_{F}\left(d^{\gamma} r, s\right)\right| \leq$ $K\left[t_{0}+D \hat{P}_{F}\left(I_{c}, x+1 / 16\right)\right] j$ where $K$ is a constant depending only on $c$. As seen previously, $\left|\left(1, \psi_{j}\right)\right| \leq\|1\|_{2}\left\|\psi_{j}\right\|_{2}=\|1\|_{2}$ and $\left[j e^{\lambda} t_{0}<\infty\right.$. Thus,

$$
\begin{gathered}
\left|\hat{P}_{F}\left(I_{c}, s\right)\right| \leq\left\{K^{\prime}\left(e^{x t_{0}}-e^{\lambda_{0} t_{0}}\right)^{-1}+e^{-x t_{0}}\left[K^{\prime \prime}+K^{\prime \prime \prime}\left(e^{x t_{0}}-e^{\lambda_{0} t_{0}}\right)^{-1}\right]\right) \\
\cdot\left[t_{0}+\hat{D} P_{p^{\prime}}\left(I_{c}, x+1 / 16\right)\right]
\end{gathered}
$$

the constants being independent of $P$. If $x+1 / 16>0$, then $\hat{P}_{F}\left(I_{c}, x+1 / 16\right) \leq(x+1 / 16)^{-1}$ and it follows that $\hat{P}_{F}\left(I_{c}, s\right)$ is bounded independently of $P$. Otherwise, we repeat the same process applied to $\hat{P}_{F}\left(I_{c}, x+1 / 16\right)$ to obtain

$$
\left|\hat{P}_{F}\left(I_{c}, s\right)\right| \leq K_{1}(x)+K_{2}(x) \hat{P}_{F}\left(I_{c}, x+2 / 16\right)
$$

Continuing in this manner, we obtain for some $m=m(x)>0$,

$$
\left|\hat{P}_{F}\left(I_{c}, s\right)\right| \leq J(x)+K(x) \hat{P}_{P}\left(I_{c}, x+m / 16\right)
$$

where $x+m / 16>0$ and $J$ and $K$ are functions of $x$ which do not depend on $\boldsymbol{F}$. Hence, $\left|\hat{P}_{F}\left(I_{c}, s\right)\right| \leq J(x)+K(x)(x+m / 16)^{-1}$, a function which is independent of $F$.

To obtain the desired bounds for higher derivatives, we differentiate $\hat{P}_{F}\left(I_{c}\right.$, s) [as given by (10) and (11)] and use essentially the same method as for $k=0$. We note that the infinite series of (11) is uniformly convergent on compact subsets of $\left\{s: \operatorname{Re} s>\boldsymbol{\lambda}_{0}\right\}$ and, therefore, can be differentiated term by term.

Lemma 4.9. sup $\left\{\alpha_{F}: F \in C\right\}<\infty$.
Proof. Since $\alpha_{F}=t_{0}^{-1} e^{-\lambda_{0} t_{0}}\left(1, \psi_{0}\right) \int_{-c}^{c} \psi_{0}(\gamma) I_{F}\left(d \gamma, \lambda_{0}\right)$, it follows as
before from Lemma 4.7 that $\alpha_{F} \leq K\left(\lambda_{0}\right)\left[t_{0}+D P_{F}\left(I_{0}, \lambda_{0}+1 / 16\right)\right]$. Hence, by Lemma $4.8, \alpha_{F} \leq K\left(\lambda_{0}\right)\left[t_{0}+D M_{0}\left(\lambda_{0}+1 / 16\right)\right]$; since this bound is independent of $F$, the desired conclusion follows.

Lemma 4.10. For any $y_{0}>0$, the family $\left\{g_{F}, F \in \mathcal{C}\right\}$ is uniformly bounded and equicontinuous on $\left[-y_{0}, y_{0}\right]$.
Proof. Let $y_{0}>0$ be fixed. We note that since $\hat{P}_{F}\left(I_{c},{ }^{\cdot}\right)$ is independent of the parameter $t_{0}$, so is $\alpha_{F}=\lim _{s \rightarrow \lambda_{0}}\left(s-\lambda_{0}\right) \hat{P}_{F}\left(I_{c}, s\right)$. Hence, since $g_{F}(y)=G_{F}\left(\lambda_{0}+i y\right)$ where $G_{F}(s)=\hat{P}_{F}\left(I_{c}, s\right)-\alpha_{F} /\left(s-\lambda_{0}\right), g_{F}$ is also independent of $t_{0}$. Therefore, since $t_{0}$ was arbitrary, it may be chosen so that $2 \pi / t_{0}>y_{0}$ without affecting the $g_{F}$ 's. Now, $g_{F}$ is given explicitly in (15); we write $g_{F}(y)=u_{F}(y)+h_{F}\left(\lambda_{0}+i y\right)$ where

$$
u_{F}(y)=e^{-\lambda_{0} t_{0}}\left(\frac{B_{F}\left(\lambda_{0}+i y\right)-B_{F}\left(\lambda_{0}\right)}{e^{i y t_{0}}-1}+B_{F}\left(\lambda_{0}\right)\left(\frac{1}{e^{i y t_{0}}-1}-\frac{1}{i y t_{0}}\right)\right)
$$

and $h_{F}$ is as before.

First, we show that $g_{F}(y)$ is bounded independently of $F \in C$ and $y \in\left[-y_{0}, y_{0}\right]$. We write the first term of $u_{F}$ as $\left(\left[B_{F}\left(\lambda_{0}+i y\right)-B_{F}\left(\lambda_{0}\right)\right] / y\right)$ - $\left[\left(e^{i y t_{0}}-1\right) / y\right]^{-1}$. The second term of this product is continuous [when it is extended to equal $\left(i t_{0}\right)^{-1}$ at $\left.y=0\right]$ on $|y| \leq y_{0}<2 \pi / t_{0}$ and, hence, is bounded. If we regard $B_{F}\left(\lambda_{0}+i y\right)$ as a function from $\left[-y_{0}, y_{0}\right]$ to $c$, we see by the mean value theorem that for $y \neq 0$,
$\left|\left[B_{F}\left(\boldsymbol{\lambda}_{0}+i y\right)-B_{F}\left(\boldsymbol{\lambda}_{0}\right)\right] / y\right| \leq\left|B_{F}^{\prime}\left(\boldsymbol{\lambda}_{0}+i y^{*}\right)\right|, 0<\left|y^{*}\right|<|y|$, while for $y=0$, the first term is defined to be $i B_{F}^{\prime}\left(\lambda_{0}\right)$. Thus, using Lemmas 4.7 and 4.8 , we see that the modulus of the first term is bounded independently of $F$ and $y$. In a similar manner, the second term of $u_{F}$ is uniformly bounded and so, therefore, is $u_{F}$. The fact that $h_{F}\left(\lambda_{0}+i y\right)$ is uniformly bounded follows by using again Lemmas 4.7 and 4.8. Thus, $g_{F}$ is bounded independently of $F$ and $y$.

To show that $\left\{g_{F}, F \in \mathcal{P}\right\}$ is equicontinuous on $\left[-y_{0}, y_{0}\right]$, it suffices to show that the derivatives $g_{F}{ }^{\prime}$ are uniformly bounded. Computing these derivatives, we find, using the mean value theorem, that they may be bounded by expressions involving $I_{F}{ }^{(k)}\left(\gamma, \lambda_{0}+i y\right), k=$ $0,1,2$. Hence, it follows from Lemmas 4.7 and 4.8 that $g_{F}^{\prime}$ are bounded independently of $F$ and $y$. Therefore, $\left\{g_{F}, F \in P\right\}$ is an equicontinuous family on $\left[-y_{0}, y_{0}\right]$.

Theorem 4.1. Let $C$ be a class consisting of distribution functions which satisfy properties (i)-(iv). For $F \in C$, let $P_{F}$ be the probability measure induced on the space $\left(\Omega_{F}, \mathcal{f}_{F}\right)$ by $F$ and for $c>0$, let $N_{F}(c)$ be the stopping time defined above. Then, $\lim _{n \rightarrow \infty} n^{\beta(c)}{ }_{P} F_{F}\left[N_{F}(c)>n\right]=\alpha_{F}$
uniformly for $F \in C$ where $B(c)$ is a constant which is independent of $F$ and $\alpha_{F}$ is the constant defined by (14).

Proof. It follows from the previous lemmas that we may apply Proposition 4.3 to the family of functions $\left\{P_{F}\left(I_{e}, \cdot\right), F \in C\right\}$ to obtain

$$
\begin{equation*}
\lim _{t \rightarrow \infty} e^{2 \beta(c) t} P_{F}\left(I_{c}, t\right)=\alpha_{F} \tag{16}
\end{equation*}
$$

uniformly for $F \in C$. We noted previously that $P_{F}\left(I_{c}, t\right)=$ $P_{F}\left(N_{P}(c)>\left[e^{2 t}\right]\right)$. Hence, (16) is clearly equivalent to the desired conclusion.

As mentioned at the beginning of this chapter, we actually need to apply this uniform result to a collection of distribution functions indexed by the parameter $\mu$. For each real $\mu$ in some neighborhood of zero, say $|\mu|<\mu_{0}$, let $\left\{Y_{n}(\mu)\right\}_{n=1}^{\infty}$ be a sequence of i. i. d. random variables defined on the probability space $\left(\Omega_{\mu}, \mathcal{F}_{\mu}, P_{\mu}\right)$ with common distribution function $G_{\mu}$ which satisfies properties (i)-(iv). We will write $\sigma(\mu)^{2}$ for $\sigma_{G_{\mu}}{ }^{2}$. Further, we assume that as $\mu \rightarrow 0, G_{\mu}$ converges weakly to $G_{0}$ (denoted by $G_{\mu} \xrightarrow{\omega} G_{0}$ ); i.e., $Y_{1}(\mu)$ converges in distribution to $Y_{1}(0)$. Writing $\sigma^{2}$ for $\sigma(0)^{2}$, we note that $G_{\mu} \xrightarrow{\omega} G_{0}$ and $E\left|Y_{1}(\mu)\right|^{3} \leq M$ together imply that $\lim _{\mu \rightarrow 0} \sigma(\mu)^{2}=\sigma^{2}$. Examples of collections of sequences satisfying these properties will arise in our subsequent work.

Now, for each $\mu$ and for every $c>0$, we define the stopping time $M_{\mu}=M_{\mu}(c)$ on the space $\left(\Omega_{\mu}, \mathcal{F}_{\mu}, P_{\mu}\right)$ by

$$
\begin{aligned}
M_{\mu}=M_{\mu}(c) & =\text { least } n \geq 1 \text { such that }\left|\sum_{1}^{n} Y_{i}(\mu)\right|>c o(\mu) \sqrt{n} \\
& \text { or }+\infty \text { if no such } n \text { exists. }
\end{aligned}
$$

We note that $M_{\mu}$ corresponds to $N_{G \mu}$ defined previously. We prove one additional lemma before the final theorem of this chapter.

Lemma 4.11. $\lim _{\mu \rightarrow 0} P_{\mu}\left(M_{\mu}>n\right)=P_{0}\left(M_{0}>n\right)$ for all $n \geq 1$.
Proof. Let $n \geq 1$ be a fixed integer. Defining the sets $B_{\mu} C R^{n}$ by

$$
\begin{array}{r}
B_{\mu}=\left\{\left(y_{1}, \ldots, y_{n}\right):\left|\sum_{1}^{k} y_{i}\right| \leq \cos (\mu) \sqrt{k}, k=1, \ldots, n\right\}, \text { we can write } \\
P_{\mu}\left(M_{\mu}>n\right)=\int \begin{array}{c}
B_{\mu} \\
\ldots
\end{array} d G_{\mu}\left(y_{n}\right) \ldots d G_{\mu}\left(y_{1}\right) .
\end{array}
$$

Since $G_{0}$ is continuous except possibly at zero, the distribution of $\sum_{1}^{k} Y_{i}(0)$ can have an atom only possibly at zero. Thus,

$$
\int_{\partial B_{0}} \ldots d G_{0}\left(y_{n}\right) \ldots d G_{0}\left(y_{1}\right)=0
$$

where $\partial B_{0}$ denotes the boundary of $B_{0}$. Since $G_{\mu} \xrightarrow{\omega} G_{0}$, it follows that

$$
\begin{aligned}
\lim _{\mu \rightarrow 0} \int_{B_{0}} \ldots d G_{\mu}\left(y_{n}\right) \ldots d G_{\mu}\left(y_{1}\right) & =\int \ldots \int_{B_{0}} \ldots d G_{0}\left(y_{n}\right) \ldots d G_{0}\left(y_{1}\right) \\
& =P_{0}\left(M_{0}>n\right) .
\end{aligned}
$$

Therefore, it remains to show that
$\lim _{\mu \rightarrow 0}\left|\int_{B_{\mu}} \ldots d G_{\mu}\left(y_{n}\right) \ldots d G_{\mu}\left(y_{1}\right)-\int \ldots{ }_{B_{0}} \ldots d G_{\mu}\left(y_{n}\right) \ldots d G_{\mu}\left(y_{1}\right)\right|=0$.
Denoting this absolute value by $\Delta(\mu)$ and writing $S_{k}(\mu)=\sum_{1}^{k} Y_{i}(\mu)$, we see that

$$
\begin{aligned}
\Delta(\mu) \leq & P_{\mu}\left[\left|S_{k}(\mu)\right| \leq \operatorname{co}(\mu) \sqrt{k}, 1 \leq k \leq n ;\left|S_{j}(\mu)\right|>\operatorname{col} \sqrt{j} \text { for some } j \leq n\right] \\
& +P_{\mu}\left[\left|S_{k}(\mu)\right| \leq \cos \sqrt{k}, 1 \leq k \leq n ;\left|S_{j}(\mu)\right|>\operatorname{co}(\mu) \sqrt{j} \text { for some } j \leq n\right],
\end{aligned}
$$

and, therefore, that
(17)

$$
\begin{aligned}
\Delta(\mu) \leq \sum_{1}^{n} P_{\mu}[\cos \sqrt{k} & \left.<\left|S_{k}(\mu)\right| \leq \operatorname{oo}(\mu) \sqrt{k}\right] \\
& +\sum_{1}^{n} P_{\mu}\left[\cos (\mu) \sqrt{k}<\left|S_{k}(\mu)\right| \leq \cos \sqrt{k}\right] .
\end{aligned}
$$

Now, for any $\varepsilon>0$, we may choose $\mu$ sufficiently small so that $|\sigma(\mu)-\sigma|<\varepsilon$. For such $\mu$, (17) may be written

$$
\begin{align*}
\Delta(\mu) \leq \sum_{1}^{n} P_{\mu}[c \sigma \sqrt{k} & \left.<\left|S_{k}(\mu)\right| \leq c(\sigma+\varepsilon) \sqrt{k}\right]  \tag{18}\\
& +\sum_{1}^{n} P_{\mu}\left[c(\sigma-\varepsilon) \sqrt{k}<\left|S_{k}(\mu)\right| \leq c o \sqrt{k}\right] .
\end{align*}
$$

Recall that $G_{\mu} \xrightarrow{\omega} G_{0}$ as $\mu \rightarrow 0$ and that $G_{0}$ is continuous except possibly at zero. If we first let $\mu \rightarrow 0$ and then 1 et $\varepsilon \rightarrow 0$ in (18), it follows that $\lim _{u \rightarrow 0} \Delta(\mu)=0$ as desired.

Before proceeding, we should remark that in order to insure the convergence asserted in this lemma for every $n \geq 1$ and every $c>0$, something like the hypothesis that $G_{0}$ is continuous is necessary. For example, consider the sequences of i. i. d. random variables $\left\{X_{n}(\mu)\right\}_{n=1}^{\infty},|\mu|<1$, where $\operatorname{Prob}\left[X_{1}(\mu)=1+\mu\right]=\frac{1-\mu}{2}$ and $\operatorname{Prob}\left[X_{1}(\mu)=-1+\mu\right]=\frac{1+\mu}{2}$. Then, $E X_{1}(\mu)=0, E X_{1}(\mu)^{2}=\sigma(\mu)^{2}=1-\mu^{2}$, and $E\left|X_{1}(\mu)\right|^{3}=1-\mu^{4} \leq 1$. Also, if $F_{\mu}$ is the distribution function of $X_{1}(\mu)$, then it is clear that $F_{\mu} \xrightarrow{\omega} F_{0}$ as $\mu \rightarrow 0$; however, $F_{0}$ is not continuous at $\pm 1$. If the stopping time $M_{\mu}{ }^{\prime}(c)$ is defined by

$$
\begin{aligned}
& M_{\mu}^{\prime}(c)=\text { least } n \geq 1 \text { such that }\left|\sum_{1}^{n} X_{i}(\mu)\right|>\cos (\mu) \sqrt{n} \\
& \\
& \text { or }+\infty \text { if no such } n \text { exists, }
\end{aligned}
$$

then, for $c=1$,

$$
P_{\mu}\left[M_{\mu}^{\prime}(1)>1\right]= \begin{cases}\frac{1+\mu}{2} & \mu>0 \\ 1 & \mu=0 \\ \frac{1-\mu}{2} & \mu<0 .\end{cases}
$$

Thus, $\lim _{\mu \rightarrow 0} P_{\mu}\left[M_{\mu}{ }^{\prime}(1)>1\right]=\frac{1}{2} \neq P_{0}\left[M_{0}^{\prime}(1)>1\right]$.
Finally, we prove the theorem which we will need in our subsequent work.

Theorem 4.2. For each real $\mu$ such that $|\mu|<\mu_{0}$, let $\left\{Y_{n}(\mu)\right\}_{n=1}^{\infty}$ be a sequence of i. i. d. random variables defined on a probability space ( $\Omega_{\mu}, q_{\mu}, P_{\mu}$ ) with common distribution function $G_{\mu}$ such that $G_{\mu}$ satisfies properties (i)-(iv) and $G_{\mu} \xrightarrow{\omega} G_{0}$ as $\mu \rightarrow 0$. If for any positive $c$,

$$
\begin{aligned}
& M_{\mu}(c)=\text { least } n \geq 1 \text { such that }\left|\sum_{1}^{n} Y_{i}(\mu)\right|>\operatorname{co}(\mu) \sqrt{n} \\
& \quad \text { or }+\infty \text { if no such } n \text { exists, }
\end{aligned}
$$

then, for each $0 \geq 1$, there exists a positive integer $n_{0}$ and positive constants $a_{1}$ and $a_{2}$, all independent of $\mu$, such that

$$
a_{1} n^{-\beta(c)} \leq P_{\mu}\left[M_{\mu}(c)>n\right] \leq a_{2} n^{-\beta(c)}
$$

for all $n \geq n_{0}$ and all $\mu$ sufficiently small.
Proof. Let us consider the class of distribution functions
$\left\{G_{\mu},|\mu|<\mu_{0}\right\}$. We noted that $M_{\mu}(c)$ corresponds to $N_{G_{\mu}}(c)$ and, therefore, by Theorem 4.1,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n^{\beta(c)} P_{\mu}\left[M_{\mu}(c)>n\right]=\alpha_{\mu} \tag{19}
\end{equation*}
$$

uniformly for $|\mu|<\mu_{0}$ where we have written $\alpha_{\mu}$ for the constant $\alpha_{G_{\mu}}$. If we take the limit of both sides of (19) as $\mu \rightarrow 0$, the uniform
convergence justifies interchanging the limits and, so, by Lemma 4.11, $\lim _{\mu \rightarrow 0} \alpha_{\mu}=\alpha_{0}$.

Let $\varepsilon>0$ be given such that $\alpha_{0}-\varepsilon>0$. Then, for all $\mu$
sufficiently small, $\alpha_{0}-\varepsilon / 2<\alpha_{\mu}<\alpha_{0}+\varepsilon / 2$. Also, there exists an $n_{0}$, independent of $\mu$, such that for all $n \geq n_{0}$ and all $\mu$ with $|\mu| \leq \mu_{0}$,

$$
\alpha_{\mu}-\varepsilon / 2 \leq n^{\beta(c)} P_{\mu}\left[M_{\mu}(c)>n\right] \leq \alpha_{\mu}+\varepsilon / 2 .
$$

Hence, for all $\mu$ sufficiently small and $n \geq n_{0}$,
(20)

$$
\alpha_{0}-\varepsilon \leq n^{\beta(c)} P_{\mu}\left[M_{\mu}(c)>n\right] \leq \alpha_{0}+\varepsilon .
$$

Taking $a_{1}=\alpha_{0}-\varepsilon$ and $a_{2}=\alpha_{0}+\varepsilon$, (20) is exactly the desired result.

## CHAPTER 5

## RANDOM VARIABLES HAVING MOMENT GENERATING FUNCTIONS

## AND CONTINUOUS DISTRIBUTIONS

We have just obtained uniform bounds on the tail probabilities $P\left(M_{\mu}>n\right)$ for a stopping time $M_{\mu}$ associated with a certain collection of distribution functions indexed by a parameter $\mu$. In that case, each distribution was assumed to have a zero mean. What we wish to consider now are certain sequences of 1 . 1. d. random variables of the form $\left\{X_{n}\right\}$ where $X_{n}=\bar{X}_{n}+\mu, E \bar{X}_{1}=0$. In this chapter we will determine the behavior of $E N_{\mu}$ as $\mu \rightarrow 0$ where $N_{\mu}$ is a stopping time defined on the sequence $\left\{X_{n}\right\}$.

To do this, we write $P\left(N_{\mu}>n\right)=\int_{B} d P_{\mu}^{n}$ where $P_{\mu}^{n}$ denotes the
joint distribution of $X_{1}, \ldots, X_{n}$. In order to apply the results of Chapter 4, we will define a new distribution function $G_{\mu}$ and an associated sequence $\left\{Y_{n}\right\}$ such that $G_{\mu}$ has zero mean and is absolutely continuous with respect to $F_{\mu}$, the distribution function of $X_{1}$. In fact, if we assume that the moment generating function $\phi_{\mu}(t)$ of $F_{\mu}$ exists, then we can write

$$
\begin{equation*}
d P_{\mu}^{n}(x)=\left[\phi_{\mu}(-h)\right]^{n} \exp \left(h \sum_{1}^{n} x_{i}\right) d Q_{\mu}^{n}(x) \tag{1}
\end{equation*}
$$

where $x=\left(x_{1}, \ldots, x_{n}\right), Q_{\mu}^{n}$ is the joint distribution of $Y_{1}, \ldots, Y_{n}$, and $h$ is such that $\phi_{\mu}{ }^{\prime}(-h)=0$. The assumption of the existence of a moment generating function is rather strong; however, it is this

$$
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condition that guarantees that the density in (1) is such that it can be bounded on the set $B$ in an appropriate manner. The desired result then follows using the techniques employed in the proof of Theorem 3.1 for the normally distributed case.

We begin by investigating a certain collection of distribution functions. For each real $\mu$ in some neighborhood of zero, say $|\mu|<$ $\mu_{1}{ }^{\prime}$, let $\boldsymbol{F}_{\mu}$ be a probability distribution function satisfying the following properties:

$$
\begin{aligned}
& \text { (i') } \int_{-\infty}^{\infty} x d F_{\mu}(x)=m(\mu) \neq 0 \text { for } \mu \neq 0, m(0)=0 \\
& \left(i i^{\prime}\right) \int_{-\infty}^{\infty}[x-m(\mu)]^{2} d F_{\mu}(x)=\sigma(\mu)^{2}<\infty, \sigma(\mu)^{2}>0 \\
& \text { (iii') } \phi_{\mu}(t)=\int_{-\infty}^{\infty} e^{t x} d F_{\mu}(x) \leq M_{1}<\infty \text { for }|t| \leq 2 r \\
& \text { (ivi) } P_{\mu} \text { is continuous. }
\end{aligned}
$$

In (iii'), $\boldsymbol{M}_{1}$ and $r$ are positive constants which are independent of $\mu$. Further, we shall assume that $F_{\mu} \xrightarrow{\omega} F_{0}$ as $\mu \rightarrow 0$. An example of such a collection is $\left\{F_{\mu}\right\}$ where $F_{\mu}(x)=P(x-\mu)$ and $F$ is a continuous distribution function having zero mean and a finite moment generating function in a neighborhood of zero. This is exactly the case we wish to consider; however, with the more general hypotheses, we are able to obtain a result (Theorem 5.1) that will be useful not only in the special case but also later in Chapter 6 as well.

We will assume, without loss of generality, that the moment generating functions $\phi_{\mu}$ are finite in an open interval containing $[-2 r, 2 r]$ so that $\phi_{\mu} \in C^{\infty}[-2 r, 2 r]$. We recall that $\phi_{\mu}{ }^{(k)}(t)=$
$\int_{-\infty}^{\infty} x^{k} e^{t x} d F_{\mu}(x)$. An important consequence of the boundedness assumplion in (iii') is given in

Lemma 5.1. If $\phi_{\mu}(t) \leq M_{1}$ for $|t| \leq 2 r$ and $|\mu|<\mu_{1}{ }^{\prime}$, then for each $k \geq 0$, the family $\left\{\phi_{\mu}{ }^{(k)},|\mu|<\mu_{1}^{\prime}\right\}$ is equicontinuous on $[-r, r]$. Proof. By the mean value theorem, we can write $\phi_{\mu}^{(k-1)}\left(t_{2}\right)-$ $\phi_{\mu}^{(k-1)}\left(t_{1}\right)=\phi_{\mu}^{(k)}\left(t^{*}\right)\left(t_{2}-t_{1}\right), k \geq 1$, where $-2 r \leq t_{1}<t^{*}<t_{2} \leq 2 r^{\circ}$. Hence, for each $k \geq 1$, in order to prove that $\left\{\phi_{\mu}^{(k-1)},|\mu|<\mu_{1}{ }^{\prime}\right\}$ is equicontinuous, it $s$ offices to show that $\left\{\phi_{\mu}(k),|\mu|<\mu_{1}{ }^{\prime}\right\}$ is uniformry bounded on $[-r, r]$.

We note that $\left|\phi_{\mu}{ }^{(k)}(t)\right| \leq \int_{-\infty}^{\infty}|x|^{k} e^{t x} d F_{\mu}(x)$. Also, the function $|x|^{k} e^{-r|x|}$ is bounded on the real line and, so, for some constant $K,|x|^{k} \leq K e^{r|x|}$. Thus, $\left|\phi_{\mu}^{(k)}(t)\right| \leq K\left[\phi_{\mu}(t-r)+\phi_{\mu}(t+r)\right] \leq$ $2 K M_{1}$ for $|t| \leq r$. This is the desired uniform bound.

We also make note of several consequences of the assumption that $F_{\mu} \xrightarrow{\omega} F_{0}$. First, just as in the previous lemma, we can show that $\int_{-\infty}^{\infty}$ $|x|^{3} d F_{\mu}(x) \leq 2 K M_{1}$ for some constant $K$. Hence, it follows that $\boldsymbol{m}(\mu) \rightarrow \boldsymbol{m}(0)=0$ and $\sigma(\mu)^{2} \rightarrow \sigma(0)^{2}$ as $\mu \rightarrow 0$. Further, we may write $\phi_{\mu}(t)=\int_{0}^{\infty} e^{t x} d F_{\mu}(x)-\int_{0}^{\infty} e^{-t x} d F_{\mu}(-x)$; i.e., $\phi_{\mu}$ may be regarded as the difference of two Laplace transforms. As such, since $\phi_{\mu}$ is bounded for $|t| \leq 2 r$, it follows from the continuity theorem for Laplace transforms [9, p. 433] that $F_{\mu} \xrightarrow{\omega} F_{0}$ implies that $\lim _{\mu \rightarrow 0} \phi_{\mu}(t)=\phi_{0}(t)$ for each $t,|t| \leq 2 r$.
$\left(\Omega_{\mu}, \tilde{F}_{\mu}, P_{\mu}\right)$ and a sequence of i. i. d. random variables $\left\{X_{n}(\mu)\right\}_{n=1}^{\infty}$ with common distribution function $F_{\mu}$. We define the stopping time $N_{\mu}=$ $N_{\mu}(c)$ on the space $\left(\Omega_{\mu}, \xi_{\mu}, P_{\mu}\right)$ for all positive $c$ by

$$
\begin{aligned}
& N_{\mu}=N_{\mu}(c)=\text { least } n \geq 1 \text { such that }\left|\sum_{1}^{n} X_{i}(\mu)\right|>c \sigma(\mu) \sqrt{n} \\
& \\
& \text { or }+\infty \text { if no such } n \text { exists. }
\end{aligned}
$$

We wish to obtain bounds for $P_{\mu}\left(N_{\mu}>n\right)$ for large $n$ which hold uniformly for all $\mu$ sufficiently small. To do this, we wish to define a collection of distribution functions, indexed by the parameter $\mu$, which satisfy the conditions of Theorem 4.2.

We note that $\phi_{0}(0)=1, \phi_{0}{ }^{\prime}(0)=m(0)=0$, and $\phi_{0}{ }^{\prime \prime}(0)=\sigma(0)^{2}>$ 0 [implying $\phi_{0}{ }^{\prime \prime}(t)>0$ for all $t$ ]; hence, it follows that $\phi_{0}(t)>1$ for all $t \neq 0,|t| \leq r$. Thus, since $\lim _{\mu \rightarrow 0} \phi_{\mu}(t)=\phi_{0}(t)$ for $|t| \leq 2 r$, we may choose $|\mu|$ sufficiently small so that $\phi_{\mu}(-r) \geq 1$ and $\phi_{\mu}(r) \geq 1$. Since $\phi_{\mu}(0)=1$ and $\phi_{\mu}{ }^{\prime \prime}(t)>0$, we conclude that for all $|\mu|$ sufficiently small, there is a unique number $h(\mu),|h(\mu)| \leq r$, such that $\phi_{\mu}{ }^{\prime}[-h(\mu)]$ $=0$; of course, $h(0)=0$. We will write $h$ for $h(\mu)$ when no confusion will arise. Henceforth, we will only consider $\mu$ in a neighborhood of zero for which $h(\mu)$ as defined above exists, say $|\mu|<\mu_{1}$ where, without loss of generality, $\mu_{1} \leq \mu_{1}{ }^{\prime}$.

We now make use of a transformation due to Esscher [7] to define a new function $G_{\mu} ;$ i.e., for $|\mu|<\mu_{1}$,

$$
G_{\mu}(y)=\frac{1}{\phi_{\mu}(-h)} \int_{-\infty}^{y} e^{-h x} d F_{\mu}(x)
$$

It is easy to see that $G_{\mu}$ is a continuous probability distribution function. For each $\mu,|\mu|<\mu_{1}$, there exists a probability space
$\left(\Omega_{\mu}{ }^{\prime}, \mathfrak{F}_{\mu}{ }^{\prime}, P_{\mu}^{\prime}\right)$ and a sequence of i. i. d. random variables $\left\{Y_{n}(\mu)\right\}_{n=1}^{\infty}$ with common distribution function $G_{\mu}$. We note, in particular, that $G_{0} \equiv F_{0}$; hence, we will assume $\left(\Omega_{0}{ }^{\prime}, \mathcal{F}_{0}{ }^{\prime}, P_{0}{ }^{\prime}\right)$ is the space
$\left(\Omega_{0}, \tilde{F}_{0}, P_{0}\right)$ and that $Y_{n}(0) \equiv X_{n}(0)$. We now show that the collection $\left\{G_{\mu},|\mu|<\mu_{1}\right\}$ and the associated sequences $\left\{\left\{Y_{n}(\mu)\right\}_{n=1}^{\infty},|\mu|<\mu_{1}\right\}$ satisfy the conditions of Theorem 4.2.

We denote $E Y_{1}(\mu)^{2}$ by $\tau(\mu)^{2}$ and write $\tau^{2}$ when no confusion will arise. Also, we write $\sigma^{2}$ for $\sigma(0)^{2}=\tau(0)^{2}$. For future reference, we let $v(\mu)=-\log \phi_{\mu}(-h)$. The next lemma gives the limiting behavior of $h(\mu), \tau(\mu)^{2}$, and $\nu(\mu)$.

Lemma 5.2. As $\mu \rightarrow 0, h(\mu) \sim m(\mu) / \sigma^{2}, \tau(\mu)^{2} \rightarrow \sigma^{2}$, and $v(\mu) \sim m(\mu)^{2} / 2 \sigma^{2}$.
Proof. First, we show that $\lim h(\mu)=0$. Let $\varepsilon>0$ be given. Then, $\mu \rightarrow 0$
since for each fixed $t,|t| \leq 2 r, \lim _{\mu \rightarrow 0} \phi_{\mu}(t)=\phi_{0}(t)$ and $\phi_{0}(t)>1$ for
$t \neq 0$, there exists a $\delta>0$ such that for $|\mu|<\delta, \phi_{\mu}(-\varepsilon) \geq 1$ and $\phi_{\mu}(\varepsilon)$
$\geq 1$. Since $\phi_{\mu}(0)=1$ and the minimum of $\phi_{\mu}$ occurs at $-h(\mu)$ and $\phi^{\prime}$ is strictly increasing, it follows that $-\varepsilon<-h(\mu)<\varepsilon$ for $|\mu|<\delta$; i.e., $\lim h(\mu)=0$. $\mu \rightarrow 0$

To obtain the asymptotic behavior of $h(\mu)$, we express $\phi_{\mu}$ ' $(t)$ as the power series

$$
\phi_{\mu}^{\prime}(t)=m(\mu)+\left[\sigma(\mu)^{2}+m(\mu)^{2}\right] t+\sum_{2}^{\infty} \frac{t^{n}}{n!} \int_{-\infty}^{\infty} x^{n+1} d F_{\mu}(x) .
$$

By the definition of $h(\mu), \phi_{\mu}{ }^{\prime}[-h(\mu)]=0$ and, therefore,

$$
m(\mu)=h \cdot\left[\sigma(\mu)^{2}+m(\mu)^{2}\right]-h^{2} \sum_{2}^{\infty} \frac{(-h)^{n-2}}{n!} \int_{-\infty}^{\infty} x^{n+1} d F_{\mu}(x)
$$

The series of higher-order terms above has an absolute value not
greater than the integral $\int_{-\infty}^{\infty}|x|^{3} e^{|h x|} d F_{\mu}(x)$ which, as in Lemma 5.1,
is bounded independently of $\mu$. Hence, $\lim _{\mu \rightarrow 0} m(\mu) / h(\mu)=\sigma^{2}$ or $h(\mu) \sim$ $m(\mu) / \sigma^{2}$ as $\mu \rightarrow 0$.

Next, $\tau(\mu)^{2}=E Y_{1}(\mu)^{2}=\int_{-\infty}^{\infty} y^{2} d G_{\mu}(y)=\frac{1}{\phi_{\mu}(-h)} \int_{-\infty}^{\infty} y^{2} e^{-h y} d F_{\mu}(y)$.
Thus, $\tau(\mu)^{2}=\phi_{\mu}{ }^{\prime \prime}[-h(\mu)] / \phi_{\mu}[-h(\mu)]$. Since both $\left\{\phi_{\mu},|\mu|<\mu_{1}\right\}$ and $\left\{\phi_{\mu}{ }^{\prime \prime},|\mu|<\mu_{1}\right\}$ are equicontinuous families, it follows easily from the fact that $h(\mu) \rightarrow 0$ that $\phi_{\mu}{ }^{\prime \prime}(-h) \rightarrow \phi_{0} "(0)=\sigma^{2}$ and $\phi_{\mu}(-h) \rightarrow \phi_{0}(0)=1$; hence, $\lim \tau(\mu)^{2}=\sigma^{2}$.
$\mu \rightarrow 0$
Finally, we consider $\nu(\mu)=-\log \phi_{\mu}(-h)$. We write

$$
\begin{equation*}
\frac{-\log \phi_{\mu}(-h)}{m(\mu)^{2}}=\frac{\log \phi_{\mu}(-h)}{\phi_{\mu}(-h)-1} \frac{\phi_{\mu}(-h)-1}{-h^{2}} \frac{h^{2}}{m(\mu)^{2}} . \tag{2}
\end{equation*}
$$

Also, we express $\phi_{\mu}(-h)$ as the power series

$$
\phi_{\mu}(-h)=1-h m(\mu)+\frac{\left[\sigma(\mu)^{2}+m(\mu)^{2}\right]}{2} h^{2}+\sum_{3}^{\infty} \frac{(-h)^{n}}{n!} \int_{-\infty}^{\infty} x^{n} d F_{\mu}(x)
$$

Now, since $\lim _{\mu \rightarrow 0} \frac{\log (1+x)}{x}=1$, the limit of the first term on the right
in (2) as $\mu \rightarrow 0$ is 1 . From the power series expansion, the limit of the second term as $\mu \rightarrow 0$ is $\sigma^{2}-\sigma^{2} / 2=\sigma^{2} / 2$. By the first part of the proof, $h^{2} / m(\mu)^{2} \rightarrow 1 / \sigma^{4}$ as $\mu \rightarrow 0$. Thus, $\lim _{\mu \rightarrow 0}\left[-\log \phi_{\mu}(-h) / m(\mu)^{2}\right]=1 / 2 \sigma^{2}$, and, so, $\nu(\mu) \sim m(\mu)^{2} / 2 \sigma^{2}$ as desired.

Let $\psi_{\mu}(t)$ be the moment generating function of $Y_{1}(\mu)$. From the definition of $G_{\mu}$, it follows that $\psi_{\mu}(t)=\phi_{\mu}(t-h) / \phi_{\mu}(-h)$ and, so, $\psi_{\mu}$ is finite for $|t| \leq r$.

Lemma 5.3. $G \underset{\mu}{ } \xrightarrow{\omega} F_{0}$ as $\mu \rightarrow 0$.
Proof. It follows from the equicontinuity of $\left\{\phi_{\mu},|\mu|<\mu_{1}\right\}$ that
$\phi_{\mu}(t-h) \rightarrow \phi_{0}(t)$ as $\mu \rightarrow 0$; hence, $\lim _{\mu \rightarrow 0} \psi_{\mu}(t)=\phi_{0}(t)$ for all $t,|t| \leq r$. Therefore, $G_{\mu} \xrightarrow{\omega} F_{0}$.

Lemma 5.4. For all $\mu$ sufficiently small, say $|\mu|<\mu_{0}$, (a) $E Y_{1}(\mu)=0$, (b) $0<m_{0} \leq E Y_{1}(\mu)^{2}<\infty$, and (c) $E\left|Y_{1}(\mu)\right|^{3} \leq M$ where $m_{0}$ and $M$ are positive constants which are independent of $\mu$.

Proof. For (a), $E Y_{1}(\mu)=\psi_{\mu}{ }^{\prime}(0)=\phi_{\mu}{ }^{\prime}(-h) / \phi_{\mu}(-h)=0$. Next, we recall that $E Y_{1}(\mu)^{2}=\tau(\mu)^{2} \rightarrow \sigma^{2}$ and $0<\sigma^{2}<\infty$; therefore, for any $m_{0}$, $0<m_{0}<\sigma^{2}$, we will have $m_{0} \leq E Y_{1}(\mu)^{2}<\infty$ for $|\mu|$ sufficiently small. Finally, from the definition of $G_{\mu}$, we see that

$$
\begin{equation*}
E\left|Y_{1}(\mu)\right|^{3}=\frac{1}{\phi_{\mu}(-h)} \int_{-\infty}^{\infty}|y|^{3} e^{-h y} d F_{\mu}(y) \tag{3}
\end{equation*}
$$

Since $\phi_{\mu}(-h) \rightarrow 1$, it follows that $\phi_{\mu}(-h) \geq \frac{1}{2}$ for $|\mu|$ sufficiently small. Also, as in Lemma 5.1, the integral in (3) can be shown to be bounded by $2 K M_{1}$ where $K$ is a constant, independent of $\mu$, and $M_{1}$ is the bound in (iii'). Thus, for $M=4 K M_{1}, E\left|Y_{1}(\mu)\right|^{3} \leq M$ for $|\mu|$ sufficiently small.

The preceding lemmas show that $\left\{G_{\mu},|\mu|<\mu_{0}\right\}$ satisfy the hypotheses of Theorem 4.2. Hence, if we define, for any positive $d$, the stopping time $M_{\mu}(d)$ on the space $(\Omega_{\mu}, \overbrace{\mu}, P_{\mu})$ by

$$
\begin{aligned}
M_{\mu}(d) & =1 \text { east } n \geq 1 \text { such that }\left|\sum_{1}^{n} Y_{i}(\mu)\right|>d \tau(\mu) \sqrt{n} \\
& \text { or }+\infty \text { if no such } n \text { exists, }
\end{aligned}
$$

then it follows that for each $d \geq 1$ there exists a positive integer $n_{0}=n_{0}(d)$ and there exist positive constants $a_{1}$ and $a_{2}\left[a_{1}=a_{1}(d)\right.$, $\left.a_{2}=a_{2}(d)\right]$, all independent of $\mu$, such that

$$
\begin{equation*}
a_{1} n^{-\beta(d)} \leq P_{\mu}\left[M_{\mu}(d)>n\right] \leq a_{2} n^{-\beta(d)} \tag{4}
\end{equation*}
$$

for all $n \geq n_{0}$ and for all $\mu$ sufficiently small.
We are now able to obtain the desired bounds for $P_{\mu}\left[N_{\mu}(c)>n\right]$.

Theorem 5.1. Let $\left\{F_{\mu},|\mu|<\mu_{0}\right\}$ be a class of distribution functions such that each function in the class satisfies properties (i')-(iv') and $F_{\mu} \xrightarrow{\omega} F_{0}$ as $\mu \rightarrow 0$. For $|\mu|<\mu_{0}$, let $P_{\mu}$ be the probability measure induced on the space $\left(\Omega_{\mu}, F_{\mu}\right)$ by $F_{\mu}$ and for $c>0$, let $N_{\mu}(c)$ be the stopping time defined above. Then, for each $c>1$ and any $\delta>0$ such that $c-\delta>1$, there exist positive constants $a_{1}=a_{1}(c)$ and $a_{2}=$ $a_{2}(c)$ and a positive integer $n_{0}$, all independent of $\mu$, such that

$$
\begin{array}{r}
a_{1}\left[\phi_{\mu}(-h)\right]_{e}^{n_{e}-|h|(c-\delta) \tau \sqrt{n}} n^{-\beta(c-\delta)} \leq P_{\mu}\left[N_{\mu}(c)>n\right] \\
\leq a_{2}\left[\phi_{\mu}(-h)\right]^{n_{n}} e^{|h|(c+\delta) \tau \sqrt{n}_{n}-\beta(c+\delta)} \tag{5}
\end{array}
$$

for all $n \geq n_{0}$ and all $\mu$ sufficiently small where $h=h(\mu)$ and $\tau=\tau(\mu)$ are as defined above. The upper bound also holds for $c=1$ and any $\delta>0$.

Proof. Let $c>1$ be fixed and choose $\delta>0$ such that $c-\delta>1$. As noted above, $\lim _{\mu \rightarrow 0} \tau(\mu)^{2}=\lim _{\mu \rightarrow 0} \sigma(\mu)^{2}=\sigma^{2}$ and, therefore, for $\mu$ sufficiently small, $|\sigma \sigma(\mu) / \tau(\mu)-\propto|<\delta$. If we define the sets

$$
\begin{aligned}
& B=\left\{\left(x_{1}, \ldots, x_{n}\right):\left|\sum_{1}^{k} x_{i}\right| \leq c \sigma(\mu) \sqrt{k}, k=1, \ldots, n\right\} \\
& B^{+}=\left\{\left(x_{1}, \ldots, x_{n}\right):\left|\sum_{1}^{k} x_{i}\right| \leq(c+\delta) \tau \sqrt{k}, k=1, \ldots, n\right\} \\
& B^{-}=\left\{\left(x_{1}, \ldots, x_{n}\right):\left|\sum_{1}^{k} x_{i}\right| \leq(c-\delta) \tau \sqrt{k}, k=1, \ldots, n\right\},
\end{aligned}
$$

then for all $\mu$ sufficiently small, $B^{-} \subset B \subset B^{+}$.

$$
\text { Now, } P_{\mu}\left[N_{\mu}(c)>n\right]=\int \underset{B}{\ldots} \int d F_{\mu}\left(x_{n}\right) \ldots d F_{\mu}\left(x_{1}\right) \text {, and, so, }
$$

$$
\begin{equation*}
P_{\mu}\left[N_{\mu}(c)>n\right]=\left[\phi_{\mu}(-h)\right]^{n} \int_{B} \ldots e^{\frac{h \sum^{n} x_{i}}{1}} d G_{\mu}\left(x_{n}\right) \ldots d G_{\mu}\left(x_{1}\right) \tag{6}
\end{equation*}
$$

Thus, for all $\mu$ sufficiently small, $P_{\mu}\left[N_{\mu}(c)>n\right]$ is bounded above by the right side of (6) with $B$ replaced by $B^{+}$, and is bounded below by the right side with $B$ replaced by $B^{-}$. Using the bounds for $\sum_{1}^{n} x_{i}$ on $B^{+}$ and $B^{-}$and the definition of $M_{\mu}(d)$, we obtain

$$
\begin{aligned}
& {\left[\phi_{\mu}(-h)\right]^{n} e^{-|h|(c-\delta) \tau \sqrt{n} P_{\mu}\left[M_{\mu}(c-\delta)>n\right] \leq P_{\mu}\left[N_{\mu}(c)>n\right]}} \\
& \leq\left[\phi_{\mu}(-h)\right]^{n} e^{|h|(c+\delta) \tau \sqrt{n} P_{\mu}\left[M_{\mu}(c+\delta)>n\right] .}
\end{aligned}
$$

Combining this and (4), we find that for $a_{1}=a_{1}(c-\delta), a_{2}=a_{2}(c+\delta)$, and $n_{0}=\max \left\{n_{0}(c-\delta), n_{0}(c+\delta)\right\}$, (5) holds for all $n \geq n_{0}$ and all $\mu$ sufficiently small.

We note that if $c=1$, then $c+\delta>1$ for any $\delta>0$. Hence, the right-hand inequality of (4) may be applied for $d=c+\delta$ to obtain the desired upper bound as above.

In Chapter 3, we studied a stopping time defined on a sequence of normally distributed random variables with nonzero mean. Now, we wish to find bounds for the expectation of the same stopping time defined on a sequence with a more general distribution. Let us fix a distribution function $F$ that is continuous and possesses a finite moment generating function in a neighborhood of zero. Further, if $\left\{\bar{X}_{n}\right\}_{n=1}^{\infty}$ is a sequence of i. i. d. random variables defined on the probability space ( $\Omega, \vec{F}, P$ ) with distribution function $F$, we assume that $E \tilde{X}_{1}=0$ and $E \tilde{X}_{1}{ }^{2}=\sigma^{2}<\infty, \sigma^{2}>0$. For each nonzero $\mu$, we may define the random variable $X_{n}=X_{n}(\mu)$ on $(\Omega, \mathcal{F}, P)$ by setting $X_{n}=\tilde{X}_{n}+\mu$.

Then $\left\{X_{n}\right\}$ is a sequence of i. i. d. random variables with common mean $\mu$ and we obtain the following result.

Theorem 5.2. Let $\left\{X_{n}\right\}_{n=1}^{\infty}$ be the sequence of i. i. d. random variables defined by $X_{n}=\tilde{X}_{n}+\mu$ where $\tilde{X}_{n}$ has the distribution function $F$; i.e., $\left\{X_{n}\right\}$ is a sequence with common nonzero mean $\mu$, finite, positive variance $\sigma^{2}$, a continuous distribution function, and a moment generating function $E e^{t X_{1}}$ which exists for $t$ in a neighborhood of zero. If for any positive $c$,

$$
\begin{aligned}
& N(c)=\text { least } n \geq 1 \text { such that }\left|\sum_{1}^{n} x_{i}\right|>\cos \sqrt{n} \\
& \quad \text { or }+\infty \text { if no such } n \text { exists, }
\end{aligned}
$$

then for each $c>1$ and for any $\varepsilon>0$, there exist positive constants $A$ and $B$, independent of $\mu$, such that

$$
A|\mu|^{-2[1-B(c)]+\varepsilon} \leq E N(c) \leq B|\mu|^{-2[1-B(c)]-\varepsilon}
$$

for all sufficiently small $\mu$. The upper bound is also valid for $c=1$. Proof. For each small $\mu \neq 0, X_{n}=\bar{X}_{n}+\mu$ has a distribution function $F_{\mu}$ defined by $F_{\mu}(x)=F(x-\mu)$; i.e., $F_{\mu}$ is a translate of $F$. Of course, $\phi_{\mu}(t)=E e^{t X_{1}}=e^{\mu t_{\phi_{0}}(t)}$; hence, say for $|\mu|<1$, the functions $\phi_{\mu}$ are clearly uniformly bounded on any finite interval containing zero on which $\phi_{0}$ is finite. Thus, $\left\{F_{\mu},|\mu|<1\right\}$ satisfies properties (i')(iv') with $m(\mu)=\mu$ and $\sigma(\mu)^{2}=\sigma^{2}$. Also, clearly, $F_{\mu} \xrightarrow{\omega} F_{0}$ as $\mu \rightarrow 0$.

Let $c>1$ and $\varepsilon>0$ be fixed. Since $B$ is a continuous function of $c$ (see Appendix), there exists a $\delta>0$ such that $c-\delta>1$ and, for all $d$ for which $|c-d| \leq \delta,|B(c)-\beta(d)|<\varepsilon / 2$; in particular, $B(c-\delta)<$ $B(c)+\varepsilon / 2$ and $B(c+\delta)>B(c)-\varepsilon / 2$. Fixing such a $\delta$, we may apply

Theorem 5.1.

First, we shall consider the upper bound. Since $c>1$ and $\delta>0$ have been fixed, we shall write $N, B^{+}$, and $B^{-}$for $N(c), B(c+\delta)$, and $B(c-\delta)$, respectively. Then, from (5),

$$
\begin{equation*}
E N \leq n_{0}+a_{2} \sum_{n_{0}}^{\infty}\left[\phi_{\mu}(-h)\right]^{n} e^{|h|(c+\delta) \tau \sqrt{n}} n^{-\beta^{+}} \tag{7}
\end{equation*}
$$

for all $\mu$ sufficiently small.
Recalling that $\nu(\mu)=-\log \phi_{\mu}(-h)$, we write $\left[\phi_{\mu}(-h)\right]^{n}=$
$e^{-n \nu(\mu)}$. Let $f_{\mu}(x)=e^{-x \nu(\mu)} e^{|h|(c+\delta) \tau \sqrt{x}} x^{-\beta^{+}}$. By Lemma 5.2, $h \sim \mu / \sigma^{2}$ and $\nu(\mu) \sim \mu^{2} / 2 \sigma^{2}$; thus, $[|h|(c+\delta) \tau]^{2} / \nu(\mu) \rightarrow 2(c+\delta)^{2}$ as $\mu \rightarrow 0$. Also, we note that $\nu(\mu)>0$ for $\mu$ sufficiently small and that $\beta^{+}<1$. Hence, it follows from (7), using Lemma 3.1, that for $\mu$ sufficiently small
(8)

$$
E N \leq n_{0}+a_{2}\left(\int_{0}^{\infty} f_{\mu}(x) d x+k(\mu)\right)
$$

where $K(\mu) \rightarrow 0$ as $\mu \rightarrow 0$.
Performing the change of variable $y=\mu^{2} x$, we see that

$$
\int_{0}^{\infty} f_{\mu}(x) d x=\mu^{-2\left(1-\beta^{+}\right)} \int_{0}^{\infty} \exp \left(-\frac{y \nu(\mu)}{\mu^{2}}+\frac{|h| \tau}{|\mu|}(c+\delta) \sqrt{y}\right) y^{-\beta^{+}} d y .
$$

For each $y \in[0, \infty)$, the integrand on the right converges to
$\exp \left(-\frac{y}{2 \sigma^{2}}+\frac{c+\delta}{\sigma} \sqrt{y}\right) y^{-\beta^{+}}$as $\mu \rightarrow 0$; for sufficiently small $\mu$, the integrand is dominated by $\exp \left(-\frac{y}{4 \sigma^{2}}+\frac{2(c+\delta)}{\sigma} \sqrt{y}\right) y^{-\beta^{+}}$. The latter function is integrable, the value of the integral being given explicitly in [10, p. 337]. Hence, by the dominated convergence theorem,

$$
\begin{equation*}
\int_{0}^{\infty} f_{\mu}(x) d x \sim \mu^{-2\left(1-\beta^{+}\right)} \int_{0}^{\infty} \exp \left(-\frac{y}{2 \sigma^{2}}+\frac{c+\delta}{\sigma} \sqrt{y}\right) y^{-\beta^{+}} d y \tag{9}
\end{equation*}
$$

the integral on the right having a finite value since $\beta^{+}<1$. Finally, combining (8) and (9), we find that there exists a positive constant $B$, for example

$$
B=2 \alpha_{2} \int_{0}^{\infty} \exp \left(-\frac{y}{2 \sigma^{2}}+\frac{c+\delta}{\sigma} \sqrt{y}\right) y^{-B^{+}} d y
$$

such that for $\mu$ sufficiently small, $E N \leq B \mu^{-2\left(1-\beta^{+}\right)}$. As noted above, $B^{+}=B(c+\delta)>B(c)-\varepsilon / 2$. Thus, $E N \leq B|\mu|^{-2[1-B(c)]-\varepsilon}$ as desired.

We note in the case $c=1$, the upper bound of Theorem 5.1 remains valid. Recalling that $\beta(1)=1$, we are able to use the same methods to obtain $E N(1) \leq B \mu^{-\varepsilon}$ for all $\mu$ sufficiently small. For the lower bound in the case that $c>1$ is fixed as before, we obtain for all $\mu$ sufficiently small,

$$
\begin{aligned}
E N & \geq a_{1} \sum_{n_{0}}^{\infty} e^{-n \nu(\mu)} e^{-|h|(c-\delta) \tau \sqrt{n}} n^{-\beta^{-}} \\
& \geq a_{1} \int_{n_{0}}^{\infty} e^{-x \nu(\mu)} e^{-|h|(c-\delta) \tau \sqrt{x}} x^{-\beta^{-}} d x \\
& =a_{1} \mu^{-2\left(1-\beta^{-}\right)} \int_{\mu^{2} n_{0}}^{\infty} \exp \left(-\frac{y \nu(\mu)}{\mu^{2}}-\frac{|h| \tau}{|\mu|}(c-\delta) \sqrt{y}\right) y^{-\beta^{-}} d y .
\end{aligned}
$$

Denoting this last term by $J(\mu)$, we find, again, by the dominated convergence theorem that

$$
J(\mu) \sim \mu^{-2\left(1-B^{-}\right)} a_{1} \int_{0}^{\infty} \exp \left(-\frac{y}{2 \sigma^{2}}-\frac{c-\delta}{\sigma} \sqrt{y}\right) y^{-\beta^{-}} d y
$$

as $\mu \rightarrow 0$, where, once more, the integral in this expression has a finite value since $B^{-}<1$. Thus, there exists a constant $A$, e.g.

$$
A=\frac{a_{1}}{2} \int_{0}^{\infty} \exp \left(-\frac{y}{2 \sigma^{2}}-\frac{c-\delta}{\sigma} \sqrt{y}\right) y^{-\beta^{-}} d y
$$

such that for all $\mu$ sufficiently small, $E N \geq A \mu^{-2\left(1-B^{-}\right)}$, and, there-
fore, since $\beta^{-}=\beta(c-\delta)<\beta(c)+\varepsilon / 2, E N \geq A|\mu|^{-2[1-\beta(c)]+\varepsilon}$.

We remark that the conclusion of this theorem is equivalent to the statement that

$$
\log E N(c) \sim[1-\beta(c)] \log \mu^{-2}
$$

as $\mu \rightarrow 0$.

## CHAPTER 6

## SOME GENERALIZATIONS

Breiman obtained the asymptotic behavior of certain tail probabilities for a stopping time defined on a sequence of i. i. d. random variables which were assumed to have a finite absolute third moment. In obtaining bounds for the expected value of this stopping time in the nonzero mean case, we have imposed additional restrictions on the common distribution of the sequence. We now seek to weaken some of these more restrictive conditions. Some results in that direction are presented in this final chapter.

If we drop the assumption that the random variables have a moment generating function, we can prove that the lower bound remains valid. Further, when the moment generating function exists, we can prove easily that the upper bound holds even when the common distribution function is not necessarily continuous.

## 1. Lower Bound

First, let us consider a probability distribution function $F$ having the following properties:

$$
\begin{aligned}
& \text { (i') } \int_{-\infty}^{\infty} x d F(x)=0 \\
& \text { (ii') } \int_{-\infty}^{\infty} x^{2} d F(x)=\sigma^{2}<\infty, \sigma^{2}>0
\end{aligned}
$$

$$
\begin{aligned}
& \text { (iii") } \int_{-\infty}^{\infty}|x|^{3} d F(x)<\infty \\
& \text { (iv') } F \text { is continuous. }
\end{aligned}
$$

It follows from (i") and (ii") that $0<F(0)<1$. For future reference, we identify the following three points:

$$
\begin{aligned}
x_{1} & =\inf \{x: F(x)>F(0)\} \\
x_{2} & =\sup \{x: F(x)<1\} \text { or }+\infty \text { if }\{x: F(x)<1\}=R^{1} \\
x_{2}^{\prime} & =\inf \{x: F(x)>0\} \text { or }-\infty \text { if }\{x: F(x)>0\}=R^{1}
\end{aligned}
$$

We note that $-\infty \leq x_{2}^{\prime}<0 \leq x_{1}<x_{2} \leq+\infty$.
For any $\mu \neq 0$, we define the distribution function $F_{\mu}$ by $F_{\mu}(x)$ $=F(x-\mu)$; i.e., $F_{\mu}$ is a translate of $F$. If $\tilde{X}$ is a random variable defined on the probability space $(\Omega, \mathcal{q}, P)$ having as its distribution function $F$, then $F_{\mu}$ is the distribution function of $\tilde{X}+\mu$; we write $X=$ $X(\mu)=\tilde{X}+\mu$. Property (i") above implies that $E \tilde{X}=0$ and, therefore, $E X$ $=\mu$. We now wish to study a sequence of i. i. d. random variables with common distribution function $F_{\mu}$. If $N$ is the stopping time associated with such a sequence, we obtain a lower bound for $P(N>n)$ of the form $P\left(N^{\prime}>n\right) P\left(N^{\prime \prime}>n\right)$ where $N^{\prime}$ is a stopping time defined for a sequence of bounded random variables and $N^{\prime \prime}$ is a stopping time defined for a sequence of random variables with zero mean. We can then apply the results of the previous chapter to $N^{\prime}$ and Breiman's results to $N^{\prime \prime}$ to obtain the desired conclusion.

To get this type of bound, we first express $X=X(\mu)$ as the sum $Y+Z$ where $Y$ is a truncation of $X$ and $Z$ is a random variable with zero mean. Although this is not difficult to do, we also wish to insure that $\operatorname{Var} Z$ is small and that the truncation points converge as $\mu \rightarrow 0$.

The details are presented in the following two lemmas.

Lemma 6.1. For every $\alpha, x_{1}<\alpha<x_{2}$, there exists a corresponding $\alpha^{\prime}<0$ such that if

$$
\tilde{Y}= \begin{cases}\tilde{X} & \alpha^{\prime}<\tilde{X} \leq \alpha \\ 0 & \text { otherwise }\end{cases}
$$

then $E \tilde{Y}=E \tilde{X}=0$. Further, given $\delta>0, \alpha$ can be chosen so that $\operatorname{Var}(\tilde{X}-\tilde{Y})<\delta$.

Proof. Let $\alpha, x_{1}<\alpha<x_{2}$, be given. If we define the function $g$ by

$$
g(y)=\int_{y}^{\alpha} x d F(x)
$$

then we note that $g$ is continuous and nondecreasing for $y \in(-\infty, 0]$. Further, $g(0)>0$ and $\lim _{y \rightarrow-\infty} g(y)<0$. Defining $\alpha^{\prime}=\sup \{y: g(y)=0\}$ and $\tilde{Y}$ as above, it follows immediately that $E \tilde{Y}=0$.

We remark that for each $\alpha$, the definition of the corresponding $\alpha^{\prime}$ insures that it is a unique function of $\alpha$. It is also clear that as $\alpha+x_{2}, \alpha^{\prime}+x_{2}^{\prime}$. Thus, since

$$
\begin{align*}
& \operatorname{Var}(\tilde{X}-\tilde{Y})=\int_{x_{2}^{\prime}}^{\alpha^{\prime}} x^{2} d F(x)+\int_{\alpha}^{x_{2}} x^{2} d F(x)  \tag{III}\\
& d F(x)<\infty, \text { it follows that given } \delta>0, \alpha \text { can be }
\end{align*}
$$

chosen sufficiently large so that $\operatorname{Var}(\tilde{X}-\tilde{Y})<\delta$.

Remark. If $\alpha$ lies in an interval of constancy of the function $F$, without loss of generality, we will henceforth assume that $\alpha$ is the left endpoint of such an interval; i.e., if $F(\alpha)=a$, then we choose (a possibly new) $\alpha=\inf \{x: F(x)=a\}$. Given such an $\alpha$, we have just noted that there is a unique corresponding $\alpha^{\prime}$. We shall then speak of
the pair $\left(\alpha^{\prime}, \alpha\right)$.

Lemma 6.2. For any $\delta>0$, let the pair $\left(\alpha^{\prime}, \alpha\right)$ be such that $\operatorname{Var}(\tilde{X}-\tilde{Y})$ $<\delta$. Then for all $\mu$ with $|\mu|$ sufficiently small, there exist numbers $x_{0}=x_{0}(\mu)$ and $x_{0}{ }^{\prime}=x_{0}{ }^{\prime}(\mu), x_{0}{ }^{\prime}<0<x_{0}$, such that
(a) if

$$
Y=Y(\mu)= \begin{cases}X(\mu) & x_{0}^{\prime}(\mu)+\mu<X(\mu) \leq x_{0}(\mu)+\mu \\ 0 & \text { otherwise }\end{cases}
$$

$$
\text { then } E Y=E X=\mu \text {; }
$$

(b) $\lim _{\mu \rightarrow 0} x_{0}{ }^{\prime}(\mu)=\alpha^{\prime}$ and $\lim _{\mu \rightarrow 0} x_{0}(\mu)=\alpha$;
(c) $\operatorname{Var}(X-Y)<\delta$ for $|\mu|$ sufficiently small.

Proof. First, we consider the case where $\mu>0$. For all such $\mu$, let $x_{0}(\mu) \equiv \alpha$ and write

$$
g_{\mu}(y)=\int_{y+\mu}^{\alpha+\mu} x d F_{\mu}(x)
$$

The function $g_{\mu}$ is continuous and nondecreasing for $y \in(-\infty, 0]$. We note that

$$
g_{\mu}(y)=\int_{y}^{\alpha} x d F(x)+\mu[F(\alpha)-F(y)]
$$

Thus, for $\mu$ sufficiently small, $g_{\mu}(0)>\mu$ and $\lim _{y \rightarrow-\infty} g_{\mu}(y)<\mu$. Hence,
letting $x_{0}^{\prime}(\mu)=\sup \left\{y: g_{\mu}(y)=\mu\right\}$, we see that if

$$
Y= \begin{cases}X & x_{0}+\mu<X \leq x_{0}+\mu \\ 0 & \text { otherwise },\end{cases}
$$

then $E Y=\mu=E X$.
We note that for the given pair $\left(\alpha^{\prime}, \alpha\right)$ and each $\mu, x_{0}{ }^{\prime}(\mu)$ is uniquely defined. Further $\mu=E Y=\int_{x_{0},}^{\alpha}(x+\mu) d F(x)$ and, so,

$$
-\int_{\alpha^{\prime}}^{x_{0}^{\prime}} x d F(x)=\mu\left[1-F(\alpha)+F\left(x_{0}^{\prime}\right)\right]
$$

since $\int_{\alpha^{\prime}}^{\alpha} x d F(x)=0$. Noting that the right side above is greater
than zero, we see that $x_{0}{ }^{\prime}(\mu)>\alpha^{\prime}$ for all (small) $\mu>0$. Also, since the right side is less than or equal to $2 \mu$, it follows that

$$
\lim _{\mu \rightarrow 0^{+}}\left(-\int_{\alpha^{\prime}}^{x_{0}^{\prime}} x d F(x)\right)=0
$$

Recalling that $\alpha^{\prime}$ was chosen so that it was the right endpoint of a possible interval of constancy, we conclude that $\lim _{\mu \rightarrow 0^{+}} x_{0}^{\prime}(\mu)=\alpha^{\prime}$.

$$
\text { Next, for } \mu<0 \text {, we choose } x_{0}^{\prime}(\mu) \equiv \alpha^{\prime} \text {. For }-\mu \text { sufficiently }
$$

small, we can show as above that

$$
x_{0}(\mu)=\inf \left\{y: \int_{\alpha^{\prime}+\mu}^{y+\mu} x d F_{\mu}(x)=\mu\right\}
$$

is well-defined and is the number desired. Also, as before, it follows that $\lim _{u \rightarrow 0^{-}} x_{0}(\mu)=\alpha$.

Finally, we see that

$$
\begin{aligned}
\operatorname{Var}(X-Y) & =\int_{-\infty}^{x_{0}^{\prime}} x^{2} d F_{\mu}(x)+\int_{x_{0}}^{\infty} x^{2} d F_{\mu}(x) \\
& =\int_{-\infty}^{x_{0}^{\prime}} x^{2} d F(x)+\int_{x_{0}}^{\infty} x^{2} d F(x)-\mu^{2}\left[1-F\left(x_{0}\right)+F\left(x_{0}^{\prime}\right)\right]
\end{aligned}
$$

It follows from the convergence of the truncation points that mim $\operatorname{Var}(X-Y)=\operatorname{Var}(\bar{X}-\bar{Y})<\delta . \quad$ Thus, for $|\mu|$ sufficiently small, $\mu \rightarrow 0$
$\operatorname{Var}(X-Y)<\delta$.

Henceforth, we will always assume that a pair ( $\alpha^{\prime}, \alpha$ ) has been chosen and is fixed. Later, we will introduce certain restrictions
that will determine how large $\alpha$ must be.
Next, we consider several sequences of random variables and make use of their independence to get a lower bound for $P(N>n)$. First, we define three additional distribution functions. Let $H_{\mu}(x)=$ $P\left(X \leq x \mid x_{0}^{\prime}<X \leq x_{0}\right), \bar{B}_{\mu}(x)=P\left(X \leq x \mid X \leq x_{0}^{\prime}\right.$ or $\left.X>x_{0}\right)$, and let $\tilde{H}_{\mu}$ be the distribution function of the indicator function of the event $\left\{x_{0}^{\prime}<X \leq x_{0}\right\}$. Of course, these distribution functions may each be expressed in terms of $F_{\mu}$.

Then, we can consider random variables $X^{\prime}, X^{\prime \prime}$, and $\gamma$ (defined on some probability space) so that these random variables are mutually independent and have distribution functions $\vec{H}_{\mu}, \bar{H}_{\mu}$, and $\vec{H}_{\mu}$, respective1y. We again let $Y$ denote the truncation of $X$ corresponding to the pair $\left(x_{0}^{\prime}, x_{0}\right)$ as in Lemma 6.2, and let $Z=X-Y$. If $\xi_{1}$ and $\xi_{2}$ are two random variables having the same distribution, then we write $\xi_{1} \stackrel{D}{=} \xi_{2}$.

Lemma 6.3. $\gamma X^{\prime} \stackrel{D}{\underline{D}} Y,(1-\gamma) X^{\prime \prime} \stackrel{D}{\underline{D}} 2$, and $\gamma X^{\prime}+(1-\gamma) X^{\prime \prime} \stackrel{D}{=} X$. Proof. The lemma is proved by simply calculating the distribution functions of $\gamma X^{\prime}$ and $(1-\gamma) X^{\prime \prime}$ and that of their sum. Let $P r$ denote the probability measure on the space on which the given random variables are defined. Using the independence and the definitions of $H_{\mu}$ and $\tilde{H}_{\mu}$, we find that

$$
\begin{aligned}
\operatorname{Pr}\left(\gamma X^{\prime} \leq x\right) & =\operatorname{Pr}\left(\gamma X^{\prime} \leq x, \gamma=1\right)+\operatorname{Pr}\left(\gamma X^{\prime} \leq x, \gamma=0\right) \\
& =P\left(X \leq x, x_{0}^{\prime}<X \leq x_{0}\right)+I_{[0, \infty)}(x)\left[P\left(X \leq x_{0}^{\prime}\right)+P\left(X>x_{0}\right)\right]
\end{aligned}
$$

where $I_{A}$ denotes the indicator function of the set $A$. Recalling that $Y$ is just the truncation of $X$, we see that $\gamma X^{\prime} \stackrel{D}{=} Y$. In the same manner, $(1-\gamma) X^{\prime \prime} \stackrel{D}{=} 2$, and, also,
$\gamma X^{\prime}+(1-\gamma) X^{\prime \prime} \underset{=}{D} X$.

Now, given the distribution functions $F_{\mu}, H_{\mu}, \bar{H}_{\mu}$, and $\tilde{H}_{\mu}$ as above, there exist, for each $\mu$, probability spaces $\left(\Omega_{i},{ }_{i}, P_{i}\right), i=$ $1,2,3,4$, and sequences of 1.1 . d. random variables $\left\{X_{n}(\mu)\right\}$, $\left\{X_{n}^{\prime}(\mu)\right\},\left\{X_{n}^{\prime \prime}(\mu)\right\}$, and $\left\{\gamma_{n}(\mu)\right\}$ defined on the respective spaces such that $X_{1}(\mu) \stackrel{D}{=} X, X_{n}{ }^{\prime}(\mu) \stackrel{D}{=} X^{\prime}, X_{n}^{\prime \prime}(\mu) \stackrel{D}{=} X^{\prime \prime}$, and $\gamma_{n}(\mu) \stackrel{D}{\equiv} \gamma$. If the product space of the four spaces above is denoted by $\left(\Omega_{\mu}, \mathscr{F}_{\mu}, P_{\mu}\right)$, then we can assume that the four sequences of random variables are defined on the same probability space and that the sequences are mutually independent.

Also, we define the sequences of random variables $\left\{Y_{n}(\mu)\right\}$ and $\left\{Z_{n}(\mu)\right\}$ by

$$
Y_{n}(\mu)= \begin{cases}X_{n}(\mu) & x_{0}{ }^{\prime}<X_{n}(\mu) \leq x_{0} \\ 0 & \text { otherwise }\end{cases}
$$

and $Z_{n}(\mu)=X_{n}(\mu)-Y_{n}(\mu)$. Henceforth, we shall omit the dependence on $\mu$ when writing these random variables [e.g., we write $X_{n}$ for $\left.X_{n}(\mu)\right]$. We denote $\operatorname{Var} Z_{1}=\operatorname{Var}\left(X_{1}-Y_{1}\right)$ by $\delta_{\alpha}(\mu)^{2}$ and $\operatorname{Var} X_{1}^{\prime}$ by $\sigma_{\alpha}(\mu)^{2}$. It follows from Lemma 6.1 that given $\delta>0, \alpha$ can be chosen sufficiently large so that $\delta_{\alpha}(0)^{2}<\delta^{2}$. In addition, we prove

Lemma 6.4. $\lim _{\alpha \rightarrow x_{2}} \sigma_{\alpha}(0)^{2}=\sigma^{2}$.
Proof. For fixed $\alpha, x_{1}<\alpha<x_{2}, X_{1}^{\prime}(0)$ has the distribution function $H_{0}$. Thus,

$$
\sigma_{\alpha}(0)^{2}=\frac{1}{F(\alpha)-F\left(\alpha^{\prime}\right)} \int_{\alpha^{\prime}}^{\alpha} x^{2} d F(x) .
$$

As noted in Lemma 6.1, $\alpha^{\prime}+x_{2}^{\prime}$ as $\alpha+x_{2}$ and, by definition,
$F\left(x_{2}^{\prime}\right)=0$ and $F\left(x_{2}\right)=1$ since $F$ is continuous. Thus,

$$
\begin{align*}
\lim _{\alpha \rightarrow x_{2}} \sigma_{\alpha}(0)^{2} & =\frac{1}{F\left(x_{2}\right)-F\left(x_{2}^{\prime}\right)} \int_{x_{2}}^{x_{2}} x^{2} d F(x) \\
& =\int_{-\infty}^{\infty} x^{2} d F(x)=\sigma^{2} .
\end{align*}
$$

Finally, we are prepared to introduce the stopping time whose first moment we wish to study. The i. i. d. sequence $\left\{X_{n}\right\}$ has a common continuous distribution function $F_{\mu}$ and $E X_{n}=\mu, \operatorname{Var} X_{n}=\sigma^{2}$, and $E\left|X_{n}\right|^{3}<\infty$. For this sequence, we define, for any positive number $c$, the stopping time $N=N(c)$ on the space $\left(\Omega_{\mu}, q_{\mu}, P_{\mu}\right)$ by

$$
\begin{aligned}
N=N(c) & =1 \text { east } n \geq 1 \text { such that }\left|\sum_{1}^{n} X_{i}\right|>\cos \sqrt{n} \\
& \text { or }+\infty \text { if no such } n \text { exists. }
\end{aligned}
$$

We now wish to obtain a lower bound for $E N(c)$ when $|\mu|$ is sufficiently small. Recalling that $E N(c)=\sum_{0}^{\infty} P_{\mu}[N(c)>n]$, we consider the probability $P_{\mu}[N(c)>n]$ for fixed $n$.

Lemma 6.5. For any $\eta, 0<\eta<c$,

$$
\begin{align*}
P_{\mu}[N(c)>n] \geq P_{\mu}\left(\left|\sum_{1}^{k} x_{i}^{\prime}\right|\right. & \leq(c-n) \sigma \sqrt{k}, k=1, \ldots, n) \\
\cdot & P_{\mu}\left(\left|\sum_{1}^{k} z_{i}\right| \leq n \sigma \sqrt{k}, k=1, \ldots, n\right) \tag{1}
\end{align*}
$$

Proof. Let $\eta, 0<\eta<c$, be fixed. Then, since $X_{i}{ }^{D} \gamma_{i} X_{i}{ }^{\prime}+\left(1-\gamma_{i}\right) X_{i}{ }^{\prime \prime}$,

$$
\begin{aligned}
P_{\mu}(N>n) & =P_{\mu}\left(\left|\sum_{1}^{k} x_{i}\right| \leq c \sigma \sqrt{k}, k=1, \ldots, n\right) \\
& \geq P_{\mu}\left(\left|\sum_{1}^{j} \gamma_{i} x_{i}^{\prime}\right| \leq(c-n) \sigma \sqrt{j}, 1 \leq j \leq n ;\left|\sum_{1}^{k}\left(1-\gamma_{i}\right) x_{i}^{\prime \prime}\right| \leq n \sigma \sqrt{k}, 1 \leq k \leq n\right) .
\end{aligned}
$$

Letting

$$
\begin{aligned}
A_{n} & =\left\{\left|\sum_{1}^{k} r_{i} X_{i}^{\prime}\right| \leq(c-n) \sigma \sqrt{k}, k=1, \ldots, n\right\}, \\
B_{n} & =\left\{\left|\sum_{1}^{k}\left(1-r_{i}\right) X_{i}^{\prime \prime}\right| \leq n \sigma \sqrt{k}, k=1, \ldots, n\right\},
\end{aligned}
$$

we may write $P_{\mu}(N>n) \geq P_{\mu}\left(A_{n} \cap B_{n}\right)$.

$$
\text { If } S_{n}=\left\{s=\left(\varepsilon_{1}, \ldots, s_{n}\right): \varepsilon_{i}=0 \text { or } 1,1 \leq i \leq n\right\} \text { and if } r_{n} \text { is }
$$

the random vector $\Gamma_{n}=\left(\gamma_{1}, \ldots, \gamma_{n}\right)$, then

$$
P_{\mu}\left(A_{n} \cap B_{n}\right)=\sum_{\varepsilon \in S_{n}} P_{\mu}\left(A_{n} \cap B_{n} \mid \Gamma_{n}=8\right) P_{\mu}\left(\Gamma_{n}=8\right)
$$

For a particular term in this sum, suppose $s_{0}=\left(8_{1}, \ldots, s_{n}\right)$ where $s_{i_{1}}=$

$$
\begin{aligned}
& s_{i_{2}}=\ldots=s_{i_{p}}=1,1 \leq i_{1}<i_{2}<\ldots<i_{p} \leq n, \text { and } s_{j_{1}}=s_{j_{2}}=\ldots= \\
& s_{j_{q}}=0,1 \leq j_{1}<j_{2}<\ldots<j_{q} \leq n \text { with } p+q=n \text { Let } \\
& C_{1}=\left\{\left|\sum_{m=1}^{k} X_{i_{m}} \prime\right| \leq(c-n) \sigma \sqrt{i_{k}}, k=1, \ldots, p\right\}, \\
& C_{0}=\left\{\left|\sum_{m=1}^{k} X_{j_{m}}\right| \leq n o \sqrt{j}\right. \\
&k, k=1, \ldots, q\} .
\end{aligned}
$$

Then it follows from the mutual independence of $\left\{X_{n}^{\prime}\right\},\left\{X_{n}^{\prime \prime}\right\}$, and $\left\{Y_{n}\right\}$ that

$$
\begin{aligned}
P_{\mu}\left(A_{n} \cap B_{n} \mid \Gamma_{n}=s_{0}\right) P_{\mu}\left(\Gamma_{n}=s_{0}\right) & =P_{\mu}\left(A_{n} \cap B_{n} \cap\left\{\Gamma_{n}=s_{0}\right\}\right) \\
& =P_{\mu}\left(C_{1} \cap C_{0} \cap\left\{\Gamma_{n}=s_{0}\right\}\right) \\
& =P_{\mu}\left(C_{1}\right) P_{\mu}\left(C_{0} \cap\left\{\Gamma_{n}=s_{0}\right\}\right) \\
& =P_{\mu}\left(C_{1}\right) P_{\mu}\left(B_{n} \cap\left\{\Gamma_{n}=s_{0}\right\}\right)
\end{aligned}
$$

Now, we note that $i_{k} \geq k$ and, therefore,

$$
P_{\mu}\left(C_{1}\right) \geq P_{\mu}\left\{\left|\sum_{m=1}^{k} X_{i_{m}},\right| \leq(c-n) \sigma \sqrt{k}, k=1, \ldots, p\right\}
$$

However, since the $X_{j}^{\prime}$ are identically distributed and $p \leq n$, the latter is not less than $P_{\mu}\left(\left|\sum_{m=1}^{k} X_{m}^{\prime}\right| \leq(c-n) \sigma \sqrt{k}, k=1, \ldots, n\right)$. Hence,

$$
\begin{aligned}
P_{\mu}(N>n) & \geq P_{\mu}\left(A_{n} \cap B_{n}\right) \\
& =\sum_{8 \in S} P_{\mu}\left(C_{1}\right) P_{\mu}\left(B_{n} \cap\left\{\Gamma_{n}=s\right\}\right) \\
& \geq P_{\mu}\left(\left|\sum_{m=1}^{k} X_{m}^{\prime}\right| \leq(0-n) \sigma \sqrt{k}, k=1, \ldots, n\right) P_{\mu}\left(B_{n}\right) .
\end{aligned}
$$

But $\left(1-\gamma_{i}\right) X_{i}{ }^{\prime \prime}{ }_{m} z_{i}$ and, so, $P_{\mu}\left(B_{n}\right)=P_{\mu}\left(\left|\sum_{1}^{k} z_{i}\right| \leq n \sigma \sqrt{k}, k=1, \ldots, n\right)$. $||\mid$ Theorem 6.1. Let $\left\{x_{n}\right\}_{n=1}^{\infty}$ be a sequence of i. i. d. random variables with $E X_{1}=\mu \neq 0, \operatorname{Var} X_{1}=\sigma^{2}, E\left|X_{1}\right|^{3}<\infty$, and a common distribution function which is continuous. Let $N(0)$ be the stopping time defined above. Then, for each $c>1$ and any $\varepsilon>0$ such that $B(c)+\varepsilon / 2<1$, there exists a positive constant $A$, independent of $\mu$, such that for all $\mu$ sufficiently small

$$
E N(c) \geq A|\mu|^{-2[1-\beta(c)]+\varepsilon}
$$

Proof. Let us fix a number $c>1$ [hence, $\beta(c)<1$ ] and $f i x$ an $\varepsilon>0$ such that $B(c)+\varepsilon / 2<1$. Before proceeding, we place restrictions on the parameters $\eta, \delta$, and $\alpha$ that we will need in the course of the proof. First, we fix $\eta>0$ such that (a) $c-4 \eta>1$ and (b) $B(c-4 \eta)<$ $\beta(c)+\varepsilon / 4$. Next, we fix $\delta>0$ such that (c) $n \sigma / \delta>1$ and (d) $B(n \sigma / \delta)$ $<\varepsilon / 4$ [recalling that $\beta(u) \rightarrow 0$ as $u \rightarrow+\infty$ ]. Finally, we fix $\alpha$ sufficiently large so that (e) $\operatorname{Var}(\bar{X}-\tilde{Y})=\delta_{\alpha}(0)^{2}<\delta^{2}$ and (f) $\sigma / \sigma_{\alpha}(0)>$ $1-n /(c-n)$. Lemma 6.4 and the remark preceding it imply that such an a exists.

$$
\text { Now, } E N(c)=E N=\sum_{0}^{\infty} P_{\mu}(N>n) \text { and, so, by Lemma } 6.5 \text {, we study }
$$

$P_{\mu}\left(\left|\sum_{1}^{k} z_{i}\right| \leq n \sigma \sqrt{k}, k=1, \ldots, n\right)$ and $P_{\mu}\left(\left|\sum_{1}^{k} X_{i}\right| \leq(c-n) \sigma \sqrt{k}, k=1, \ldots, n\right)$.
We consider, first, the sequence $\left\{Z_{n}\right\}$, recalling that $Z_{n}=$ $Z_{n}(\mu)=X_{n}(\mu)-Y_{n}(\mu)$. We note that $E Z_{n}=0$ and $\operatorname{Var}_{n} Z_{n}=\delta_{\alpha}(\mu)^{2}$. In the proof of Lemma 6.2, we showed that $\lim _{\mu \rightarrow 0} \delta_{\alpha}(\mu)^{2}=\delta_{\alpha}(0)^{2}$; hence, for $0<m<\delta_{\alpha}(0)^{2}, \delta_{\alpha}(\mu)^{2} \geq m$ for $\mu$ sufficiently small. Also, for $|\mu|<1, E\left|Z_{n}\right|^{3} \leq E\left|X_{n}(\mu)\right|^{3} \leq \int_{-\infty}^{\infty}|x|^{3} d F(x)+3 \sigma^{2}+3 \int_{-\infty}^{\infty}|x| d F(x)$ +1 ; i.e., $E\left|Z_{n}\right|^{3}$ is uniformly bounded for $|\mu|<1$. In addition, if we denote the distribution function of $Z_{1}$ by $\bar{G}_{\mu}$, then $\bar{G}_{\mu}$ may be simply expressed in terms of $F_{\mu}$ and it follows from the fact that $x_{0}(\mu) \rightarrow \alpha$ and $x_{0}^{\prime}(\mu) \rightarrow \alpha^{\prime}$ as $\mu \rightarrow 0$ that $\bar{G}_{\mu} \xrightarrow{\omega} \bar{G}_{0}$. It is also easy to see that $\bar{G}_{\mu}$ is continuous except at zero.

If we now define the stopping time $N^{\prime \prime}(d)$ for $d>0$ by $N^{\prime \prime}(d)=$ least $n \geq 1$ such that $\left|\sum_{1}^{n} Z_{i}\right|>d \delta_{\alpha}(\mu) \sqrt{n}$
or $+\infty$ if no such $n$ exists,
then, by Theorem 4.2, for all $d \geq 1$, there is a positive constant $a^{\prime \prime}(d)$ and a positive integer $n_{1}$, both independent of $\mu$, such that $P_{\mu}\left[N^{\prime \prime}(d)>n\right] \geq a^{\prime \prime}(d) n^{-B(d)}$ for all $n \geq n_{1}$ and for all $\mu$ sufficiently small.

Since $\alpha$ has been chosen so that $\delta_{\alpha}(0)<\delta$, it follows from Lemma 6.2 that $\delta_{\alpha}(\mu)<\delta$ for all $\mu$ sufficiently small. Thus, $\left.P_{\mu}\left(\left|\sum_{1}^{k} Z_{i}\right|<n \sigma \sqrt{k}, k=1, \ldots, n\right) \geq P_{\mu}| | \sum_{1}^{k} Z_{i} \left\lvert\, \leq \frac{n \sigma}{\delta} \delta_{\alpha}(\mu) \sqrt{k}\right., 1 \leq k \leq n\right) ;$ the latter is just $P\left[N^{\prime \prime}(n \sigma / \delta)>n\right]$. Now, $\delta$ was chosen so that no/ $\delta>1$. Thus, for all $n \geq n_{1}$

$$
\begin{equation*}
P_{\mu}\left(\left|\sum_{1}^{k} Z_{i}\right| \leq n \sigma \sqrt{k}, k=1, \ldots, n\right) \geq a^{\prime \prime} n^{-\beta(n \sigma / \delta)} \tag{2}
\end{equation*}
$$

for all $\mu$ sufficiently small where $a^{\prime \prime}=a^{\prime \prime}(n \sigma / \delta)$.
Next, we must consider the sequence $\left\{X_{n}{ }^{\prime}\right\}$. We recall that $X_{1}{ }^{\prime}$ $=X_{1}^{\prime}(\mu)$ has the continuous distribution function $H_{\mu}$. Hence, $E X_{1}{ }^{\prime}=$ $\mu /\left[F_{\mu}\left(x_{0}\right)-F_{\mu}\left(x_{0}^{\prime}\right)\right]$. Writing $m(\mu)=E X_{1}^{\prime}$, we note that $m(\mu) \sim$ $\mu /\left[F(\alpha)-F\left(\alpha^{\prime}\right)\right]$ as $\mu \rightarrow 0$ and $m(0)=0$. Also, $\operatorname{Var} X_{1}^{\prime}=\sigma_{\alpha}(\mu)^{2}$, a finite, positive number. Since $X_{1}^{\prime}$ is bounded, the moment generating function, $\phi_{\mu}(t)$, of $X_{1}^{\prime}$ exists for all $t \quad R^{l}$ and

$$
\phi_{\mu}(t)=\int_{-\infty}^{\infty} e^{t x} d H_{\mu}(x)=\frac{1}{F_{\mu}\left(x_{0}\right)-F_{\mu}\left(x_{0}^{\prime}\right)} \int_{x_{0}}^{x_{0}} e^{t x} d F_{\mu}(x)
$$

Hence, $\phi_{\mu}(t) \leq e^{|t|\left[\alpha \vee\left(-\alpha^{\prime}\right)\right]}$ for $\mu$ sufficiently small; the latter function is bounded on any finite interval containing zero. Therefore, for $\mu$ sufficiently small, say $|\mu|<\mu_{0}$, the family $\left\{H_{\mu},|\mu|<\mu_{0}\right\}$ satisfies properties $\left(i^{\prime}\right)-\left(1 v^{\prime}\right)$. Further, as $\mu \rightarrow 0, \phi_{\mu}(t) \rightarrow \phi_{0}(t)$ and, so, $H_{\mu} \xrightarrow{w} B_{0}$.

As in Chapter 5, we let $h=h(\mu)$ be the unique root of $\phi_{\mu}{ }^{\prime}(t)$ $=0$ and let $\tau(\mu)^{2}=\phi_{\mu}^{\prime \prime}(-h) / \phi_{\mu}(-h)$. We define the stopping time $N^{\prime}(d)$ for $d>0$ by

$$
\begin{aligned}
& N^{\prime}(d)=\text { least } n \geq 1 \text { such that }\left|\sum_{1}^{n} X_{i}^{\prime}\right|>d \sigma_{\alpha}(\mu) \sqrt{n} \\
& \\
& \text { or }+\infty \text { if no such } n \text { exists. }
\end{aligned}
$$

Then, by Theorem 5.1, it follows that for each $d>1$ and $\eta>0$ such that $d-\eta>1$, there exists a positive constant $a^{\prime}(d)$ and a positive integer $n_{2}$, both independent of $\mu$, such that

$$
\begin{equation*}
P_{\mu}\left[N^{\prime}(d)>n\right] \geq a^{\prime}(d)\left[\phi_{\mu}(-h)\right]^{n} e^{-|h|(d-n) \tau \sqrt{n}} n^{-\beta(d-n)} \tag{3}
\end{equation*}
$$

for all $n \geq n_{2}$ and all $\mu$ sufficiently small.
Now, by assumption (f), $(c-\eta) \sigma>(c-2 \eta) \sigma_{\alpha}(0)$. Also, since $\sigma_{\alpha}(\mu)^{2} \rightarrow \sigma_{\alpha}(0)^{2}$ as $\mu \rightarrow 0$, it follows that for all $\mu$ sufficiently small, $(c-2 \eta) \sigma_{\alpha}(0)>(c-3 \eta) \sigma_{\alpha}(\mu)$. Hence,

$$
\begin{equation*}
P_{\mu}\left(\left|\sum_{1}^{k} x_{i}^{\prime}\right| \leq(c-n) \sigma \sqrt{k}, k=1, \ldots, n\right) \geq P_{\mu}\left[N^{\prime}(c-3 n)>n\right] \tag{4}
\end{equation*}
$$

Thus, combining (3) (with $d=c-3 n$ ) and (4), we see that since by assumption (a), $c-4 \eta>1$, it follows that

$$
\begin{align*}
& P_{\mu}\left(\left|\sum_{1}^{k} x_{i}^{\prime}\right| \leq(c-n) \sigma \sqrt{k}, k=1, \ldots, n\right. \\
& \geq a^{\prime}\left[\phi_{\mu}(-h)\right]^{n} e^{-|h|(c-4 n) \tau \sqrt{n}} n^{-\beta(c-4 n)} \tag{5}
\end{align*}
$$

for all $n \geq n_{2}$ and all $\mu$ sufficiently small where $a^{\prime}=a^{\prime}(c-3 n)$.

$$
\begin{aligned}
& \text { Let } n_{0}=\max \left\{n_{1}, n_{2}\right\} \text {. It follows from (1), (2), and (5) that } \\
& E N \geq a \sum_{n_{0}}^{\infty} e^{-n\left[-\log \phi_{\mu}(-h)\right]} e^{-|h|(c-4 n) \tau \sqrt{n}} n^{-[\beta(c-4 n)+\beta(n \sigma / \delta)]}
\end{aligned}
$$

for all $\mu$ sufficiently small, where $a=a^{\prime} a^{\prime \prime}$ is a positive constant. Assumptions (b) and (d) imply that $n^{-[\beta(c-4 \eta)+\beta(n \sigma / \delta)]}>n^{-[\beta(c)+\varepsilon / 2]}$. Recalling that by Lemma $5.2,-\log \phi_{\mu}(-h) \sim m(\mu)^{2} / 2 \sigma_{\alpha}(0)^{2}$ as $\mu \rightarrow 0$, we see that $-\log \phi_{\mu}(-h)$ is positive for sufficiently small values of $\mu$. Thus, replacing the above sum by an integral and writing $m$ for $m(\mu)$, we obtain

$$
\begin{aligned}
& E N \geq m^{-2(1-[\beta(c)+\varepsilon / 2])} \\
& \cdot a \int_{m^{2} n_{0}}^{\infty} \exp \left(-y \frac{-\log \phi_{\mu}(-h)}{m^{2}}-\frac{|h|(c-4 n) \tau \sqrt{y}}{|m|}\right) y^{-[\beta(c)+\varepsilon / 2]} d y
\end{aligned}
$$

It follows from the dominated convergence theorem and the fact that $m=m(\mu) \sim \mu /\left[F(\alpha)-F\left(\alpha^{\prime}\right)\right]$ that this lower bound, say $J(\mu)$, is such that
$J(\mu) \sim \mu^{-2(1-[\beta(c)+\varepsilon / 2])} a_{0} \int_{0}^{\infty} \exp \left(-\frac{y}{2 \sigma_{\alpha}(0)^{2}}-\frac{c-4 \eta}{\sigma_{\alpha}(0)} \sqrt{y}\right) y^{-[\beta(c)+\varepsilon / 2]} d y$.
This last integral is finite [10, p. 337] since we have chosen $\varepsilon$ such that $\beta(c)+\varepsilon / 2<1$. Hence, if

$$
A=\frac{a_{0}}{2} \int_{0}^{\infty} \exp \left(-\frac{y}{2 \sigma_{\alpha}(0)^{2}}-\frac{c-4 \eta}{\sigma_{\alpha}(0)} \sqrt{y}\right) y^{-[\beta(c)+\varepsilon / 2]} d y
$$

for example, then for all $\mu$ sufficiently small $E N \geq$ $A|\mu|^{-2[1-\beta(c)]+\varepsilon}$.

## 2. Upper Bound

The above theorem shows that for the lower bound to hold, it suffices to assume only the existence of an absolute third moment rather than that of a moment generating function. However, the common distribution function is still assumed to be continuous. On the other hand, the same type of upper bound is valid if we again assume that a moment generating function exists, but no longer require that the common distribution function be continuous. We prove

Theorem 6.2. Let $\left\{X_{n}\right\}_{n=1}^{\infty}$ be a sequence of i. i. d. random variables defined by $X_{n}=\tilde{X}_{n}+\mu$, where $\tilde{X}_{n}$ is such that $E \tilde{X}_{1}=0, \operatorname{Var} \tilde{X}_{1}=\sigma^{2}$, a finite, positive number, and $E e^{t X_{1}}<\infty$ for $t$ in a neighborhood of zero. If for any positive $c$,

$$
\begin{aligned}
& N(c)=1 \text { east } n \geq 1 \text { such that }\left|\sum_{1}^{n} X_{i}\right|>\cos \sqrt{n} \\
& \quad \text { or }+\infty \text { if no such } n \text { exists, }
\end{aligned}
$$

then for each $c \geq 1$ and any $\varepsilon>0$, there exists a positive constant $B$, independent of $\mu$, such that for all $\mu$ sufficiently small

$$
E N(c) \leq B|\mu|^{-2[1-B(c)]-\varepsilon} .
$$

Proof. Suppose that the sequence $\left\{\tilde{X}_{n}\right\}$ is defined on the probability space $(\Omega, \mathcal{F}, P)$. Without loss of generality, we may assume that on this same space there is a sequence of i. i. d. random variables $\left\{Y_{n}\right\}$ with a common $N\left(0, \delta^{2}\right)$ distribution, where $\delta>0$ is arbitrary; further, we may assume that the sequences $\left\{\tilde{X}_{n}\right\}$ and $\left\{Y_{n}\right\}$ are independent, and, therefore, also, that $\left\{X_{n}\right\}$ and $\left\{Y_{n}\right\}$ are independent.

We fix $c \geq 1$ and write $N$ for $N(c)$. Again, since $E N=$ $\sum_{0}^{\infty} P(N>n)$, we consider $P(N>n)$ for $n$ fixed. For any $\eta>0$, we see that

$$
\begin{aligned}
P(N>n) & =P\left(\left|\sum_{1}^{k} x_{i}\right| \leq \cos \sqrt{k}, k=1, \ldots, n\right) \\
& =\frac{\left(\begin{array}{c}
\left|\sum_{1}^{k} x_{i}\right| \leq c o \sqrt{k}, 1 \leq k \leq n ;\left|\sum_{1}^{j} Y_{i}\right| \leq n \sigma \sqrt{j}, 1 \leq j \leq n \\
P\left(\left|\sum_{1}^{j} Y_{i}\right| \leq n \sigma \sqrt{j}, 1 \leq j \leq n\right) \\
\end{array}\right.}{\qquad \frac{P\left(\left|\sum_{1}^{k}\left(X_{i}+Y_{i}\right)\right| \leq(c+n) \sigma \sqrt{k}, k=1, \ldots, n\right)}{P\left(\left|\sum_{1}^{j} Y_{i}\right| \leq n \sigma \sqrt{j}, j=1, \ldots, n\right)}} .
\end{aligned}
$$

As noted in Chapter 3, it follows from Theorem 2 of Breiman that $P\left(\left|\sum_{1}^{j} Y_{i}\right| \leq n \sigma \sqrt{j}, j=1, \ldots, n\right) \sim a_{1} n^{-\beta(n \sigma / \delta)}$ as $n \rightarrow \infty$ where $a_{1}$ is a positive constant. Thus, there exists an $n_{1}$ such that for $n \geq n_{1}$,

$$
\begin{equation*}
P\left(\left|\sum_{1}^{j} Y_{i}\right| \leq n \sigma \sqrt{j}, j=1, \ldots, n\right) \geq \frac{a_{1}}{2} n^{-B(n \sigma / \delta)} . \tag{7}
\end{equation*}
$$

$$
\text { Now, let } Z_{n}=Z_{n}(\mu)=X_{n}+Y_{n} \text {. We note that }\left\{Z_{n}\right\} \text { is a sequence }
$$ of 1. i. d. random variables with $E Z_{1}=\mu, \operatorname{Var} Z_{1}=\sigma^{2}+\delta^{2}$, and $E e^{t Z_{1}}=$ $\exp \left(\frac{t^{2} \delta^{2}}{2}\right) E e^{t X_{1}}=\exp \left(\frac{t^{2} \delta^{2}}{2}+\mu t\right) E e^{t \tilde{X}_{1}}$. Hence, for $\mu$ sufficiently small, say $|\mu|<\mu_{0}$, the moment generating functions $E e^{t Z_{1}(\mu)}$ are uniformly bounded on a finite interval containing zero on which $E e^{t X_{1}}<\infty$. Further, the distribution function, say $G_{\mu}$, of $Z_{1}$ is the convolution of the distribution function of $X_{1}$ and that of $Y_{1}$; thus, $G_{\mu}$ is continuous and $G_{\mu} \xrightarrow{w} G_{0}$ as $\mu \rightarrow 0$. Therefore, the family $\left\{G_{\mu},|\mu|<\mu_{0}\right\}$ is like those considered in Chapter 5.

$$
\begin{aligned}
& \text { We define the stopping time } N_{\delta}(d) \text { for any } d>0 \text { by } \\
& N_{\delta}(d)=1 \text { east } n \geq 1 \text { such that }\left|\sum_{1}^{n} Z_{i}\right|>d \sqrt{\sigma^{2+} \delta^{2}} \sqrt{n} \\
& \text { or }+\infty \text { if no such } n \text { exists. }
\end{aligned}
$$

We write $\phi_{\mu}(t)=E e^{t Z_{1}}$ and again denote the unique root of the equation $\phi_{\mu}{ }^{\prime}(t)=0$ by $-h=-h(\mu)$. Also, we write $\tau^{2}=\tau(\mu)^{2}=\phi_{\mu}{ }^{\prime \prime}(-h) / \phi_{\mu}(-h)$. Then, it follows from Theorem 5.1 that for each $d \geq 1$ there exists a positive integer $n_{2}$ and a positive constant $a_{2}(d)$, both independent of $\mu$, such that

$$
\begin{equation*}
P\left[N_{\delta}(d)>n\right] \leq a_{2}(d)\left[\phi_{\mu}(-h)\right]^{n} e^{|h|(d+n) \tau \sqrt{n}} n^{-\beta(d+n)} \tag{8}
\end{equation*}
$$

for all $n \geq n_{2}$ and all $\mu$ sufficiently small. Finally, we note also that

$$
\begin{equation*}
P\left(\left|\sum_{1}^{k} z_{i}\right| \leq(c+n) \sigma \sqrt{k}, k=1, \ldots, n\right) \leq P\left[N_{\delta}(c+n)>n\right] . \tag{9}
\end{equation*}
$$

So far, $\delta$ and $n$ have been arbitrary positive constants. Let $\varepsilon>0$ be given. We choose $n>0$ such that $B(c+2 n)>B(c)-\varepsilon / 4$. Then
we choose $\delta>0$ such that $\beta(\eta \sigma / \delta)<\varepsilon / 4$. These choices are possible by Proposition A.1.

$$
\text { Let } n_{0}=\max \left\{n_{1}, n_{2}\right\} \text {. Then, we see from }(6),(7),(8) \text {, and }
$$

(9) that
$E N \leq n_{0}+\frac{2 a_{2}}{a_{1}} \sum_{n_{0}}^{\infty} e^{-n\left[-\log \phi_{\mu}(-h)\right]} e^{|h|(o+2 n) \tau \sqrt{n}} n^{-[\beta(c+2 n)-\beta(n \sigma / \delta)]}$
for all $\mu$ sufficiently small. We note that $\beta(c+2 \eta)-\beta(n \sigma / \delta)>$
$\beta(c)-\varepsilon / 2$. Again, by Lemma 5.2, $-\log \phi_{\mu}(-h) \sim \mu^{2} / 2\left(\sigma^{2}+\delta^{2}\right)$ as $\mu \rightarrow 0$
and, so, is positive for sufficiently small $\mu$. Hence, using Lemma 3.1 and proceeding as in Theorem 5.2, we may replace the series by an integral to obtain for all sufficiently small $\mu$,

$$
\begin{aligned}
E N \leq & n_{0}+\frac{2 a_{2}}{a_{1}} K(\mu)+\mu^{-2(1-[\beta(c)-\varepsilon / 2]) \frac{2 a_{2}}{a_{1}}} \\
& \cdot \int^{\infty} \exp \left(-y \frac{-\log \phi_{\mu}(-h)}{\mu^{2}}+\frac{|h|(\sigma+2 n) \tau}{|\mu|} \sqrt{y}\right) y^{-[\beta(c)-\varepsilon / 2]} d y
\end{aligned}
$$

where $K(\mu) \rightarrow 0$ as $\mu \rightarrow 0$. Again, the integral term is asymptotic to $\mu^{-2(1-[\beta(c)-\varepsilon / 2])} \frac{2 a_{1}}{a_{2}} \int_{0}^{\infty} \exp \left(-\frac{y}{2\left(\sigma^{2}+\delta^{2}\right)}+\frac{c+2 \eta}{\sqrt{\sigma^{2}+\delta^{2}}} \sqrt{y}\right) y^{-[\beta(c)-\varepsilon / 2]} d y$ as
$\mu \rightarrow 0$. Thus, for example, if

$$
B=\frac{4 a_{2}}{a_{1}} \int_{0}^{\infty} \exp \left(-\frac{y}{2\left(\sigma^{2}+\delta^{2}\right)}+\frac{c+2 \eta}{\sqrt{\sigma^{2}+\delta^{2}}} \sqrt{y}\right) y^{-[\beta(c)-\varepsilon / 2]} d y
$$

a finite positive constant, then $E N \leq B|\mu|^{-2[1-\beta(c)]-\varepsilon}$ for all $\mu$ sufficiently small.

Finally, we are also able to weaken the requirement that the random variables have a moment generating function; however, the bound we obtain is not as sharp.

Theorem 6.3. Let $\left\{x_{n}\right\}_{n=1}^{\infty}$ be a sequence of i. 1. d. random variables defined by $X_{n}=\tilde{X}_{n}+\mu$ where $\tilde{X}_{1}$ is such that $E \tilde{X}_{1}=0, \operatorname{Var} \tilde{X}_{1}=\sigma^{2}$, a finite, positive number, and $E\left|\tilde{X}_{1}\right|^{4 \theta}<\infty$ for some $\theta>1$. If for any $c>0$,

$$
\begin{aligned}
& N(0)=\text { least } n \geq 1 \text { such that }\left|\sum_{1}^{n} \chi_{i}\right|>\cos \sqrt{n} \\
& \quad \text { or }+\infty \text { if no such } n \text { exists, }
\end{aligned}
$$

then for each $c \geq 1$ there exists a positive constant $B$, independent of $\mu$, such that for all $\mu$ sufficiently small

$$
E N(c) \leq B \mu^{-2[1-\gamma(c)]}
$$

where $\gamma(c)=B(c \sqrt{2}) / 2$.
Proof. Suppose that the sequence $\left\{\bar{X}_{n}\right\}$ is defined on the probability space $(\Omega, y, P)$. Without loss of generality, we may assume that on this same space, there is another sequence $\left\{\tilde{X}_{n}^{\prime}\right\}$ of $i$. i. d. random variables such that $\bar{X}_{1}^{\prime}$ has the same distribution as $\bar{X}_{1}$ and such that the sequences $\left\{X_{n}\right\}$ and $\left\{X_{n}^{\prime}\right\}$ are independent. For $\mu \neq 0$, we write $X_{n}^{\prime}=\bar{X}_{n}^{\prime}+\mu$ and let $N^{\prime}(c)$ denote the stopping time $N(c)$ defined with respect to $\left\{X_{n}{ }^{\prime}\right\}$.

Fixing $c \geq 1$, we write $N$ and $N^{\prime}$ for $N(c)$ and $N^{\prime}(c)$ respective-
1y. Since $E N=\sum_{0}^{\infty} P(N>n)$, we obtain bounds for the probabilities $P(I>n)$. First, we note

$$
\begin{align*}
P(N>n)^{2} & =P\left(N>n, N^{\prime}>n\right) \\
& \leq P\left(\left|\sum_{1}^{k}\left(X_{i}-X_{i}^{\prime}\right)\right| \leq 2 c o \sqrt{k}, k=1, \ldots, n\right) . \tag{10}
\end{align*}
$$

Defining $Y_{n}=X_{n}-X_{n}^{\prime}$, we see that $E Y_{n}=0, \operatorname{Var} Y_{n}=2 \sigma^{2}$, and $E\left|Y_{n}\right|^{3}<\infty$. Thus, if we define the stopping time $N_{0}(d)$ for $d>0$ by

$$
\begin{aligned}
& N_{0}(d)=\text { least } n \geq 1 \text { such that }\left|\sum_{1}^{n} Y_{i}\right|>d \sigma \sqrt{2} \sqrt{n} \\
& \quad \text { or }+\infty \text { if no such } n \text { exists, }
\end{aligned}
$$

then, applying Theorem 2 of Breiman [3], we obtain for $d \geq 1$ the fact that $P\left[N_{0}(d)>n\right] \sim a^{\prime} n^{-\beta(d)}$ as $n \rightarrow \infty$ where $a^{\prime}$ is a constant which depends on $d$ and the distribution of $Y_{n}$. Noting that the right side of (10) equals $P\left[N_{0}(c \sqrt{2})>n\right]$, we conclude that there exists a positive integer $n_{0}$, independent of $\mu$, such that $P(N>n) \leq a n^{-\beta(c \sqrt{2}) / 2}$ for all $n \geq n_{0}$ where $a$ is a constant, independent of $\mu$. We write $\gamma(c)=$ $\beta(c \sqrt{2}) / 2$ and note that $\gamma(c)<\beta(c) \leq 1$.

Also, by Chebychev's inequality, $P(N>n) \leq n^{-2} E N^{2}$. Since $E\left|X_{1}\right|^{4 \theta}<\infty$ for some $\theta>1$, it follows from an inequality obtained by Woodroofe [16] that $\mu^{2} E N^{2} \leq d E N$ where $d$ is a positive constant which is independent of $\mu$. Thus, $P(N>n) \leq d \mu^{-2} n^{-2} E N$.

Now, for each $m>n_{0}$, we write

$$
\begin{aligned}
E N & \leq n_{0}+\sum_{n_{0}}^{m} P(N>n)+\sum_{m+1}^{\infty} P(N>n) \\
& \leq n_{0}+a m^{1-\gamma(c)}+d \mu^{-2} m^{-1} E N .
\end{aligned}
$$

In particular, if we choose $m=\left[2 d \mu^{-2}\right]$ where $[x]$ is the greatest integer less than or equal to $x$, then it follows that there exists a positive constant $B\left(\mathrm{e}, \mathrm{g}, \mathrm{B}=4\left[n_{0}+a(2 d)^{1-\gamma(c)}\right]\right)$, independent of $\mu$, such that for all sufficiently small $\mu, E N \leq B^{-2[1-\gamma(c)]}$.

## APPENDIX

## THE FUNCTION

In [3], Breiman first studies the stopping time $T_{c}^{*}=$ inf $\{t:|W(t)| \geq c \sqrt{t}, t \geq 1\}$ where $\{W(t), t \geq 0\}$ is the standard BrownIan motion process. He proves that as $t \rightarrow \infty, P\left[T_{c}^{*}>t \mid W(1)=0\right] \sim$ $\alpha t^{-\beta(c)}$ where $-2 \beta(c)$ is the largest pole of

$$
\Phi(\lambda)=e^{-c^{2} / 4} \frac{D_{-\lambda}(0)+D_{-\lambda}(0)}{D_{-\lambda}(c)+D_{-\lambda}(-c)}
$$

for $\lambda \in C, \operatorname{Re} \lambda>0$. Here, $D_{\lambda}(z)$ is the parabolic cylinder function. Using certain standard identities (e.g., see [1, p. 687]), we see that $-B(c)$ is, in fact, the largest zero of the confluent hypergeometric function $M\left(\lambda, \frac{1}{2}, c^{2} / 2\right)$ regarded as a function of $\lambda$. We remark that the function $M(a, b, s)$ is given by the power series

$$
M(a, b, z)=\sum_{0}^{\infty} \frac{(a)_{n} z^{n}}{(b)_{n}} \frac{z^{n}}{n!}
$$

where $(a)_{0}=1$ and $(a)_{n}=(a)(a+1) \ldots(a+n-1), n \geq 1$. This series converges as long as $b$ is not a negative integer.

Proposition $A .1$. The function $\beta(c)$ is a continuous, strictly decreasing function on $(1, \infty)$ with $0<B(c)<1, B(1)=1$, and $\lim B(c)=0$. Also, $B$ is right continuous at $C=1$.

Proof. That $B(1)=1$ and $\underset{c+\infty}{\lim } B(c)=0$ are included in Theorem 1 of Breiman's paper. The relevant properties of $M\left(\lambda, \frac{1}{2}, c^{2} / 2\right)$ used below
are contained in $[1, p, 504 \mathrm{ff}]$.
For a fixed $c$, the zeros of $M\left(\lambda, \frac{1}{2}, c^{2} / 2\right)$ are all negative and, so, $B(c)>0$. Also, $M\left(0, \frac{1}{2}, c^{2} / 2\right)=1$ and $M\left(-1, \frac{1}{2}, c^{2} / 2\right)=1-c^{2}<0$ for all $c>1$. Hence, since $M\left(\lambda, \frac{1}{2}, c^{2} / 2\right)$ is a continuous function of $\lambda$, it must have a zero in the interval ( $-1,0$ ); i.e., $B(c)<1$ for $c>1$.

Let $c_{1}, c_{2}$ be such that $1 \leq c_{1}<c_{2}$. We note that for fixed $\lambda$, $-1<\lambda<0, M\left(\lambda, \frac{1}{2}, x\right)$ regarded as a function of $x$ is strictly decreasing. Hence, for all $\lambda \in(-1,0), M\left(\lambda, \frac{1}{2}, c_{1}{ }^{2} / 2\right)>M\left(\lambda, \frac{1}{2}, c_{2}{ }^{2 / 2}\right)$ and, so, $-B\left(c_{1}\right)$, the largest zero of $M\left(\lambda, \frac{1}{2}, c_{1}{ }^{2} / 2\right)$, is less than $-B\left(c_{2}\right)$. Thus, $B\left(c_{1}\right)>B\left(c_{2}\right)$ and $B$ is strictly decreasing for $C \in[1, \infty)$.

Finally, we show that $\beta$ is continuous. The monotonicity of $\beta$ implies that it may have at worst only jump discontinuities. We fix $c_{0} \geq 1$ and consider $B\left(c_{0}^{+}\right)=\lim _{\varepsilon \rightarrow 0^{+}} \beta\left(c_{0}+\varepsilon\right) \leq \beta\left(c_{0}\right)$. For fixed $x_{0}>0$, $M\left(\lambda, \frac{1}{2}, x_{0}\right)$ is strictly increasing for $\lambda \in(-1,0)$. Thus, $M\left[-B\left(c_{0}^{+}\right), \frac{1}{2}, c_{0}^{2 / 2}\right] \geq M\left[-B\left(c_{0}\right), \frac{1}{2}, c_{0}^{2} / 2\right]=0$ and, so, there is an $x_{1} \geq c_{0}^{2 / 2}$ such that $M\left[-B\left(c_{0}^{+}\right), \frac{1}{2}, x_{1}\right]=0$ since $M\left(\lambda_{0}, \frac{1}{2}, x\right)$ is continuous and decreasing as a function of $x$. However, for all $\varepsilon>0$, $M\left[-B\left(c_{0}+\varepsilon\right), \frac{1}{2}, x_{1}\right]>M\left[-B\left(c_{0}^{+}\right), \frac{1}{2}, x_{1}\right]=0$ and, consequently, $x_{1}<$ $\left(c_{0}+\varepsilon\right)^{2} / 2$. Hence, $x_{1}=c_{0}^{2} / 2$ and $-B\left(c_{0}^{+}\right)$is a zero of $M\left(\lambda, \frac{1}{2}, c_{0}^{2} / 2\right)$, implying $-B\left(c_{0}^{+}\right)<-B\left(c_{0}\right)$, the largest zero of this function. Therefore, $B\left(c_{0}{ }^{+}\right)=B\left(c_{0}\right)$ and $B$ is right continuous for all $c \geq 1$. A similar argument demonstrates that $B$ is left continuous for $C>1$ and, thus, $B$ is continuous on $(1, \infty)$.

We make one additional remark about the function $B$. As noted above, for any $\lambda \in(-1,0), M\left(\lambda, \frac{1}{2}, x\right)$ is strictly decreasing as a

function of $x$. Hence, for $c<1, M\left(\lambda, \frac{1}{2}, c^{2} / 2\right)>M\left(\lambda, \frac{1}{2}, \frac{1}{2}\right)$ and the latter is greater than zero for all $\lambda \in(-1,0)$ since $\beta(1)=1$. Also, $M\left(-1, \frac{1}{2}, c^{2} / 2\right)=1-c^{2}>0$. Thus, we conclude that for all $c<1$, $\beta(c)>1$.

Although the function $\beta$ arose in conjunction with the study of the stopping time $T_{c}^{*}$ for the Brownian motion process, we showed in Chapter 4 that this same $B(c)$ occurs in the study of the asymptotic behavior of $P[N(c)>n]$ where $N(c)$ is the analogous stopping time defined for certain sequences of i. i. d. random variables. Therefore, it is exactly this function $\beta$ which plays such an important role throughout this paper.
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