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- ' 1.0 Qezigitions

IS

1.1 The considerations which follow deal with the structure

of a very high speed automatic digital computing system; and in particu-

lar with its iogical control. Before going into specific details, some

general explanatory remarks regarding these concepts may be appropriate. -

1.2 An automatic computing system is a (usually highly com-

E posite) device, which can carry out instructions to perform calculations
of a cphsiderable order of complexity - e.g. to solve a non-linear par-
tial differential equation in 2 or 3 independent variables numerically.
The instructions which govern this”;peration must be
given to the dévice in absolutely exhaﬁstive.det;il. They include all
numerical information which is required to solve the problem under con-
sideration: Initial and boundary values of the dependent variables,
values of fixed parameters (constants), tables of fixed fﬁnctions which
6ccur in the statement of the.ﬁroblem. These instructions must be given
in Some form which the device can sense: " Punched into a system of punch-
cards‘pron téletype tape, magnetically impressed on steel tape or wire,
photographically impressed on motioﬂ picture film, wired into 6ne or more,
fixed or exchangeable plugboards - this list being by no means necessar-
ily ‘complete. . A1l thése procedures require the use of some code, to
express the logical and the algebraical definition of the problem under
consideration, as well as the nccessary numerical material (cf. above).
Once these instructions are given to the device, it must
be able to carry them oﬁt completely and without any need for further
intelligent human intervention. At tﬁe end of thse required operations

the device must record the results again in one of the forms referred to
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abové. The rcsults are numerical data;-they are a specified part of the
numerical material produced by the deviée in }he process of carrying out
the instructions réfcrred to above. |
1.3 It is worth noting, howevef, that the device will ‘in

general proddce csséntially more numerical material (in order to reach
the results) than the (final) results mentioncd.. Thus only a fraction
of its numerical output will have to be recorded as indicated in le2, the
remainder will only circulate in the interior of the deQice, and never
be recordgd for human sensing. This point will receive closer consider-

ation subsequently, in particular in o

.-

1.4 . The remarks of 1.2 on the desired automatic functioning
of the device must, of course, assume that\it functiqns faultlessly. |
Malfunctioning of any device has, however, always a finite probability -
and. for a complicﬁted device and a long sequ;nce of‘operétions it may
‘not be possible to keep this pfobability negligible...Any error may
viéiate the entire output of the'device. For the rcecognition and cor-

rection of such malfunctions intelligent human intervention will in

-

general be necessary.

| However, it may be possiﬁle to avoid even these pheno~
mena to some extent. The device ﬁay recognize the most frequent mal-
functions automatically, indicate théir presence and location by exter-
nallyv§isible signs, and then stop. Under certain conditions it might
even ;arry out the necessary correction automatically aﬁd continue,

(cf. - )
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2,0 Main subdivision of thc system

2.1 In analyzing the functioning of the contemplated device,
certain classificatory distinctions suggest themselves immediately,

2,2  First: Since the device is primarily a computor, it

will have to perform the elementary operations of arithmetics most fre-
quently.  There are addition, subtraction, multiplication and division:

4 =y X3+ o It is therefore reasonable that it should contain special-

-ized organs for just these operations.

It must be observed, however, that while this principle

as such is probably sound, the specific way in which it is realized

requires close scrutiny. Even the above llst of opcratlons +y =y Xy Ty

is not beyond doubt. It may be extended to include such operaplon.as.J"]
E/r., sgn, 1 1, also 10104, 2log, 1n, sin and their jnverses, etc. One
might also consider restricting it, .8 omittingv& -and even x. One
mlght also consider more elastic arrangements. For some ‘operations rad-
1cally different procedurcs are conceivable, e.g. using succe331ve ap-

proximation methods or function tables. These matters will be gone into

At any ratec a central arith-

in » o .

metical part of the device will probably have to exist, and this consti-

tutes the first specific part: CA.
The logical control of the device, that is the

2.3 Second:

proper sequencing of its operations can be most efficiently carried out

by a central control organ. If the device is to be glastic, that is as

nearly as possible all purpose, then a distinction mus

the specific instructions given for and defining a particular problem,

t be made between

and the general control organs which sce to it that these instructions -

-3




N

no matter what they are -~ are carried out. The former must be stored
in some way - in existing devices this is done as indicated in 1.2 -~
the latter are represented by definite operating parts of the device.

By the central control we mean this latter function only, and the organs

which perform it form the second specific part: CC,

2:4  Third: Any device which is to carry out long and com-

% pliéated sequences of operations (specifically of calcuiations) mst

;; have a considerable memory. At least the four féllowing phases of its
g{ operation require a memory: |

% . (a) Even in the process of carrying out a multipiica-

tion or a division, a series of intermediate (partial) results must be

femembered. This applies to a lesser extent even to additions and sub-
3 ~ tractions (when a carry digit may have to be carfigd §ver severel posi-
tions), and to a greater extent to /7, 1/’: if these operations are

wanted. (Cf. - .)

Rb e L tateirh e

(b) The instructions which govern.5 complicated-prob-
lem may constitute a considerable material, particularly so, if the code
E is circumstantial (which it is in most arrangements). This material must

be remembered.

(c) In many problems specific functions play an essen-~
tial role. They are usually given in form of # table. Indeed in sonme
cases this is tﬁe way in wﬁich they are given by experience (e.g. the

1 equation of state of a substance in many hydrodynamical problems), in
¥ ~ other cases they may be given by analytical expréssions, but it may

nevertheless be simpler and quicker to obtain their values from a fixed

T T

tabulation, than to compute them anew (on the basis of the analytical

-
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definition) whenéver as value is reqpired: it is usually convenieﬁt to
have tables of a moderate number of entries dnly (100-200) and to use
interpolatiop. Liﬁear and even quadratic interpolation will not be
sufficient in most cases, so it is best to count on a standard of cubic
or biquadratic (or even higher order) interpolation, cf,

Some of the functions mentioned in the coufse of 2.2
ma} be handled in this way: lOlg, 2lg, ln, sin and the;? inverses,
possibly also \//‘ Z/f:, Even the reciprocal might be treated in this

#

manner, thereby reducing <+ to X

(d) For partlal dlfferentlal equatlons the inltlal con-

.ditions and the boundary conditions may constitute an extensive numerical

material, which must be remembered throughout a given problem.

N (e)"For partial differential equations of the hyperbolic
or parabolic type, integrated along a variable t, the (1ntermed1ate) re-
sults belonging to the cycle t rmist be remembered for the calculation of
the cycle t + dt. This material is muoch of the type (d), except that it -

is not put into the device by human operators, but produced (and probably

subsequently again removed and replaced by the corresponding data for

t +dt) by the device itself, in the course of its automatic operation.
(f) For total differential equations (d), (e) apply .

to&, but they»require smaller memory capacities. Further memory require—

ments of the typé (d) are required in problems which.depend on given

constants, fixed parameters, etc.

(g) Problems which are solved by successive approxima-
tions (é.g. partial differential equations of the elliptic type, treated

by relaxation methods) require a memory of the type (e): The (intermcdiate)

5
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results of each approximation must be remembered, while those of the next

one are being computed L
(h) Sorting problems and certain statistical experi-

ments (for which a very high speed device offers an interesting opportun-

ity) requirc a memory for the material which is being treated,

] . . 2,5 To sum up the third remark: The device requires a con-
> -
é sidcfable memory. While it appeared, that various parts of this memory

have to perform functions.which differ somewhat in their nature and con-

siderably in their purpose, it is nevertheless tempting to treat the

entire memory as one organ, and to have its parts even as interchangeable

BRI R P (o YR A e

as possible for the various functions erumerated above, This point will

~ be considered in detail cf. _ o,

At any rate the total memory constitutes the third specific

& part of the device: M.
2,6 The three épecific parts CA; cC @ogether C)and M corre~

3 spond to the associative neurons in the human nervous system. It remains

. to discuss the equivalents of the sensory or afferent and the motor or

efferent neurons. These are the input and the gggggg‘organs of the de-
3 vice, and we shall now consider them briefly,

Iﬁ'other words: 'All transfers of numerical (or other)
informati;n between the parts C and M of the device must be effected by

the mechanisms contained in these parts. There remains, however, the

necessity of getting the original definitory information from outside
into the dev1ce, and also of getting the final 1nformation, the results,

9 from the device into the outsidc.
. ‘ _ ' By the outside we mecan media of the type described in

b




1.2: Here information cah be produced more or less directly by human
action (typing, punching,.photographing light impulses produced by keys
of the same type, magnetizing metal tape or wire in some analogous manner,
etc.), it can be statically stored, and finally sensed more or less di-

rectly by human organs.

The device must be endowed with the ability to maintain

the input and output (sensory and motor) contact with some specific medium

of this type (cf. 1.2): That medium will be called the outside recording

medium of the device: R. Now we have: .

, ‘2.7 Fourth: The device must have organs to transfer (numer-

ical or other) 1nformatlon from R into its speclflc parts C and M. These.

organs form its input, " the fourth specific oart I. It will be seen,

that it is best to make all transfers from R (by I) into M, and never
directly into C (cf ' ).

2.8 Fifth: The dévice must have organs ﬁo,ﬁfansfer (pre-
™ sumébly only numerical information) from its specific parts C.and M into

R. These organs form its output, the fifth specific part: O. It will

_ﬁ ' be seen that it is again best to make all transfers from M (by O) into

3 R, and never directly from C (cf. | : ).

2.9 . The output information, which goes into R, represents,

of course, the final results of the operation of the device on the prob-
B lem under consideration. These must be distinguished from the intermed-
i iaté results, discussed e.g. in 2.4, (e)-(g), which remain inside M. At
3 this point an important Question arises: Quite apart from its attribute

of more or less direct accessibility to human action and perception R

has also the propertiecs of a memory. Indeed, it is the natural medium

-7~
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for long time storage of all the information obtained by the automatic
dcvice-on various problems. Why is it then necessary to provide for an-
othor type of memory within the device Y? Could not all, or at least some

N\
functions of M — preferably those which involve great bulks of informa-

tion ~ be taken over by R?

. Inspaction of the typical functions of M, as enumerated
$n 2.4, (a)-(h), shows this: It would be convenient to shift (a) (the
short-duratlon memory required while an arlthmetlcal operatlon is being
cnrricd out) outside the device, i.e. from M into R. (Actually (a) will
be inside the device, but in CA rather than in M. Cf. the end of 12.,2)
‘Al existiné devices, even the existing desk computing machines, use the
equivalent of ¥ at this point. However (b) (logical instructions) might
be Sensed'from-outside, ice. by I from R, and the same goes for (e)
(function tables) and (e), (g) (intermediate results)., The latter may
be oonvcyed by O to R when the device produces them, androensed by I
from R when it needs them. The same is true to some exteot of (d) (ini—
tial conditions and parameters) and possibly even of (f) (intermediate
rosults from a total differential equation). As to (h) (sorting and
statistics), the situation is somewhat ambiguous: In many cases the
posoibility of using M accelerates matters decisively, but suitable
blending of the use of M with a-longer rango use of R may be feasible
without serious loss of‘spéed and increase the amount of material that

¢an be handled considerably.
Indeed, all existing (fully or partially automatic)
caputing device; use R - as a stack of punchcards or aﬂleogth of

teletype tape - for all these purposes (excepting (a), as pointed out

8-
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abovc). Nevertheless it will appear that a really high speced aevice

would be very libited in its usefulness, unless it can rely on M,
rather than on R, for all the purposes enumerated in 2, 4, (a)- (h),

\
with certain limitations in the case of (e), (g), (h), (cf.

).

3.0 Procedure of Discussion a

3.1 The classification of 2.0 being completed, 1t is now -
p0551ble t; take up the five specific parts into whlch the dev1ce was ‘
seen to be subdivided, and to discuss them one by one. Such a discussion
must bring out the features required for each one of these parts in it-
self, as well as iﬂ their relations to each other. It must also deter-
mine the specific procedures to be used in dealing with numbers from the

point of v1ew of the device, in carrying out arlthmetlcal operhtlons,

and prov1d1ng for the general logical control. All questions of timing

and of speed, and of the relative importance of variods'factors, must
be settled within the framework of these considerations.

3.2 Tie ideal procedure would be, to take ﬁp the five spe-
cific parts in some définite order, to treat each one of them exhaustively,

and go on to the next one only after the predecessor is completely dis-

posed of, Hoﬁéver, this seems hardly feasible, Tiie desirable features

of the various parts, and the decisions based on them, emerge only after

a somewhat zigzégging discussion., It is therefore necessary to take

Up one part first, pass after an incomplete discussion to a second part,
return after an equally incomplete discussion of the latter with the

Combined results to the first part, extend the discussion of the first

. } . 9~
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part withou£ yet concluding it, then‘poésibly go on to a third éart, etc,
Furthermore, these discussions of specific parts will be mixed with dis-
cussions of general principles, of arithmétical procedures, of the e%e—
ments to be used, etc. | | —

In the course of such a discussion the desired features
and the arraﬂgements which seem best suited to secure them will crystallize
gradually until the device and its control assume a féifly definite shapé.
As emphasized before, this applies to the physical device as wgll as to
the arithmetical and logiéal arrangements which govern its functioning,

' 3.3 In the course of this discussion the.viewpoints of 1.4,

concerned with the detection, location, and under certain conditions

even correction, of malfunctions must also receive some consideration.
That is, attentien must be given to facilities for checking errors. We

will not be able to do anything like full Justice to'this important sub~-

Lt e s o M St e e abi 2

Ject,.but we will try to consider it at least curSorily whenever this

seems essential (cf. . )

Cic v WAV Ao

L.0 Elements, Synchronism Neuron Analogy

g ﬁ;l. We begin the discussion with some general remarks:

Every digital computing device contains certain relay

3 like elements, with discrete equilibria. Such an element has two or more
' distinct states in which it can exist indefinitely. These may be perfect
S equilibria, in each of which the element will remain without any outside
‘Gupport, while appropriate outside stimuli will tfansfer it from one

3 °quilibrium into another. Or, alternatively, there may be two states,

one of which is an equilibrium which exists when there is no outside

~

~10-
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.support, while the othen depends for its existence upon the presence of

an outside stimulus, The relay action manifests itself in the emission
of stimuli by the element whenever it has itsclf received a stimulus of
the type indicated above. The emitfed stimuli must be of the same kind
as the receiﬁed one, that.is, they must be able to stimilate other elec-
ménts. There must, however, be no energy relation between the received
and the emitted stimuli, that is, an element which has received one

stimilus, must be able to emit several of the same intensity. In other

words: Being a relay the.element must receive its energy supply from

another source than the incoming stimulué.
In existing digitai computing devices various mechan-

ical or clectrical devices have been used as elements: Wheels, which

can be locked into any one of ten (or more) significant positions, and

which on moving from one position toAanother transmit electric pulses

‘that may cause other similar wheels to move; single or combined telegraph

' rela&s, actuated by an electromagnet and opening or dlosing electric cir-

cuits; combinations of these twé elements;--and finally there-exi§ts the
plaﬁsible and tempting possibility of using vacuum tubes, the grid acting
as a valve for the cathode-plate circuit. In the last mentioned case

the gria may also be replaced by deflecting 6rgans; i.e. the vacuum tube
by a cathode ray tube--but it is likely that for some time to come the
greater availability and various eiectrical advantages of ‘the vacuum

tubes proper will keep the first procedure in the foreground.

Any such device may time itself autonomously, by the

successive reaction times of its elements. In this case all stimuli

]
must ultimately originate in the input. Alternatively, they may have

11~
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poments, This clock may be a rotating axis in a mechanical or a mixed,

)

their timing impressed by a fixed ¢lock; which provides certain stimuli

that are necessary for its functioning at definite periodically recurrent

py

mechanico-electrical device; and it may be an electrical oscillator

(possibly crystal controlled) in a purely electrical device. If reliance

as described above.

b2

is obviously preferable. ¥We will use the term glement

fined technical sense, and call the device sznchronqgé

is to be placed on synchronisms of several distinct sequences of opera-

tions-performed‘simultaneously by the device, the clock.impressed timing

in the above de-

or asynchronous,

according to whether its timing is impressed by a clock or autonomous,

It is worth mentioning, that the neurons of the-higher

" animals are definitely elements in the above sense. They have all-or-

none character, that is two states: Quiescent and excited. They fulfill

the réquirements of 4.1 with an interesting variant: An excited neuron

emits the standard stimulus along many lines (axons). Such a line can,

however, be connected in two different ways to the next neuron: *First:

In an excitatorv syvnapsis, so that the stimulus causes the excitation

of that neuron. Seéond: In an inhibitory synapsis, so that the stimulus

absolutely,prevents'the excitation of that ncuron by any stimulus on any

other (excitatory) synapsis. The neuron also has a definite reaction

tine, between the reception of a stimulus and the emission of the stimuli

c&gsed by it, the synaptic delay.

Following W. Pitts and W. S. MacCulloch (MA logical

caleulus of the ideas immanent in nervous activity", Bull., Math. Bio-

Physics, Vol, 5 (l§h3), pp 115-133) we ignore the more complicated aspects

?
i
;
|
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of neuron functioning: Thresholds, tempofal summation, relative -inhibi-

tion, changes of tbc threshold by‘after effects of stimulation beyond

the syﬁaptic celoy, ete. It is, however, convenient to consider occasion-
ally neurons with fixed thresholds 2 and 3, that is neurons which can’ be
excited only by (simultaneous) stimuli on 2 or 3Vexcitatory synapses (and

pone on an inhibitory synapsis). Cf.

It is easwly seen, that thede simplified ncuron furstions
can be imitated by telegraph relays or by vacuun tubes. Although the nerv-

ous system is presumably asynchronous (for the synaptic ‘delays), precise

~ synaptic delays can be cbtained by using synchronous -setups. cf.

L-3 It is clear, that a very high speed computing device

should ide=lly have vactuum tube slements., Vacuum tube aggregates like

.
s
&
E
vy
2,
&
A
3
X

counters and scalers have been used and found reliable at reaction times

(Syneptic delays) as short as a microsecond (= lO"6 Seeondé), this is a

Dl o A o

performence which no other device can approximate. Indeed: Purely
nechanical devices ray be entirely disregarded and practlcal telegraph

3 relay reaction times arc of the order of 10 milliseconds (= 10"2 seconds)
or more. It is intcresting to note that the synaptic time of a human
neuron is of the order of a milliseconds (; 103 seconds).

5 . In the considerations which follow we will assume ac-=
cordingly, that the device has vacuum tubes as elements. We will also
,try to make all estimates of numbers of tubes involved, timing, etc. on

the ba51s, that the types of tubes used are the conventlonal and com-

mercially available ones. That is, that no tubes of unusual complexity

or with fundamentally new functions are to be uscd., The possibilitios
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for tho uso of new types of tubes will actually become clearer and more
definite after a thorough analysis with the conventional types (or some

equivalent elcments,.cf. ) has been earried out.

\
Finzlly it will appear that a synchronous device hes

ccnsiderable adventages (cf. . L . ).

5.0 Principles Governing the Arithmetical Qperations

j&l | Let us now consider certzin functions of the first spe~
cific part: the central arithmetical port CA
Thz elemnnt in the sense of L.3, vbe vacuum tube used

as a current valve or gate, is an all-or-none device, or at least it

-approximates one: Accpfding to whether the grid bias is above or ovelow

- cut- off, it will p° 3s current or not. It is true that it'needs definite

votentials on 8li its electrodes in order to mairtain cither state, but
»hcre are comblnatlons of vacuum tubes which have perfect equ111br1a~
Spve*al states in each of which the combination can exist 1ndef1n1tely,
without anj outside support, while approprlpte outside stimuli (electric
pulses) will transfer it from one equilibrium into ancther., These are

the so called trigger cir-uits, the basic one having two equilibria and

containing two triodes or one pentode. The trigger circuits with more
than two equilibria are disproportionately more involved.

Thus, whether the tubes are used as gates or as triggers,

the all-or-none, two equilibrium arrangements are the simplest ones,

g

Since these tube arrangements are to handle numbers by means of their

digits, it is natural to use a system of arithmetic in which the digits

. 8re also two valued. This suggests the use of the binary system.

3.

Ll
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The analogs of human héurons, discussed in 4.2 - 4.3
are equally all-or-none elements, It will appear that they are quite

useful for all preliminary, orienting considerations on vacuum tube sys-

\
tems (cf. ). It is therefore satisfactory

that here too, the natural arithmetical system to handle is the binary

AN

one.
5.2 A consistent use of the binary system is also likely

to simplify the operations of multiplicatioﬁ and division considerably.
Specifically it does away with the decimal multiplication tablé, or with
the alternative double procedure of building up the multiples by each
multiplier or quotient digiﬁ by additions first, and then éombining
these (according to positional value) by a second sequence of additions

or subtractions.- In other words: Binary arithmetics has a simpler and

tore one-piece logical structure than any other, particﬁlarly than the

decimal one.

It must be remembered, of course, that the numerical

+ naterial which is directly in human use, is likely to have to be ex-

pressed in the decimal system. Hence, the notations used in R should

be decimal. But it is nevertheless preferable to use strictly binary
procedures in CA, and also in whatevér numerical material'may enter into
the central control CC. Hence M shoula store binary material only.

This necessitates incorporating dccimal-bihary and
binary-decimal conversion facilities into I andvo; Since these con-
versions require a good deal of arithmetica; manipulating, it is most
economical to use CA, and hence for coSrdinating purposes also CC) in

tonjunction with I and O. The use of CA implies, however, that all

H A -1:5—
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arithmetics used in both conversions must be strictly binary. F;r
details cf. | : , - e

5.3 At this point there arises another question of principle.

In all existing devices where the element is not = vécuum

tube the reaction time of the element is sufficiently long to make a cer-
tain telescoping of the steps involved in gddition, subtraction, and still
pore in multiplication'and division, desirable. To také d specific caseA
coésider binary multiplication. A reasonable precision“for many differ-
ential equation problems is'given by carrying 8 significant decimal digits, .
that is by keeping the relative rounding-off errors béiow 10’8. This
cbrrespondé to 2~27 in the binary system that is to carrying 27 signifi-

cant binary digits. Hence a multiplication consists of pairing each one

of 27 multiplicand digits with each one of 27 multipller digits, and

forming product digits O and 1 accordingly, and then p031tion1ng and com-

bining them. These are essentially 272 ~ 729 steps, and the operations

of collecting and combining may about double their number. So 1000-1500

steps are essentially right.

It is natural to observe that in the decimal system a

considerably smaller number of steps obtains: 82 - 6l steps, possibly

doubled, that is about 100 steps. However, this low number is pur-

chased at the price of using a multiplication table or otherwise increas-
ing or complicating the equipment. At this price the procedure can be
8§0rtened by more direct binary artifices, too, which will be considered

presently. For this reason it seems not necessary to discuss the deci-

ma} procedure separately.

5;5 As pointed out before, 1000-1500 auccesoive steps per

16



multiplication would make eny non vacuunm tube device inaccepiably slow.

411 such devices, excepting some of the latest special relays, have
reaction times of more than 10 milliseconds, and these newest relays (which
; moy have reaction times down to 5 milliseconds) have not been in use very

% long. This would give an extreme minimum of 10-15 seconds per (8 decimal

f digit) multiplication, whereas this time is 10 seconds for fast modern

desk computing machines, and 6 seconds for the standard I.B.M. multipliers;

g (For the significance of these durations, s well as of those of possible

vacuum tube devices, when applied to typical problems, cf. WP

The logical procedure to avoid these Iong duratiens,

A
2
5

consists of telescoping operations, that is of carrying out simultaneously

"as many as possible. The complexities of carrying prevent even such sim-

ple operations as addltlon or subtraction to be carried.out at once. In

SO e )

division the calculatlon of a digit cannot even begin unless all dlglts

3 to its left are already known. Nevertheless con31derable slmultanelsa—

e

. tions are possible: In addition or subtraction all pairs of correspond-

é

;

- ing dlgits can be combined at once, all first carry digits can be applied
5 together in the next step, etc. In multiplication all the partial pro-

- ducts of the form (multiplicand) x (multiplier digit) can be formed and

positioned simultancously--in the binary system such a partial product
is zero or the multiplicand, hence this is only a matter of positioning.-
In both addition and multiplication the above mentioned accelerated forms

of eddition and subtraction can be used. Also, in rmultiplication the

T Y
'

partial products can be summed up quickly by adding the first pair

together simultanecously with the second pair, the third pair, etc.; then

T—

adding the first pair of pair sums together simultaneously with the

; | : -
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second one, the third one,;etc.; and so on until all terms are collected.
(Since 27 S 25,‘this allows to collect 27 partial sums - assuming a 27

binary digit multiplier - in 5 addition times. This scheme is due to
\

H. Aikén.)

Such accelerating, telescoping procedures are being'
used in all existing devices. (The use of.the decimal system, with or
without further telescoping artifices is also of this type, as pointed
out at the end of 5,3. It is actually somewhat less efficient than
puéely diadic procedures. The arguments of 5.1 - 5.2 sbeak aéainst coh—
sidering it here.) However, they save time only at éxéctly the rate at
which they multiply the necessary equipment, that. is the number of ele-

ments in the device: Clearly if a duration is halved by systematically

carrying out twd additions at once, double adding equipment will be

required (even assuming that it can be used without disproportionate

.

control facilities and fully efficiently), etc.

This way of gaining time by increasing'eéuipment is

fully justified in non vaéuum tube element devices, where gainiﬁg time
is of the essence, and ex@ensive engineering experience is available
regarding the handling ofAinvolved devices containing many elements.
A rea}ly all-purpose automatic digiéal computing system constructed along
these lines must, according}to all available experience, contain over |
10,000 elements,

2;2 For a vacuum tube element device on the other hand, it
would seem that the opposite procedure holds more promise,

| As pointed out in 4.3, the reaction time of a not too

complicated vacuum tube device can be made as short as onec microsgcond.

.

-8~
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Now’ab this rate oven the unmanipulated duration of the multiplication,’
obtained in 5.3 is acceptable: 1000-1500 reaction times amount to 1-1.5
miiliseconds, end this is so much faster than any conceivable non vacuum
tube devmce, that it actually produces a serious problem of keeping the -
device balanced, that is to keep the necessarily human supervision beyond

its input and output ends in step with its operations. (For details of

this cf. : o ' . ) -

Regardlng other arlthmeticel operations this can be

"said: Addition and subtraction are clearly much faster than multiplica-

tion. On a basis of 27 binary digits (cf. 5.3), and faking carrying into

consideration, each should take at most twice 27 steps, that is about

30-50 steps or reaction times. This amounts to .03-.05 milliseconds.

Division takes, in this scheme where shortcuts and telescoping have
not been attempted in multiplying and the binary sysien‘is,being used,

about the same number of steps as multiplication. (cf.

.) Square rooting is usually and in this scheme too, not

essentially longer than dividing.
. 5.6 Accelerating these arithmetical operatlons does there-

fore not seem necessary - at least not until we have become thoroughly

and practically familiar with the use of very high speed devices of
this kind, and also properly understood and started to exploit the

entirely new p0351b111t1es for numerical treatment of complicated prob-

" lemms which they open up. Furthermore it seems questlonable whether the

method of acceleration by telescoping processes at the price of multi-

plying the number of elements required would in this situation achieve

its purpose at all: The more complicated the vacuum tube equipment--

-19-



Pl

Pl e aiai ey i)

THRTC T

Phdu oo

" erances must be,

P

can be profitably pushed will,

""‘w

that is; thé greéter the number of elcments required-—the wider the tol-
Consequently any increase in this direction will also

necessitate working with longer reaction times than the above mentioned

one of one microsecond, The precise quantitative effects.of this factor
are hard to estimate in a general way--but they are certainly much more

important for vacuum tube elements than for mechanical or for telegraph

relay ones.
- Thus it seems worth while to consider the following '
viewpoint: The device should be as simple as possible, that igAcontain

as few elements as possible. This can be achieved by never performing

two operations simultaneously, if this would cause & 51gn1f1cant increase

in the number of elements required. The result will be that the device

-will work more reliably and the vacuum tubes can be driven to shorter
reaction times then otherwise. '

5.7 The point to which the appllcatlon of thls princ1ple '
of course, depend on the actual physical

characteristics of the available vacuum tube elements. It may be,'that

thg opﬁimum is not at a'lOO% application of this principle and that some
compromise will be found to be optimal. However, this will always de-
pend on the momentary state of the vacuum tube technique, clearly the
faster the tubes are which will fuﬁcpion reliably in this.situation, the
stronger the case is for uﬁcompromisihg‘application of this principle.
It would seem that already with the present technical possibilities the
" optimum is rather nearly at this uncompromising solution.

It is also worth emphasizing that up to now all think-

ing about high speed digital computing devices has tended in the opposite

«20-
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direction: Tovurds acceleration by telescopiﬁg-processes at the price

of multiplying the number of elements required. It would therefore seem
to be more instructive.to try to phink out as completely as possible

the opposite viewpoini: That one of absolutely refraining from the pro-
cedure mentioned above, that is of carrying out consistently the prinéiple
formulated in 5.6. |

We will therefore proceed in this direction.

6.0 E-elements

¢

gg& ~ The coﬂsiderations of 5.0 have defined the main princi~
ples for the tréatment of CA. We continue now on this basis, with some—-
what more specific and technical detail,

‘ In order to do this it is necessary to use some schematic
picture for the functioning of the standard element of the device: In-
deed, the decisions regarding the arithmetical and“the_Iogical control
procedﬁres of the de&ice, as well as its other fupctions, cén.only be

made on the basis of some assumptions about the functioning of the ele-

ments.

The ideai procedure would be to treat the elements as
vwhat they are intended to be: as vacuum tubes. However, this would n
necessitate a detailed analysis 6f sfecific radio engineering questions
at this early stage of the discussion, when to§ many alternatives are
still open, to be treated all éxhaustively and in detail. Also, thé
humerous alternative possibilities for arranging arithmetical proce-
dures, logical control, etc., would superpose on the equally numerous

possibilities for the choice of types and sizes of vacuum tubes and other

circuit elements from the point of view of practical performance, etc.

Al this would produce an involved and opaque situation in which the

Sy gyveee Y A
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preliminary orientation Whlch we are now attempting would be hardly possible,

In order to avoid thls we w1ll base our considerations

on a hypothetical element, which functions essentially like a vacuum .

tube—-e.g. like a triede with an appropriate associated RLC-circuit--

but which can be dlscussed as an isolated entity, without going into

detalled radio frequency electrmnagnetlc considerations. We re-empha-

size: This sxmpllflcatlon is only temporary, only a transient stand-

point, to make the present preliainary discussion p0551ble. After the

conclu51ons of the prellmlnary discussion the elements w1ll have to be

reconsidered in their true electromagnetlc nature. But at that time the

decisions of the preliminary discussion will be available, and the

" ecorresponding alternatives accordingly eliminated.

ng The analogs of human neurons, dlscussed in 4.2-4.3 and

again referred to at the end of 5.1, seem to provide elements of Jjust

the kind postulated at the end of 6. l. Ve propose to use ‘them accord-

ingly for the purpose descrlbed there: as the constituent elements of

the device, for the duration of the preliminary discussion. We ‘must

therefore give a precise account of the properties which we postulate

for these elements.

The eclement which we will discuss, to be called an

E-element, will be represented to be a circle O, which receives the

excitatory and inhibitory stimuli, and emits its own stimuli along a line

attached to it: O—. This axis may branch: 0—4, 0-#4. The emission

along it follows the original stimulation by a synaptic delay, which we

can assume to be ‘a fixed time, the same for all E-elements, to be denoted

by L. We propose to neglect the other delays (due to conduction of ths

L]
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stimi along the lines) asideé ofﬂ%‘ ﬁe will mark the presencé of the
delay t by én arrow on the line: 05—, Or—< This will also serve
to identify the origin and the direction of the line. .
6.3 At this point the following observation is necessa;y;

In the human nervous system the conduction times along the lines (axons)

can be longer than the synaptic delays, hence our above procedure of

neglecting them aside of t would be unsound. In the actually intended.

yacuum tube interpretation, however, this procedure is justified: t is

to be about a microsecond, an electromagnetic impulse travels in this .
" time 300 meters, and as the lines are likely to be:sﬁort compared to this,
- the coﬁduction times may indeed be neglected. (It would take an ultra

high frequency device-—-t = lO"‘8 seconds or less---to vitiate this argu-

»

ment. )

Another point of essential diveréen;é between the
human nervous system and our intended application consists in our use
E of a well defined dispersionless- synaptic delay t, comﬁon-to all E-ele-
g menté. (The emphasis ¥s on the exclusion of a dispersion. We will
3 | actu;lly use E-elements with a synaptic delay 2%, cf. )
| We propose to use the delays t as absolute units of time which can be
rélied upon tb synchronize the functions of various parts of the device.

The advantagés of such an arrangement are immediately plausible, specific

b technical reasons will appear in

In order to achicve this, it is necessary to conceive

3 "the device as synchronous in the sense of 4.1. The central clock is
best thought of asau1Electrical oscillator, which emits in every period

E t a short, standard pulse of a length t' of about 1/5¢ ~ 1/2t. The

23
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stimuli emitted nominally by an E-element are actually pulses of the

clock, for which the pulse acts as a gate. There is clearly a wide

| 2 tolerance for the periocd during which FIGURE 1

the gate must be kept open, to pass LK vt < » ¢ <

the clock-pulse without distortion.'

¢f. Figure 1. Thus the opening of

the gate can be controlled by any , - e L
electric delay device with a mean ,
_ . J—\’ - CLOCK PULBE
delay time t, but considerable per- ,
= _missible dispersion. Nevertheless |- = === TOLERRANCE LIMITS
. v -q

the effective synaptic delay will be _ FoR THE OPEM

_ GRTE PERIOD

t w1th the full prec:.sion of the

i clock, and the stimulus i3 completely
4 renewed and synchronized after cach step. For a more detailed descrip-
] tlon in terms of vacuum tubes, cf. . B

[N Let us now return to the description of the E-elements.
An B-element receives the stimili of its antecedents

across excitatory synapses: ~——0—)-, or inhibitory synabses: —0—-.
As pointed out in 4.2, we will consider E-ielements with thresholds 1, 2,
3, that is, which get excited by these minimum numbers of simultaneous
excitatory stimuli. All inhibitory stimuli, on the bther hand, will be
h . assumed to be absolute. E-elements with the above thresholds will be
denoted by 0,@, @, respectively.
* © Since we .have a strict synchronism of stimuli arriwing

! ( only at times which are integer multiples of t, we may disregard pheno-

mena of tiring, facilitation, etc. We also disregard relative inhibition,

2=
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,least:@ >y 'is équivalent to the FIGURE 2

- network of Figure 2, However, it

,appllcatlon, to represent these ' .

teﬁporal summation of stimuli, changes of threshold, changes synapses,
etc. In all this we are following the procedure of W. Pitts and W. J,
MacCulloch (cf. Loc. cit. Le2). We will also use E-elements withkdouble
synaptic delay 2tz O+>—, and mixed types: O-—-)-é»

The reason for our using these variants is, that they
give a greater flexibility in putting togetﬁer simple structures, and
they can all be realized by vacuum tube circuits of the same complexity.

It should be observed, that the authors quoted above
have shown, that m§st of these elements can be built up from each other.

Thus 03 is clearly equivalent to 0+-0+-, and in the case of (:)-9— at

would seem to be misleading in our

functions as if they required 2 or 3 E-elements, since their complexity

in a vacuum tube realization is not essentially greater than that of the

simplest E-element O, cf. ' .

We conclude by observing that in planning networks of
E-elements, all backtracks of stimali along'the connecting lines must
be avoided., Specifically: The excitétory and the inhibitory synapses
and the emission p01nts-—~that is the three connections on'::g{j>—>~—-—-—
will be treated as one-way valves for stlmull——-from jeft to right in the
above picture. But everywhere elsa the lines- and thelr connectionéj:;’<::;
will be assumed to pass stimull in all directions. For the delays -—-;>—_

elther assumption can be made, this last point does not happen to matter

in our netviorks.



6.5 Comparison of some typical E-element networks with their
vacuun .tube realizations indicates, that it takes usually 1-2 vacuum tubes
for‘each E-element. In complicated networks, with many stimulating lines
for each E-element, this number may become somewhat higher. On the
average, however,lcounting 2 vacuum tubes per E-element would seem to

be a reasonable estimate. This should take care of amplification and
pulse-shaping requirements too, but of course not of the gower supply.

For some of the details, cf. _ oo .

Y - .

" 7,0 Circuits for the arithmetical operatgbns +, X

7. | F;r the device---and in particular for CA---a real num-
ber is a sequence of binary digits, We saw in 5;3, thgt a standard of 27
binary digit numbers corresponds to the convention éf_éérrying 8 signi-
fican£ decimal digits, and is therefore satisfactory for m;ny problems.

We are not yet prepared to make a decision on this point (c;. however,

), but we will assume for the time being, that the

standard number has about 30 digits.

When an arithmetical\operaﬁion is to be performed on such
numbers, they must be present in some form.in the dgvice, and more partic-
uwlarly in CA. Each (binary) digit is obviously representable by a stim-
ulus at a certain point and time in the device, or more precisely, the
value 1 for that digit can be répresented by ihe presence and the value
0 by'the absence of that stimulus. Now the question arises, how the ,
30 (binary) digits of a real number are to be represented tégether. They
could be represented simultaneously by 30 (possible)stimuli at 30 differ-

ent positions in CA, or all 30 digits of one number could be represented

26—
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by (possible) stimuli at the same point, ocgurring during_BO successive

pericds T in time. | | ‘
Following the principle of 5, b---to place multiple events

in temporal succession rather than in (simultaneous) spacial juxtaposition

-=-we choose the latter alternative. Hence a number is represented by a

line, whlch emits during 30 successive periods T the stlmull correspond-

ing to its 30 (binary) digits.

' 1.2 In the following discussions we will draw various net-

works of E-elements, to perform various functions. These drawings will

also be used to define block svmbols. That is, after exhlbltlng the

_structure of a particular network, a block symbol will be assigned to it,

which will represent it in all its further appllcatlons--—including those

where it enters as a constituent into a hlgher order network and its
block symbol. A block symbol shows all input and output llnes of 1ts
network but not their internal connections. The input lines will be
marked’)——-, and the output lines — . A block symbol carries- the
abbreviated name of its network (or its function), and the number of
E-elements in it as.an index to the name. Cf. e.g. Figure 3, below.
1.3 We proceed to describe an adder network: Figure 3.

The two addends come in on the input lines a', a", and the sum is

emitted with a delay 2 7 FIGURE 3
against the addend inputs on the
output line s. (The dotted extra a )__.! l
| a* Ok 5 - 7‘“‘.f3;i.-r~*
input line c is for a special pur- ///?\\ﬂ\ - }
' —td : A

pose which will appear in 8.2) The

-

carry digit is formed by @) . The

2
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correspondlng digits of the two addends together with the proceeding

carry digit (delay T!) excite each one of O (left), (:) (:) and an out~
put stimulus (that is a sum digit 1) results only when O is- excited with-
out (:) or when (:) js excited—that is when the number of l's among the
three digits mentioned is odd. The carry stimulus (that is a carry digit 1)
results, as pointed out above, only when (:) is excited--that is when there
are at least two 1l's among the three digits mentioned., All‘;his consti-

tutes clearly a correct procedure of binary addition.

' In.the above we have made no provisions for handling the

sign of a number, nor for the positioning of its blnary ‘point (the analog

of the decimal point). These concepts will be taken up in . s

but before considering them we will carry out a preliminary discussion

of the multiplier and the divider. o
1.4 A multiplier network differs qualitatively from the adder

in fhis respect{ In addition every digit of each addend is used only once,
‘in muliiplication each digit of the multiplicand is used as many times as
there are digits in the multiplier. Hence the principle of 5.6, (cf.

also the end of 7.1) requires, that both factors be remembered by the
multiplier network for a (relatively)'considerable time: Since each
number has 30 digits, the duration of the multiplication requires remem-
bering for at least 302 = 900 periods 7T+ In other words{ It is no
longer possible, as in the adder, to feed in the two factors on two in-
put lines, and to extract in continuous operation the product on the

output llne-—the multiplier needs a memory (cf. 2.4, (3)).

Ih discussing this memory we need not bring in M--this

is a relatively small memory capacity required for immediatefuse in CA,

. and ;t is best considered in CA.

28~
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7.5  Tne E-elements can be used as memory devices: An element
which stiﬁulates itself, (:):ft::7, will hold a stimulus indefinitely.
pruvided with two input lines rs, cs for receiving and for clearing

by

(forgetting) this stimulus, and with an output line os to signalize the

presence of the stimulus (during the time interval over which it is

remembered), it becomes the FIGURE ¥

etwork of Figure L.
n g L re

Ran l
: It should cs :&7—__ °s = D v,
be noted that this| my ‘ i A “ ‘ v ‘

corresponds to the actual vacuum tube trigger circuits.mentioned at the

beginning of 5.1. 1t is worth mentioning that] mjy contains one E-ele-

ment, while the simplest trigger circuits contain one or two vacium tubes

(cf. loc. cit.), in agreement with the estimates of 6.5.

Another observation is that | my ‘remembers only one

stimulus, that is one binary digit. If k-fold memory capacity is wanted,

then k blocks m |are required, or a cyclical arrangement of k E-ele-

ments: ¢ --- . This cycle can be provided with

-

inputs and outputs in various ways, which can be arranged so that when-
ever a new stimulus (or rather the fact of its presence or absence, that
is a binary digit) is received for remembering--say at the left end of
the cycle--the old stimulus which should take its place-comlng from the
right end of the cycle—-is automatlcally cleared. Instead of going into.

# these details, however, we prefer to keep the cycle open-~<:)—§~(:>§ .><:>3,_

1  and provide it with such terminal FIGURE <

equipment (at both ends possibly
’ — OO - O
< - —

comnecting them) as may be required
g ) y q $ F-clements

in edch particular case. This simple line is shown again in Figure 5.
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Terminal equipment, which will normally cycle the output os at| lk |['s

right and back into the input at its left end, but upon stimulation at

s suppress (clear) this returning of the output os‘and connect insfead

the input with the line rs, FICURE (

is shown in Figure 6,

7.6 1w |,

with the terminal equipment oS

of Figure 6., is a perfect

memory organ, but without it, in the form of Figure~57, it is simply a
delay organ., Indeed, its sole functibn is to retaiﬂ"any'stimulus for
k periods t and then reémit ii; and to be able to do this for suécessive
stimuli without any interferenéé between them. '

~This being so, and remembering that ;ach E-element
represents (one or tﬁo) vacuum tubes, it would seem wastéful to use k -
2k vacuum tubes to achieve nothing more than a delay kt,’ There exist
deiay devices which can do this (in our present Situation t is about a

microsecond and k is about 30) more simply. We do not discuss them here,

but merely observe that there are several possible arrangements (cf.

12.5). Accordingly, we replaée.the block | 1k [of Figure 5 by a new
block! dl (k) |, which is to represent such a device. ‘It contains

no E-element, and will itself be trecated as a new element.

We observe, that is | dl (k) | is a linear delay cir-

chit, stimuli can backtrack through it (cf. the end of 6.4). To prevent
this, it suffices to protect its ends by E-elements, that is to achieve
the first and the last t delay by ———(:>9— ——or to use it in some

combination like Figure 6, where the E-elements of the associated network

«30=



provide this protection.

7.7  We can now describe a multig}ier network.

| " pinary multiplication consists of this: For each digital

position in the multiplier (going from 1eft to right), the multiplic;nd
js shifted by one position to the right, and then it is or is not added
to ibe sum of partial products already fqrmed, acébrding to whether the
multiplier digit under consideration is 1 or O, T h

‘ Conseque;tly the multiplier must contain an aﬁxiliary
ﬁetwork, which will oruwill not pass the multlplicand into the adder,
according to whether the multiplier diglt in huestion is 1 or O, This
can be achieved in two steps: First, a network is required, which will

emit stimuli during a certain interval of T periods (the jnterval in

which the mhléiplicaﬁd is wanted), provided that a certain input (con-

nected to the organ which contains the multiplier) was stjmulated at a
certain earlier moment (when the proper multiplier digit is emitted).

Such a network will be called a discriminator. Second, a valve is re-

quired which will pass a stimulus only if it is also stlmulated on a

second input it pessesses. These two blocks toggther solve our problem:
The discriminator mist be properly controlled, its output connected to

"the second input of the valve, and the multiplicand routed through the

valve into the adder. The FIGURE 7

valve is quite simple:

v ‘

Figure 7. The main stim-

o
\-h -
L.
—)
¥
)—

ulus 35 passed from is to

os, the second input centers at s.
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A discriminator

{s shown on Figure 8. A stimulus

at the input t defines the mo-

ment at which the stimulus, which

determines whether the later

emission (at os) shall take place ' 'f

FIGURE &

.
1S

/
T]

at all, must be received at the inputs. If these two stimuli

coincide,

the left (:) is excited. Considering its feedback, it will remain excited

until it secceeds 1n stimulating the middle (:) . The middle (:) is con- .

nected to (::) in such a manner that it can be excited by the left (:)

only at a moment at which (::) is stimulated, but at whose predecessor

(::) was not stlmulated-that is at the beglnnlng of a sequence of

stimili at (13) . The middle (@ then quenches the left @ and to-

gether with (::) excites the right (”) . The middle (:) now becomes and

stays quiescent until the end of this sequence of stlmull at (i%) and

beyond this, until the beginning of the next sequence.

Hence the left

(:) is 1solated from the two other (:) and thereby is ready to register

the s, t stimuli for the next (::) sequence,

back of the right <§) is such, that it w111 stay excited fo

of this (::) sequence, and emit

On the other hand the feed-

r the duration

stlmull at os. There is.clearly 2 delay

2t between the input at (::) and the output at os.

Now the
multiplier network can be
put together: Figure 9.

The mulfiplicand circulates

through d1 I}, the

multiplier through |dl II},

FIGURE 2

"5"{____0(,2 I i) v v,

paiiiy

<3
X
W

) L2 T

ol OI |—*
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: and the sum of partial products_(which begins with the value O and is

gradually puilt up to the complete product) through | d1 III ". The

two inputs t, t! receive the timing stimuli required by the discriminator

(they correspond to t, is in Figure 8.).
' 1.8 The analy81s of 7.7 avoided the fnllowing essential fea-
tures of the multiplier: fa) The timing network which controls the in-

.

puts t, tt, and stimulates them at the proper moments. It will clpar y

have to contain k— 1ike elemerts (cf. ) (o)
____—_

- The k (delay lengths) of the d‘ —-‘ d1 1II ! These too have

certain functions of synchronlzatlon. Fach time when the adder functionc )

) (that is in each interval jt - ft) the multiplicand and the partial pro-

- - ”-—.. - M
duct sum (that is the outputs of‘ g1 I |and of | & 111 l ) must be

brought together in such a manner, that the former is advanced by t

E (moved by one position to the right) relatively to the lattér, in com~-

3 parison with their preceding encounter.

i ’ - Also, 1f the two factors have 30 digits each, the product

has 60 dlgits. Hence | 4l III ‘ should have aboub twice the k of\ a1l ‘
; and | a1 II ‘ and a cycle in the former must correspond to about two

cycles in the latter. (The timing stimuli on tt will be best regulated

in phase with L,g} 111 \.) on the other hand, it is advisable to make

5 provisions for rounding the product off to the standard number digits,

- and thereby keep the k of near 30. (¢) The networks required
! ~ to get the multiplicand and the multiplier into \ dl f—\ and ‘ dl IIi
(from other parts of the device), and to get the product out of ‘ 41 III ‘.

(d)‘ The nctworks required to handle the signs and the binary point

gy

Positions of the factors. They arc obviously dependent upon the way in

-which these attributes are to be dealt with arithmetically (cf. the end

33~

B i i st



carT

of 7.3 and ) - | -
A1l these points will be dealt with subsequently., The

questions connected with (d)--arithmetical treatment of sign and binary

point--must be taken up first

Y

, since the former is needed for subtraction,

and hence for division too, and the latter is important for both mnlti-

plication and division.

.
-—

8.0 Circuits fcr the arithmetical operations —. =

8.1 Until now a naumher X was a sequence of (about 30) binary

digits, with no definition of sign or binary point. We must now stipulate

conventions for the treatment cf thece concepts.
ThHe extreme left digit will be reserved for the sign,

so that its values 0,1 express the signs +, -, respectively. If the

binary pomt is between the digital positions i and i+1 (from the left),

then the pos:Ltlonal value of the sign digit is 2i- -1, Hence without the

sign convention the number x would lie in the interval 0 £ X < z*t

is unaffected

and with the sign convention the subinterval 0% x< z2°

and corresponds to non negative numbers, while the inter'val 247 7¢x < 24

corresponds to negative rumbers. We jet the latter x represent a negative

x!, so that the remaining digits of x are essentially the complements to

! | the digits of -x'. More precisely: 2 (—- X \" ,,that. is

w'=x-2% To-z""sx < 0.
In other words: The digital sequences which we use

o’=x< 2% ,

SR 30 v e ey Y v

represent, without the sign convention, the interval

L~/ < < /
and with the sign convention the interval -2~ X 2% .. The

} . 'second interval is correlated to the first one by subtracting 2 if



necessary--that is their correspondence is module a1,

PRSP

Since addition and subtraction leave relations module 21
unaffected, we can ignore these arrangements in carrying out additions

3
and subtractions. The same is true for the position of the binary point:

* If this is moved from i to i', then each number is multiplied by Zi"i,
but addition and subtraction leave this relation javariant tee. (ail
these tﬁings are, of course, the analogs of tre conventional cecim2l pro-
cedures.)

- Thus we n~ed not add anything to the additior procedure

of 7.3, and it will be correct to set up & subtractionjhfocedure in the

same way. The multiplicétion procedure of 7.7, however, will have to be

reconsidered, and the same baution applies to the division procedure to

be set up.

8.2 We now set up a subtractor network. ‘Wévéan;use the adder
(cf. 7.3) for this purpose, if one addend--s3y the first onef—is fed in
the negative. According to the above this means that this addend x is
replaced'by 2i - x. That is, each digit of x is replaced by its éomple-
ment, and a unit of the extreme right digital position is then added to

this addend—-or just as well as an extra addend.

This last operation can be carried out by stimulating

the extra input ¢ of the adder (cf. Figure 3.) at that time. This takes

automatically care of all carries which may be caused bf this extra

R ORI PO Aoy

addition.

The complementation of each digit can be done by a

valve which does the opposite of that of Figure 7: When stimulated at

B O

s, it passes'the complement of the main stimulus from is to os: Figure 1l.
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‘shown on Figure 11. The sub-.

L

):Iovv the subtractor network is FIGURE /0

I’S-———eﬂi}—}—- = { Vo) (—e
trahend and the minuend come o® o .

in on the input lines s, m, and S

the difference is emitted with a FI% URE 1/

delay 3t against the inputs on .ji.i?—{zf”_:r}c—ﬁ.i:f a_€"},ﬁu.. oL
the output line d. The two , ! I - .

inputs t', t" receive the necessary timing stimuli: t' throughout the

period of subtraction, t" at its first t (corresponding to the cxtreme

right digital position, cf. above).

8.3 Next we form a divider network, in the same preliminary

sense as the multiplier.network of 7.7. o Coe
Binary division consists of this: For each digital '
position in the quotient (going from left to right), the divisor is

subtracted from the partial remainder (of the dividend) alréady formed).

 but which has been shifted left by one position, preceding this subéraé—

tion, If the resulting difference is not negative (that is, if its
extreme left digit is 0) then the next quotient digit is i, and the next
partial remainder (the one to be used for the following quotient digit,
before the shift left referred to aﬁove) if the difference is regative
(that is, if its extreme left digit —is 1) then the next quotient digit
is 0, and the next partial remainder (in the same sense as above) is

the preceding partial remainder, but in its shifted position.
The alternative in division is therefore comparable to

that one in_multiplication (cf. 7.7), with this notable difference: In

‘multiplication it was a matter of pgssing or not passing an addend:

36~



the multiplicand, in division the question is which of two minuends to

T e

pass: the ()hlfted) precedmg partial remainder, or this quantity minus
the divisor. Hence we now need 4wo valves where we needed one in multi~
plication. Also, we need a diseriminator which is somewhat more elabor-
ate than that one of Flgure g8.: It must not oﬁly pass a sequence of

stlmull from is to os if there was a stimulus at s at the moment defined

g

by the stimulation of t, but._ it must alternatively pass that sequence

" from is to another output os' if there was no stimulus at s at the mo-

ment in question. Comparison B 3
4 P FICuRE .. 1%

of Figure 8. with Figure 12, 6s os’

shows, that the latter posses=

‘ ses the desired properties.

'x

L
1L

The delay between is and os

. f
or ost' is now 3t. t <
r _ ‘ ' Now the divider network can be put together: . Figure 13.
The divisor cir- . FIGURE /3
culates through
| r)- ol T —+ V-1
a1 S, while Y \
= | | ‘ ] —H a,
i the dividend is [z o | T % —
4 . . L
ﬁ originally in ] \‘
™ L8 I A Vi |
d1 111 |, but — _ \
" , {
is replaced, as al j_]Z_‘_.r— .}___.._-_} V’.j'_
. _ !
the division pro- : 3 ooy '
gresses, by the {x 9 !
PR S 4 —Y -
successive partial ST 1T, ” ‘,u
. . ) 4t ¢ 2
& remainders. The valvei v_]:_] routes the divisor negatively into the

~37-
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adder. The two valves| V) immediately under jt select the partial re-

painder (cf. below) and send it from their common outpu£ line on one hand

unchanged into | dl II and on the other hand into the adder, from where

the sum (actually the difference) goes into | dl III }. THe *iming raush
pe such as to produce the required one position shift left. Thus [-dl ff}

and | dl III | contain the two numbers from among vhich the next partial

remainder is to be selected. This selection is done by the discriminator

dh Which governs the two valves controlling the (second éddend) input

of the adder (cf. above). The sign digit of the resulting sum controls

the discriminator, the timing stimulus at t must coincide with its

appearance (extreme left digit of the sum). btf must b;‘stimulated during

the peribd in which the two addends (actually minuend and subtrahend)

are to enter the adder {advanced by 3t). t¥" must receive the extra stim-

1]

ulus required in subtraction (t* in Figure 11.) coinciding with the ex-

treme right digit ef the difference. The quotient is assembled in

dl1v |, for each one of its digits the necessary stimulus is avail-

- able at.the second output of the diseriminator (os' in Figure 10.) it

is passed into dl IV | through the lowest valve‘ vy |» timed by a

stimulus at t'"
8.4  The analysis of 8.3 avoided the same essential features

of the divider,'which 7.7 omitted for the multiplier, and which were

enumerated in 7.8:

(a) The timing network which controls the inputs t, t!

tﬂ, ¢,

(b) The k (delay lengths) of thej dl 1 —Ldl v .

The details differ from those in 7.8, (b), but the problem is closely

p.al‘allel .
..38...
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(c) The networks.required‘to get the dividend and the

divisor into | d1 IIl J and TaL I |, and to get the quotient out of

3
d1 IV §. ‘

(d) The networks required to handle signs and binary
point positions. |
. As in the case of multiplication all'theée-points will

be dealt with subsequently.

9.0 The binary point .

‘2;; A. As pointed out at the end of 8.1, the sign convention
of 8.1 as well as the binary point convention, which has not yet ﬁeen
determined, have no influence on addition and subtraqtién, but their
relationship to multiplication and division is essential aﬁd requires
consideration. -

It is clear from the definitions of multiplication and

of division, as given at the beginning of 7.7 and of 8.3 respectively,

that they apply only when all numbers involved are non-negative. That

is, when the extrems left digit (of multiplicand and multirlier, or
dividend and divisor) is O. Let us therefore assume this for the present

(this subject will be taken up again in ), and concider the role

of the binary point in multiplication and division.,

9.2 As vointed out in 7.8, (b), the product of the 30 digit
numbers has 60 digits, and‘since the product should be a number with the
same standa?d number of significant digits as its factors, this necessi-
tates omitting 30 digits from the product.

If the binary point is between the digital positions

~39-
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§{ and i+ 1 (from “he left) in one factor, and between 5 and j+1 in the

4

other, then these numbers lie between O and 211 and between 0 and 243

- (the extreme left digit is 0, cf. 9.1). Hence the product lies between

Q and 21""j 2. However, if it is known to lie between O and 2k-1

(7 ¢k ' é LHF~17)s then its binary point lies between k and k+1.
Then of its 60 digits the first i +3-1-k (from the left) are O and are
omitted, and so it is only necessary to omit the 29-i-j+k last digits

(to the right) by some rounding-off process. . - -

This shows, that the essential effect of the positioning

of the binafy point is, that it determines which digits among the super-
nﬁmerary cnes in a preduct are to be amitted. \
| | If k<i-rj-1, then special precavticns must be taken
so0 that.no two mubers are ever multiplied for which the product is >2k_1
(it is only limitec hy ¢2-+J-2), This difficulty is well known in
planning calculations oxn IS or other automstic devices, There is an
elegant trick to get around this difficulty, due to G. Stibitz, but since
it would complicate tﬂe structure of CA.somewhat, we prefer to carry out
the first discussion without using it. We prefer instead to suppress
this difficulty at this point altogether by an arrangement which produces
an essentially equlvalent ohe at another point. However; this means only
that in planning calculatlons the usual care must be exercised, and 1t
simplifies the device and its discussion. This procedure, too, is in
the splrlt of the prlHClple of 5.6. .

This arrangement consists in requiring k=1 j-1, so

'that every multiplication can always be carried out. We also want a

fixed position for the binary point, common to all numbers: 1 = § = ke
Hence 1 = j = k = 1, that is: The binary point is dlways between the
-1,0- '

it it
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tﬁo first digital positions (from the left). In other words: The binary
boint'follows always immediateiy after the sign digit.

Thus all non-negative numbers will be batween O and‘l,
aﬁd all numbers (of either sign) between -1 and 1. This makés.it clear\
once morerthat the multiplication can always.be carried out. |

9.3 The caution formul?ted above is, therefore, that in
planning any calculation for the device, 1t is necessary to see to it,
that'all numbers which occur in the course of the calculation shpuld
always be between -1 and 1. This can be done by multiplying the numbers
of the actual problem by appropriate (usually negative);ﬁowérs of 2
(actually in many cases powers of 10 are appropriate, cf. S )
and transforming al formulae accordlngly. From the point of view of
planning it is no better and no worse, than the famlllar difficulty of
p051t10ﬂ1ng the decimal point in most existing automatlc devices. It is
necessary to make certain compensatory arrangements in I and 0, cf.

Speclflcally the requlrement that all nﬁmﬁers remain
between -1 and 1, necessitates to remember these 1imitations in planning

;.

calculations:
(a) No addltlon or subtraction must be performed if
its result is a number not between —l and 1 (but of course. between -2 and 2)

(b) No division must be performed 1f the divisor is

less {in absolute value) than the dividend.

-~

If these rules are violated, the adder subtractor and
divider will still produce results, but these will not be the sum differ-
ence and quptienx respectively. It is not difficult to snclude checking

Qrgans’which signalize all infractions of the rules (a), (b), (cf. ).

-l
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9.4 In connection with multiplipatién and division some re-

marks about rounding-off are necessary. ' , : ‘.1(

It seems reasonable to cafry both these operations oné"
digit beyond what is to be kept--under the present assumptions to the
.Bl-st‘digit——and then omit the supernumerary digit by some rounding pro-~
cess, Just plain ignoring that digit would, as is well known, cause
systematical rounding-off errors biased in one direction (towards 0).
The usual Gaussian decimal procedure of rounding off to the nearest value
of the last digit kept, and in case of a (supernumerarx.digit) S to £he_ '
even one means in the binary system this: Digit pairs (30-st and 31-st)
00,10 are rounded to 0,1; Ol is rounded to 00; 11 is rounded by adding‘Ol.
Tbis requires additlon, with carry digits and their incqpveniences.. In-
stead one may foliow the equivalent of the decimal procedure of rounding
5's to.the nearest odd digit, as suggested by J. W. ﬁauchly,' In the
birary system this means that digit pairs (30-st and 3l-st) 00, O1, 10,
11 are rounded to 0, 1, 1, 1. A |

This rounding-off rule can be stated very simply: The
30-st digit is rounded to 1 if either the 30-st or the 3l-st digit was |

1, otherwise it is rounded to O.

T

< A rounding-off CUFIQURE ¥

valve which does this is shown

on Figure 14. A dipit (stimu—

. . = y——t
lus) is passed from is to os 2 03 .

while & is stimulated, but when

’

D] I]

s' is also stimulated, the digit is combined with its predecessor (that

15 the ons to its left) according to the above rounding-off rule,

’102"
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10.0 Circuit‘for the arit*hmetical operation V- . Other operations

10.1 A square rooter network can be built so that it differs

A

very little from the divider. The description which follows is prelim-

ipary in the same sense as those of the multiplier and the divider net-

works in 7.7 and 8.3.

" Binary square rooting consists of this: For.each digital
position in the squaxe root (going from left to right), the square root a
(as formed up to that posmtlon) is used to form 2a+1, and this 2a4—l is
subtracted from the pariial remainder (of the radicand) already formed,
but which has besn shifted left by two positicns (adding new digits O .
if the original digits are exhausted), before this subtraction. IT the
resulting diffCrence is not negative (that is, i7 its extreme left digit

1a 0) then the naxt sguare root digit is 1, and ‘he next partial remainder

{the cna Eo be used for the following quotient digit, before the double

shift lelt referred to sbove) is the difference in question. " if the

Cate i s

difference is negative (that is, if its extreme left digit is 1) then

the next square root digit is 0, and the next partial remainder (in the

same sense as above) is the preceding partial remainder, but in its doubly

At et

shifted position.

This procedure is obviously very similar to that one
used in division (¢f. 8.3), with the following differences: First: The
BKmple ieft shifts (of the partial remainder) are replaced by double ones
(with possible addltlons of new digits 0). Second: The quantity which
1s belng subtracted is not one given at the start (the d1v1dend), but
one that.is determlned by the result obtained so far: 2a+1 if a is the

¥3uare root up to the position under consideration.

43~
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g » The first difference is a rather simple matter of timing,
requiring no essential additional equipment. .The second difference in-
volves a-change'in the connection, but also no equipment, It is‘true,n
that 2a +1 must be formed from‘a, but this is a particularly simple oper-
ation in the binary system: 2a is formed by a shift left, and since
.Za-fl‘is required for a subtraction, the final +1 can be taken into ac-
count by omitting the usual correction of the extreme rlght digit in sub-

traction (cf. 8.2, it is the stlmulus on t" in Figure 11l. which. is to be

omitted).
Now FIGURE /5
the square rooter ’ .
' 7 V7 e
network can be put i ’ ’:
. together: Figure 15. ol II . 3 J
' . The similarity with '
f the divider network ol 7 |~
f of Figure 13. is ez v,
striking. It will Y
be noted that | d1 I
. . ( L.l
'is not needed. The ' : N ' "
: t ¢ <
radicand is originally in ‘ dl III \, but is replaced, as the square
rooting progresses, by the successive partial remainders. The valve
v-l)routes the square root a (as formed up to that position) negatively

into the adder--the timing must be such as to produce a shift left, there-
by replacing a by 2a, and the absence of the extra correcting pulse for

subtraction (t" in Figures 11 and 13, cf. the discussion above) replaces

it by 2a+-l. The two valves vl immediately under it select tha partial

~lily~
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remainder (cf. below) and send it from their common ontput line on one
- . ——-—-"‘_'__
hand unchanged into | dl 11 ! and on the other hand into the adder, from

where the sum (actually the difference) goes into i d1 I1I |.. The timing
amtp————————— “.'

must be such as "to produce the required double poeition shift left. Thus

QL 11 sand | dl 111 }contaln the two numbers from among which the

next partial remainder is to be selected. This selection 1s done by the
discriminator {:EEZ:XWhich governs the two valves controlling the (second
addend) input of the adder (cf. the discussion of Figure 12 in 8.3). The
sign digit of the resulting sum controls the discriminator, the timing
stimulds at t must c01nc1de with its appearance (extreme"ieft digit of

the sum) t' must pe stimulated guring the period quring which the Lwo
addends (actually mlnuend and subtrahend) are to enter the adder (advanced

v
by 3t). The square root is assembled in ‘ a1 IV \ , for ‘each one of its

digits &he necessary stimulus is available at the second outopt of the
discriminator‘(os' in Figure 12),’it is passed into ‘ dl Iv 'Sthrough
the lodest valve {::::}, timed by a stimulus at AL

-10.2 The concluding remarks of 8.l concerning the divider
apply essentially unchanged to the square rooter.

The rules of 9.3 concernlng the sizes of numbers enter-
ing in;o'variouS'operations are eas11y extended to cover square rooting:
The radicand must be non negative and the square root which 1s produced
will be non negative. Hence square rooting must only be performed if
the radicand is between O and 1, and the square roop will also lie be-
tween O and 1.

The other remarks in 9.3 and 9.l apply to equare root~
ing too. '

19;2- The networks which can add, subtraet; onltipl&, divide

-L,5-
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and square root having been described, it is now possible to decide how
they are to be integrated in Ca, and which operations CA should be able

to perform.

Y.

NPT The first question is, whether.it is‘necessary or worth
while to include all the operations enumerated above: *, -, X, Ty \K

.. little need be said about *,~: These operations are
so fundamental and so frequent, and the networks which execute them are

go simple (cf. Figures 3 and 11), that it is clear that they should be

' included. L | | L

With x the need for discussion pegins, and at this stage
a certain point of principle may be brought out. Prima facie it would
seem justified to-provide for 2 multiplier, since the operation X is
very 1mportant, and the muitiplier of Figure 9——while’not nearly as
simple as the adder of Figure 3—-13 still very simple compahed with the

complexity of the entire device. Also, it contains an adder and there-

" fore permits to carry out +,- on the same equipment as X, and it has

been made very eimple by following the principle formulated in 5.3 - 5.7
There are nevertheless possible doubts about the strin-
gency. of these considerations. In@éed multiplication (and similarly
division and square rooting) can be reduced to addition (eor subtraction
or halving--the latter being merely a shift to the right in the binary
system) by using (preferably base 2) logarithm and antilogarithm tables.
Now function tables will have to be incorporated into the complete device
anyhow, and logarlthm—-antilogarithm tables are among the most frequently
used ones--why not use them ‘then to eliminate X (and +,Vf3 as special
operations? The answer is, that no function table can be deteiled enough
to be used without jnterpolation (this would under the conditions contem—

-
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plaﬁed, require 230 - 109 entries!), and interpolation requires multi-

plication! It is true that one mighf use a lower precision multiplica-

"tion in interpolating, and gain a higher precision one by this procedure-=-
" and this could be elaborated to a complete system of multiplication by
. successive approximations. Simple estimates show, however, that such a

" procedure is actually more laborious than the ordinary arithmetical one

for multiplication. Barring such procedures, one can therefore state,

" ¢hat function tables can be used for simplifying arithmetical (or-any

other) operations only after the operation x has been taken care of, not
before! This, then, would seem £o justify the inclusion of x among the

operations of CA. )
| Finally we come to ¢ and.J’: These could now cert;inly

+
be handled by function tables: Both + and«¢’§ith logarithm - antilogarithm

ones, + also with reciprocal tables (and x). There are also well known,

fast convergent iterative processes: For the reciprocal u - 2u - au? =

1
(2 - au) u (two operations X per stage, this converges to a), for the
' | 3 |
square root u - 2 u - 2aud = (2 - (Rau) u) u (three operations Xx per

'
stage, this converges to f;:EEF:, hence it must be multiplied by 2a at

the end, to give v'2).

However, all these processes require more or less in-
volved logical controls and they replace + and v’—by not inconsiderable
nunbers of operations X. How our discussions of x, +, v show, that each
on; ok these operations lasts, with 30 finary) digit numbers (cf. 7.1),
order of 302’t, hence it is wasteful in time to replace '%,'J’by even
a moderate number of X. Besides the saving in equipment is not very

significant: The divider of Figure 13 exceceds the multiplier of Figure 9
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by above 504 in equipment, and it contains it as a part so that duplica-

tions are avoidable. (ct. ). The square rooter is almost iden-

ST ey

‘ tiecal with the d1V1der, as Figure 15 and its discussion show.
i v Indeed the justiflcatlon of using trick methods for £,
vf, all of which amount to replacing them by several X, exists only in

i devices where x has been considerably abbreviated. As mentioned in 5.3 -

5., the duration of x and also of + can be reduced to a much smaller num-

v

ber of t than what we contemplate. As pointed out loc. cit., this involves

telescoping and simultaneising operations, and increasing the necessary

equipment very considerably. We saw, that such procedures are indicated

in devices with elements which do not have the speed and the possibilities

of vacuum tubes. In such devices the further circumstance may be 1mpor-

‘tant, that x can be more- .efficiently abbreviated than + (cf. 5.4), and

it may therefore be worth while to resort to the above mentloned procedures,
% which rcplace +, J’by several X. In a vacuum tube device based on tbe
principles of 5.3 - 5.7, however, x, +,Vare all of the samc.order of
duration .and complication and the direct arithmetical approach to all of
them therefore seems to be justified, in preference to the trick methods

1 discussed above.

' Thus 21l operations +, — ,. X, +, ~/ would seem to deserve

inclusioﬁ as such in CA, more or less in the form of the networks of Figures

-

3, 1, 9, 13, 15, remembering that all these networks should actually be.

merged into one, which consists essentially of the elements of the divider,

el

Figure 13. The whole or appropriate parts of this network can then be ge-

lected by the action of suitably disposed controlling E—elements, which act

as valves on the necessary connections, to make it carry out the particular

g " . one among the operatlons +, =3 Xy T / vhich i1s desired. (Cf. .

[; .
S For additional rematks on specific operations and gcneral logical control, cf-
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10.4 The next question is, what further operations (besides
4+, =, X, +,4/) would be included in CA?Z
As pointed out in the first part of 10.3 once x is avail-

able, any other function can be obtained from function tables with interpo-

jation. (For the details cf. ). Hence it would seem that beyond X~
(and + , - which came before it), no further operations need be included

as such in CA. Actually 4+, v were nevertheless included, and the direct

arithmetical approach was used for them—-but here we had the excuse that

-

" the arithmetical procedures involved had about the same duration as those

of x, and required an increase of only about 50% in eqﬁibment.

Further operations, which one F&ght consider, will hardly
meet these specifications. Thus the cube root differs inmits'arithmetical ’ %
treatment essentially from the square root, as the latter requires the |

intermediate operation 2a+ 1l (cf. lO,l), which is very simple, particularly

~ in the binary system while the former requires at the samefpoints the in-

termediate operation 322+ 3a+1 = 3a .(a+1) +1, which is much more com-
plicated, since it jnvolves a multiplication. Other desirable operations~-
like the;lqgarithm, the trigonometric functions, and their inverses--allow
hardly any properly arithmcéical treatment. In these cases the direct
approach involves the use of their power series, for which the general
logical control facilities of the device must be adequate. On the other
hand the‘use-of functioﬁ.tables and interpolation, as suggested above is in
most cases more effective than the direct power series approach.

These considerations make the inclusion of.further algebraic-
al‘or analyticai operations in CA unnecessary. There are however some quite
elementary operations, which deserve to be included for logical‘or organiza-

tional reasons. In order to discuss these it is necessary to consider the
functioning of CA somewhat more closely, although we are not yet ready to do

full justice to the viewpoints brought up in 7.8 and.at the end of 10.3.
X ‘



11.0 Organization of Cf» Connlete 1list of operations

11.1 As pointed out at the end of 10.2 CA will be or-
ganized essentially as a divider, with suitable controls to modify its
action for the reduirements of the other operations. (1t will, of
course, also contain controls for the purposes enunerated in 78.) This

implies that 3t will in general deal with two real number variables,

which go into the memory organs (@i~ 1) , |41 II of the divider
network of Figure 1Z. (These should coincide with the \dl 1 ‘ ,

fdl II"l of the multiplier, Figure g. The square rooter, Figure 15,
_needs no ‘ dl I ;, but it makes the same use of ‘ al "1I ! + The

adder and subtractor were not coniiected on Figures 2, 11. to such mem-
ory organs, but the,,r will have to be when the ‘organization of CA 1s
completed. ) So we must tl'ink of CA as having two input -organs, ;_c}l I
and ‘éi—ﬁ_] , and of course one output organ. (”‘he latter has not

been correlated with the adder and subtractor, cf. above. For the mul-

tiplier 1% is [ TI1| , for the divider and square rooter it 1is

. These things too will have to be adjusted in the final or-

‘ganization of CA.) Let us denote these two 1hputs of CA by I.q 80nd Jeas
and the output by oca {each of them with its attached memory organ),

schenatically shown on Figure 16.

Now the | F |6UF\E ‘ é

following complex of

problems must be con- ‘IgA

© gidered: As mentioned rr‘“"‘
‘ LA - l

vefore, particularly in e e

25, an extensive memory ; e e

M forms &n essential pard of the‘ device. Since CA is the main internal

~50~
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operating unit of the device (M stores, CC administers, and 1, O main-
tain the connections with the ouxside, cf. the anulysis in 2), the
connections for transfers between M and CA are very importént. How are
these connections to ve organized?

Iv is clearly'necessary to be able to transfer ffom

any part of M tov CA, i.e. to Icar Jcas and conversely from CA; j.e. from
Oca? t¢ any part of M. Direct connectiovns vetween various ﬁarts‘cf M

do therefore not seem toc be necessary: 1t is always possible to tr#nsfer
frem one part of M to the cther via Ch. {cf., howeveT, ' }
These considerations give rise to‘two questions: Fir;;: .Is it nec~
-essary tc ccnnect each part of M with both Ica and Jg, T can this‘be
simplified? sepond: How are the trnnsfers from cne part of M t; Aan
_other art of M 4o be handled, where CA is only & through station”

. The first questiun cun be answered in the \1ight of the
principle‘of 56.- to place pultiple events in & temporal succe331cn
ratﬁer-than in (simultapeous)'spacial juxtapositicn. This means that
two real numbers which go from M into I, and Jgoa, will have to go
there in two successive stepss This being so, it is just as well to route
eac§ rea)l number first into Ioq, and to move 1% on {(within ca) from
Iea to‘Jca when the next renl number comes {(£rom M) into Igoqe Ve
restates |

Every real number coming from M into CA is routed into
.Ica' At the same time the real number previously.in Tea 1s moved on to
Jear and the real number previously is Jcé is necessarily gleared, 1.0

forgotten. 14t should be noted, thet Iqpn end J,, onn be gssumed to con-

tain memory organs of the type di scussed in 76. .(Cf. Figure 6, thord,

w5l
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‘a transfer from Ica or J

cf. also the various f_c'll lin the x, / ,\-networks in Figures 9, 13.,
15.) in which the renrl numbers they hold are circulating. Consequently

the comnecticns of Ic and Jca in CA zare those {ndicated in Figure 17.:

a

The lines = - - conduct when a real number (frcm M)enters CA, the lines

conduct at all other times. The comnections of I,. and ‘Tca. with

the operating parts FlGUTRE /7

of CA are supposed __; o ‘. : ) '
e
to branch ocut from S "y L
epm = S CA' 'OC/-} N M

the two terminals }‘ 7
i
\

—— o- The output e e

oca_ connects with .

the cutside V(relatively to CA, i.e. with M) by the line:-—.-'--, which
conducts when a result leaves CA’ (Yer M)e The circulating.bonnections
of :o.egpnd its connections with the cperating parts of CA are not shown,
nor t-he. E~elcnents which. contrcl the connections shown (nur,. ¢f course,
the operating parts ci CAj. (For the complete. degcription of CA crf.
Y

31.2 Wiih the help of Figures 16, 17 the second question is
also éasily answereds Fur a transfer from one .part of M to another part
of M, going through CA, the portion of the route inside CA is clearly
c; to 0,,¢ Dcncting the real numbers in Ica'

Jea DY X, ¥, this amcunts to "combining” x, y tc either x or y, since

the "result" of any operaticn performed by CA (like+, -, X, £, )

is supposed to appeur at oca' This operatiun is trivial and a special

case e.g. of addition: If x {¢r y) is wanted it suffices to get zero

in the place of y {or x) = i.cs into Io (ur J,) - amd then apply the

52w
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operation On the other hand, huwever, it scems preferable to intro-
duce these Qperutiuns as such: First: "Getting zerc intg 1., {or Jca,"
is unneéessarily time cunsuning. Secuond: ‘The direct transfer from >
lea lor Jca) to Ogq» “which these opérations require is easily effected
by a.small part of the CA network visunlized at the beginning of 1ll.l.
Third: We propcse to introduce beth cperaticns (for Ica as well as for
Jéa), because it will appear that each can play n sepsrate useful role in
the internal sduinistration of CA (cf. below)s ‘ “ J

Je introduce accordingly two new oﬁeiﬂtions: b1 nnd i,

corre5ponding to direct transfers from Igy or Jea to Ocn,

Phese twu operatiuns have these further wes: It will

. be seen lcte ) that the output of CA (from O,.) ean be fed back

directly into the input of CA (to Igq, this mcves the cuntcnts of I.q
into J ca and cleqzs Jeas ©Ff 11e14)s Now assune that Ica. Jea contain

the real numbers x, y, and that i cr 3 is apulied, in congunction with

this feedback. Then the centents of Jca are replaced by x, X Cr

" Y Xo I.e. from the point of view of any cther two variabdle operations

(4, =, 7A , L.ee¢ X4y, X=-y,8¥, “') the variablee x, y have been replnced
by x, x ¢r y, Xo Now the lntter is an 1mportant menipulation for the
unsymmetric uperntions (x—y,’y , ond the former is impcrtoent for the
symmetric cperatiuns (x+y, xyl since it leads to doubling and squaring.
Both manipulatione nre frequent enough in crdinary algedra, to justify
a direct treatment by meens of the cperctions i, j.

11.3 A further necessary cperaticn is connected with the need
to bé able to sense the sign of & number, ur the order relaticn between

twe numbers, and to choose accordingly botween two (suitndly given)

53~
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alternstive courses of acticne It will appear later, that the abillty
to chucse the first or the secund one ¢ two given numbers uw, Vv, in
dependence upon such an alternative, is quite adequate to mediate the
choice betueen any twc given alﬁernntive courses of scticne {ctg. »
pccordingly, we need an operhtiun which can do °his: Civen four num-
bers i; ¥y, u, v, it weorns" w.if x=y. (This senses éhe order relation
betweeh x, yo If we put y =0, it senses the sign of %}

In this form the cperaticn has feur variasbless x, ¥»
w, vo (In the sign form 1t has three varinbles: X, W, ve) Naov the
scheme fcr the CA netwcrk chesen ~t the beginning of 11 1, which wes
essenticlly that one of the divider, had rcom for twe variables cnly,
and this is equally true £ r the discussion of the inputs of CA in 1l.1.
_Hence four {or three) vnrizbles are $oc meny. Consequently it is neceé-
saxry Fo break our cperaticn up intc two varinble operntions - and then
we night as well do shis with the nore general {four rathéf than three
varigbles) forn. |

1t is plausible to begin with & (partial) 6peration
which merely deccides wvhether x Z y or x<y and remenbers this, but with-
out taking any action yet. This i{s best done By forming X = ¥» and
then remembering its sign digit only, i.e..its tirst digit (from the
left). (Cf. This digit is O for x - ¥ >, o, t.c. =y, and it is
1 for x & y<o, i.€. x<ys) Thus this (partial) operation is essentially
. in the nature of a subtraction, and it can therefore present no addi-
tional difficulties in a CA which can subtract. MNow it seems besf to
arrange things so, that once this operation has bczn performed, CA will

simply wait until two new numbers u, Vv have been moved into Ica' Jca

(thus clearing g, y out - if v, Vv are to occupy Ica- Jca,'rcapectivoly,

5k



then v ﬁust be fed in first and u second), and then transfer (without
any further instructions) u ér v into 0., (1.e. perform i or j) accord-
ing to whether the éign digit reférred to above was O or l. | "}
| We introduce accordingly such an operation: s. It is
most eonvenient to arrange tiings so, that after x, y have occupied
Iear Jear & subsraction is ordered and provisiuns mede tﬁat the result
x - y shculd remain in Ocae Then x, y must be displaced frem Icho_Jca
y w, v and 8 crdered. s will sense whether the number ;n Oca is':o
or o [f.ee X% y ur x<:y), clear it frvm Ouqs and wserm™ accordingly

u ¢r v in Ogpe The operation proceding s nced, by the wzy, not be sub-

tractiin: It might be addition or { c¢r jo Accerdingly the nunbey in

Qgas which. provides the criterium for 3 will not be X = y, but WAy

¢r x or yo I.ee s will for w ¢r v according to whether the multipli-

rd

cation or the divisicn, and tlie former might indeed be sometimes useful.
For detasils of these cperaticns cfe

11.4 Combinihg the cenclusicns of 10-5, 10.4, 11.2, 113 &

————

1ist of eight cperatiuns of CA cbiains:
44 =9 Xy *fe s 1, 3, s
To these two more will have to be added, becnuse of the necessity of cen-

verting numbers between the binary nnd the decimal systems, a8 indi-

cated at the end f 52. Thus we need & decimal - to - binary conversion

and. a binary - to - decimal cunversions

db, bd.
The netwerks which carry out these twe cperations will be discussed
in } .
. This concludes for the moment the discuséion of CA.

We hnave enunerated the ten cperations which it must be able to perforne.

=00



‘@be questicns of 78.,, the genernl cvntrol.prcblems o 1l.1, and tﬁe
specific networks for db, bd still remain to be diepcsed ofe But it

38 better to réturn tc these after various other charscteristics of
the'deviEO have been decided upone We pustpone therefore'their diécu&a

sicn and turn now tc other parts ¢f the device.

12.0 Cdpacity of the memury M. Cenerel principles

-

12,1 We consider next the third specifid-part: the memory M.

n——

Yenory devices were discussed in 75 , %6 , since théy are
needed as parts of the X, /., networks (ofe 74 , 97 for X, 83. for 7‘,
10.2 fecrv’) and hence of CA itself (af. the beginning cf 11.1 }). In all

these cases 4he devices considered had a scquential or delay chqrncter,

which was in must cases nade zclical by suitanble terginal organss

~

Phe dlocks [:::::] and [d) (k)s 1n,ﬁ5 , 26 are

f—

Mcre precisely:

eﬁsentiaily gglglg,which held & stimulus that enters there inpux_for a
tine kt, and then emit 1t Consequently they can be converted into
cycliéal pmemories, #hich hold & stimulus indefinitely, and make it
avéilable at the output at all %times which differ from each other by

multiples_of xt. It suffices for this purpose to feed the output back

into the input: Cf"ﬂ' K l_J or ,»H'RTTM } f" . Since the period

[ ~—
. ————

kt contains k fundamental periods t, the—égigéif&.of such a memory device
‘48 k stinulie. The above schemes‘lack the proper input, clenring‘dnd
output facilities, but thcese are shown on Figure 6. 1%t should be noted
that in Figure 6. the c&cle around t}g;} goes through onc moxe E-elec-

~ ment, and therefore the period of this device is actually (k+1) t,and

{ts capacity correspondingly X 4+ 1 stinuli. (The.l K ! of Figure 5.

may, uf course, be replaced by & {“Ez~(k)‘ , cfe 764)
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Now it is by no neans necessary, that memcry be of this
} cyclical.(or delay) type. Ve pust therefore before making a decision
concerning M, discuss other possible types and the advantages and dis-s

pedvantages of the cyclical type in comparison with them.

12.2 Preceding this di{ scussion, however, W€ must consider
the capacity which we desire in H. We did elreandy nention sbove this
concept of capacity for.M or & part of H: 1t is the numbe; of stimull
which this ¢rgan can remember, or Lore pfecisely, the number of occasions
‘for which it can reneriber whether or not o stinulus wes present. The
© presence Cr absence of a stimulus (at & glven Lccasion, 1.e.40n a glven
1ine in a given moent) can be used to express the value 1 or O feor a
binary digit (in n given position}. Hence the capacity of a memory is
the number of bi%ary d;gits {(the values uf) which it can retain. In .
¢ther words: - ' .

The_(capacity) unit of memory is (the ability to

retain the valué of unc binary digit.

Ve éan niw express the "cost" of various types of in-
fcrmaticn in these memury unitse

Let us consider first the nenory capncity required to
store a stnndard (resl) number. As jndicated in 71., we shall fix the
size .f such a number at 20 binary digits (ot jeast for most uses, cfe

} This kieps the relative reunding-cff errcrs below 2:50,

which correspunds to 10-9, {f.e. tc carrying 9 sfgnificant decimal digits.
Thus a standard nuaber cerresponds to 0 memory units. To this must be
added one unit for its sign (cf. the end of 92.) and it 18 ndvisable

4o add a further unit in lieu of a symbol which characterizes it as &

57




WM i R a3 e it i M b b
-
. .

number (tc distinguish it frem an-order, cfe - ). In this
way we arrive to 22 = 29 units per number.

The fact that a number requires 22 nenory units, mnkzs-
it advisable to subdivide the entire mencry in this way: First, ob-
vicusiy, int¢ units, second intc groups of 72 units, to be crlled

minor cycles. (Fur the najor cycles cfe. ) .

Each standard (real) number acccrdingly cccupies precisely c¢ne minor
cyéle. 1t simplifies the crganization ¢f the entire meﬁory, Qnd vari-
vus synchrunizaticn pr.blens of the device along withmit,'if all other |
cunétants of the memcry are also made 4o fit into this subdivision into
minor cyclesSe - | |

* Recalling the classificaticn {a) - (Q) of 24. for the
presgmptive contents ¢f the memory M, we pote: {(n), according to our
present ideas belongs to CA and. not to M (it is handled b& (Ez::zl
to .[EE::;E& , cf+ the beginning of 11.1) () - (g), and probably {h)

also, consist of standard numbers. {y,) on the other hand consists of

the opéeration jnstructions which govern the functioning of the device,

to be called standard orders. It will therefore be necessary to for-

mulqte the standard orders in such & manner, thnt each one should also
occupy preciscly one ninor cycle, “.e. 32 units. This will be done in

\ . e

12,3 We are now in a position to estimate the capacity re-

amaenmmente

quirenents of each memory type (a) = (h) of 24.

Zog oo ol Caaliy

Ad (a): Need not be discussed since it {s taken care

of in CA (df. abovels Actually, since it requires ['dl Il to R

each of which must hold essentially & sténdard number, i.e. 30 units
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, (with small deviations, cf. '}, this corresponds to -
120 units. Sice this is not in M, the orgenization into minor
cycles does not apply here, but we note that ~ 120 units correspond
to = 4 m;nor cycles. Of course 3ome other parts of CA are menory
organs too, usvally with cgpacitﬁes of one or a few unitsy E.ge the
discriminators of Figures 8. and 12. The complete CA actunlly

’

contains / more | d & lorgans, corresponding to - / unité, i.e; -0
|

minor cycles {cfe Yo . T
Ad (b): The capacity required for this purpose can
only be estimated after the form of all standard orders has been de-
cided upon,rand;severgl typical pr.blems have been formuloted - "set
up" - in that terminvlogye This si11 be dene in Y .
It will then appear, that the capacity requirenents of (b) are small
ccmpared to those of some of (c) = (n), particularly to those of (c).
Ad (c): As indicated loce cit., we count on function
tables -of 100-20( entries. A function table is primarily a switche-
ing problen, &nd tﬁe natural numbers of alternatives for a switching
system are the powers cf 2. (Cfe .- o) Hence 128 = 27 13 &
suitablé number of entries. Thus the relative precision obtained

directly for the varialle is 277. Since n relative precisicn of 2Te0

{s desired for the result, and (27714 > a0, (2 7)s « 20

, the in-
- terpolntion,error‘must be fifth crder, i.e. the interpolntion bi-
quadratice {One night go to.éven higher order interpolation, and
hence fewer entries in the function tnble. Hcwever, it will appear

that the capacity requirements of (c) are even for 128 entries emall

ccnpared e, g¢ to those of {c)e) With biqundrafio {nterpolation five
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table values are needed for each interpolation: Two above and two
bvelow the rounded off varicble. Hence 128 entries allow actually the
use of 124 only,'nnd these correspond to 123 intervels, i.e. .a rela-
tive precision 12721 for the variable. However even 12329 << 5230
(by a factor -2%].

Phus & function table consists o 128 nunmbers, i.e.
it requires e capscity of 128 ninor cycles. The familiar mathenati-
callprcblems herdly ever require nore than five function tables (fery
rarely that much); {.e. & capacity of 640 minor cycles seenm to be a ' .
gafe vverestimate of the cepacity required fer (e)e = -

Ad (d): MThese capacities are clearly less than or.
at most comparable to those required by {e)e .Indeed the initial ’ \
values are the same thing aa the intennediate values of (ff, except
that they belong to the first velue of t. And in a‘partial'differ-
ential equation with n + 1 variables, say X1 , === , gn and t, the
intermédiafe values of a given t - to be discussed under (e) - as
well as éhe initial velues or the totality of all boundary values
for all t correspond all three to n-dimensional manifolds {in the n+
1 - dimensional space) of x1 , =— , Xp ;nd't; hence they are likely
to involve all avout the sane number'of datae.

Another important point is, that the initial velues
and the boundary values are usually given - partly or wholly ~ by a
formula - or by a moderate number of formulae. I.e., unlike the
intermediate values pf {e}, they need not be .remembered as individual
numbérs.

Ad (e): For a partial differential equation with

~two variubles, say x and t, the number of intermediate values for a
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given't’is determined by the numﬁér of x - lattice pointé used in theA
" ecelculation. This is hardly ever more than 150, and it is unlikely
that more then D numerical quantities should Ye agsociated with ench
point. | : o S0 S L -
In typical hydrodynamical problems, where X is &
Lagrangeiﬁn label - coérdinate, 50-100 points are usuallyua light
estimate, and 2 numbers are required at each point: A ;osition»- cO-
ordinate and n velocity. Returning to the higher es@ipnte of 150 points ;
and 5 numbers at each point gives 750 numbers, i.e. {% requires &
capacity of 750 minor cycless Therefore l,OOOmminor*cybles seen to
be a safe overestimate of the capaéit§ required for {e) in two ;ar§-
able 9x and t) probiems. | | C |
For a partial differential equation with;three vari-
ables, say X, ¥ and t, the estim&te is harder %o mnke.'_Iﬁ hydrq-
dynam;cai problems, &t least, importent progress could be nade with
20 x 30 or 40 x 20 or siwmilar numbers of x, ¥y - lattice points - say
1,000 pointse. Interpreting x, ¥ again in Lagrangeian lnfels shows,
that at least 4 numbers are needed at each point: Two position co-
ordinates und two velocity components. We tnke 6 numbers per point
to allow fof possible other non hydrodynamical quantitiess This gives
6,000 numbers, j.e. it requires 2 capucity of 6,000 ninor cycles for
(e) in hydrcdynamical three varisble (x, y and %) problens.
It will be seen (cf. ), thet. s memory
capacity of 6,000 mincT cycles - {.c. of = 200,000 units - is still

“conveniently fersible but that egsentinlly higher capacities would

be increasingly difficult to control Even 200,000 uni ts produce some-
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what of &n unbalance - i.e. they mnke M bigger than the cother parts
¢f the device put togethers I, seems therefore unwise to go further,
and to fry to trest for variabdle {(x, ¥y, z and t) problems. N
It should be noted that two variable (x and t) prob-
lems include all linear or circular symmetric plane or spherical sym-
metfic’spacial transient problems, also certain general plane or
cyllnder symmetric spacial -stationary problems (they must be hyper-
bollc, e.g. supersonic, t is replaced by y). Three varlable problems
(x, y and t) include all spacial transient .problems. - Comparing this
. epumeration with the well known situation of fluid dynamics, elasticity,
etc,, shows how important each one of these successive stages is:
‘Complete freedon with two variable problems; extension o four variable
problems, As we indicated, the possibilities of the practlcal size
for M‘dfaw the natural limit for the device contemplated at present
between the second and the third alternatives., It will be seen that
considerations of duration place the limit in the same place (cf. )
Ad (£): The memory capacities required by a total
differential equaticn with two varisbles - i.e. to the lower estimate
of (e). |
i ad (g): As pointed out in (¢) in 24., these problems
are very similar to those of (e), except that the variable t now dis-
appears., Hence the lower cstimate of (e) (1,000 minor cycles) applies
when a system of (at most 5) one~variable functions (of x) is being
~sought by successive apnroxination or relazation methods, while the

higher estimate of (e) (6,000 minor cycles) anplies when a system of

(at most 6) two—variablo functions (of x, y) is being sought, biany
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problems of this type, however, deal with one function only'- this

cuts the above estimates considerably (to 200 or 1, 000 minor cycles).
Problems in which only a system of individual constants 15 being sought
by successive approximations requife clearly smaller capacities: They
compare to the preceding problems 1ike (£) to (e).

Ad (h): These prbblems are so manifold, that it is
difficult to plan for them systematically at this stage.

In sorting problems any device not based freely
permntable record elements (like punchcards) has certain handicaps
(cf. ), besides thls subject can only be adequately treated
after an analysis of the relatlon of M and of R has been made (cf. 29
and ). It should be noted, however, that the standard punchcard
. has place for 80 decimal digits, i,e. - 9 9-digit decimalvnumbers,
that is - 9 numbers in our preseént scnse, j.e, - 9 mihor é&cles. Hence
the 6,000 minor cycles considered in (e) correspond to-a sorting capa-
city of - 700 fully used cards. In ‘the most sorting problems the 80
columns of the cards aAfar from fully used - this may increase the
equivalent sorting cepacity of our device proportionately above 700.
This'means, that the device has a non negligible, but certainly not
impreséive sorting capacity. It is probably only worth using on sorting
problems of more than usual mathematicél complexity.

In statistical experiments the memory requirements are
usually small: Each individual problem is usually of moderate com=
plexity, each individual problen is indepéndent (or only dependent by
a few data) from its predecessors; and all that need be remembered

through the entire sequence of individual problcns are the numbers of
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how many oroblens ‘successively solved had their results in each one of
a moderate nunber of given distinct classes.
.12.4 The estimates of 12.3 can be summarized as follows: N

The needs of (d) - (h) are alternative, i.e, they cannot occur in the

same problen, The highest estimate reached here was one of 6,000 minor
cycles,:but aiready 1,000 minor cycles would permit to treat many im-
portént problems, (a) need not be considered in 4. (b) and (c) 2
cumuiative, j.e. they may add to (d) - (h) in the same prbblgm.' 1,000
ﬁinor cycles for each i.e, 2,000 together, scem to be a safu over-
estimate. If the hlgher value 6,000 is used in (d) - (h), these 2,000
may be added for (b) - (c). If the lower value 1,000 is used in (d) -
(h), it sccms reasonable to cut the (b) - (c) capacity to 1,000 to,
(This amounts to assuming fewer function tables and somewhat less
complicated wget ups". Actually even these estlnates are géherous,
cf. . } Thus totzl capacities of 8,000 or 2,000 minor cycles
obtaiﬁ.. .

‘ It will be scen that it is desirable to have a capa-
city of minor cycles‘which 15 a power of two (cf. ). This
makes the cholces of‘8,000 or 2,006 monor cycles of a convenient approxi-

mate size: They lie very near to powers of two, We consider accord-

ingly these two total memory cepacities: 8,196 = 213 or 2,008 = 2
s :

minor cycles, i.e. 262,272 = 218 or 65,536 = 216 units. For the

purposes of the discussions which follow we will usc the first higher
¢stimate, |
This result deserves to be notcd It shows in a most strik-

ing wuy where the real difficulty, the main , bottleneck of an automatic
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've;y high soced corputing device lies: At the memory. Compared to

the relative simplicity of CA (cf. the beginning of 11.1 and )s
and to the simplicity of CC and of its M"code" (ef., and },

M is somewhat impressive: The requirémcnps formulated in 12.2, which
were considerable but by no means‘phantastic, necessitate a memory M
wiih a capacity of about a quarter million units! Clearly the
practicality of « dev1ce as is contemplated here depends most critically
on the possibility of building such an M, and on the qucstlon of how

simple such an M can be made to be. -
12,5 How can an M of a capacity of - 218 _ . 250,000 units
be built? | '
’Tﬁe-nébessity of introducing delay-ele@ehts of very
great efficiency, as indicated in 75., 76., and 12.1, becomes now |
obyiou;: One E-element, as shown on Figure 4., has 2 unit ﬁemory
capacity, hence any direct solution of the problem of construction M
" with the help of E-elements would require as many E-elements as the
desired capacity of M - indeed, because of the necessity of switch-
ing and gating about four times more (cf. ). This is meni-
festly impractical for the desired cap301tj of - 25Y,000 - or, for
that natter, for the lower alternative in 12.5, of - 65, OOO
We therefore return to the discussion of the cyclical
or delay memory, which was touched upon in 12.1. (An other type will
be considered in 12.6) '
Delays [51"(E31 can beibuilt with greag capacities
k, without using uny E-clements at all, This was mentioned in 76,

together with the fact that cven linear ‘clectric circults of this type
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exist, Indeed, the contemplated t of about one microsecond requircs'
a circuit passbund of 3 =5 megcycles (remember Figure 1. 1 ) and
then the equipmént required for delays of 1 -3 nlcroseconds-- i.e,
k=1l 2, 3~ is simple and cheap, and that for delays up to 30 ~35
mi.croseconds - i.e. k =30, === 35 - is avgilable and not unduly ex-
pensive or complicated.’ Beyond this order of k, however, the linear
electric circuit approach becomes impractical.

This means that the delays —>— —>>— %37_.wh1ch
occur in all Q-networks of Flgures 3, - 15. can be ea31ly made with
‘Yinear circuits. Also, that the various C?Z_J' of CA (cf. Figures 9,
13, 15, &nd the beginning of 11.1(, which should have k values -’30{
and of which onlv a moderate number will be needed (of. (a) in 12.3),
can be reasonably made with linear circuits., For M 1tself, however,
’fhe'situation is different. _

M must be made up of [:éi:]. organs,.of a total
capaciiy - 250,000, If these were linear cmrcuits, of maximum capa-
city - 30 (cf. above), then - 8,000 such organs would be required,
which is clearly impractical. This is also true for the lower
altérnative of 12.5, capacity - 65,000, since even then.3 2,000 such
organs would be n.cessary. | |

liow it is possible to build dl organs whigh have
én,electrical snout and output, but not a linear electrical circuit in
between, with k values up to scveral thouscnd. Their nzture is such,
that a - L stage dmplificution is needed at the output, which, apar@
«from its amlifying character, -al's scrvés'tovfeshape and resynchronize

the output pulse, l.e. the last stage gates the clock pulse (cf. 63.)
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"~ using & non 11ncar part of a vacuum tube characteristic uhich goes
across the cutoff; vhile all other stages effect ordinary anplification,
using linear parts of vacuum tube characteristics, Thus each one of
these{:2§;] requires - 4 vacuum tubes at its output, it also requires
« I, E-elements for switching and gating (cf. ). This gives
probably 10 or fewer vacuum tubes per EEﬁ:] organ, The nature of
these dl organs is such, that a2 few hundred of then can be built
and incorporated into one device without undue dlfflcultles - although
they will then certainly constitute the greater nart of the dev1ce
(cf. ).

Now the 4 capzcity of 250,000 can be achieved w1th such
dl  devices, each one having a capacity 1,000 - 2,000, by using
250 - 125 of them., Such numbers are still manageablé (cf.'ébove), and.
théy require about 8 times more, ‘i.e. 2, 500 - 1,250 vacuum tubes,

1 This is & con51derable but perfectly practical number of tubes - in=-
deed probablv con51derably lower than the upper limit of practicality.v
The fact that they occur in identical groups of 10 is also very 2d-
vantagcous, (For details cf. )} It will be scen that the
other parts of the device of which CA and CC are electrically the
most complicated, require together < 1,000 vacuna tubes. (Cf. )
Thus the vacuuna tube requircments of the device are controlled essen-
‘tiully by M, 2nd they are of the order of 2,000 - 3,000, (Cf. loc.
cit. above,) This confirms the conclusion of 12.h; thot the decisive
-part of the device, determining more than any other part itu feasi~-

bility, dimensions and cost, is the memory.
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“We rust now decide more accurately what the cepacity
of each E:EE:I, organ should be = within the limits which were found to
be praciical. A combination a few very simple viewpoints leads to
such a decision, |

: 12.6 Ve saw above thst each [dl) organ requires about
10 associsted vacuum tubes, essentially indenendently of its length,
(A very long nmight reguire one more stage of amplification, i.e‘.
11 vacuun tubes,) Thus the numbér of [Eij. organs, znd not fhe
total capacity determines the number of vacuum tubes in M. This would
‘Justify using as few i:éij organs as possible, i.e, of as high
indivicusl capacity as possible, “Noy it would probably be feasible to
‘develop E:ii:] ‘; of tﬁe type considered with capacities considerably

‘higher than the few thousand mentioned above. There are, however,

other considerations which set a limit to increases of |dl .

In the first place, the considerations at the cnd of

63, show, that the definition of ] dl ' 's delay time must be a frac-

tion t' of t (about§-éd, so that each stimulus cmerging from YEE:]
may gate the correct clock pulse for the output, For a capacity k,
i.e, a delsy kt, this is relative precision 5k -2k, which is perfectly
feasibie for the device'in question when k - 1,000, but becomes in-

creasingly uncertain when k increases beyond 10,000, However, this

argument is limited by the consideration that as the individual ldl
capacity increases, corfespondingly fewer such organs are needed, and
therefore each one can be made with corresponcingly more attention and

precision,

~68~



AN 3¢ ey S

BRIV

e e e — ———

1

+
JLE

Next, there is another more sharply limiting consider-

ation. If each j di l has the capacity k, then 2 OkOOO of them will

be needed, an 2292999 amplifying switching and gating vacuum tube ag- *

‘gregates are necessary. Without going yet into the details of these

circuits, the individual i dl ‘and its associated circuits can be shown

schematically in Figure 18.
Note, that Figure'e. showed
the block SG in detail but
the block A not at all.

The actual arrangement will

FIGQURE 7§ .
— A Y
AX PAMPRIFICATION
9.G: SWITCHING § GRTING

differ from Figure 6. in

some details, even regarding SG, cf.

« Since

dl Xis to be

used as a memory its output must be fed back--directly or indirectly--

into its input. In an aggregate of many dl |organs--which M is going

to be-—we have a choice to feed each ‘ sback into itself, or to have

longer cycles of‘ dl rs: Figure 19. (a) and (b), res pectively.
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It should be noted, that (b) shows a cycle which has a capacity that

is a multiple of the individual

dl

to produce a cycle which is free of the indlviduall di’ "s capacity

limitations. This is, af course, due to tho

-69-
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traversing this aggregate at each station A. The information'contained’.
in the aggregate can be observed from the outside at every station SG,
and it is also here thet it can be intercepted, cleared, and replaced \
by other information from the outside. (For details cf. )
Bqth'st;tements apply equally to both schemes (a) and (b) of Figure 19.
Thus the entire aggregates has its inputs, outputs, as well as its
" switching and gating controls at the stations SG--it is here that all
outside connections for all these purposes must be made.,

To omit an SG on the scheme (a) would be unreasonable:
It would make the corresponding dl complete inaccessible and use-
less. In the scheme (b), on the other hand, all SG but one could be,
omitted (provided that all A are left in place): The aggregate would
still have at least one input and output that can be switched and gated
and it weuld therefore remain organically connected with the cher parts
of the device--the outside in the sense used above.

We saw in the last part of 12.5; that each A and each

SG feduired about the same number of vacuum tubes (4), hence the omission
of an SG represents a 50% saving on the associated equipment at that
junction:

Now the number of SG stations required can be estimated,
(It is better to think in terms of scheme (b) of Figure l9lin general, and
to turn to (a) only if all SG are known to be present, Cf, above,) Indeed:
Let each dl have a capacity k, and let there be an SG after every 1l
of them. Then the aggregate between any two SG has the capacity k' = kl.
(One can also use scheme (b) with aggregates of 1 dl1 ‘'s each and one

SG each.) Hence . 229&999 SG's are needed altogether, and the switching
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problem of M is a EQQQQQQ way one. On.thé other hand every individuai
memory unit passes & position SG only at the end of each k't period. |
I.e. it becomes accessible to the other parts of the device only then.
Hence if the information contained in it is required in any othér part .
of the device, it becomes necessary to wait for it--this waiting time
being at most k't, and averaging % k't.
" This means that obtaining an item of 1nformation from
M consumes an average time 3 k't. This is, of course, not a time re-
quirement per memory unit: Once the first unit has been ébtained in
this way all those which follow after jt (say one or m&ré minor cycles)
consume only their natural duration, t. On the other hand this variable
" waiting time (maxnmnn k‘t, average 1xmt), must be replaced in most
cases by a fixed waiting time k'%, since it is usually necessary to
retﬁrn'to the point in the process at which the 1nformatlon was desired,
after having obtained that information--and ?bls amounts altogether to
a preéise period k't. (For details cf. . .). Finally,
this walt k't is absent, if the part of M in which the desired information
is contained follows immediately upon the point at which that information
is wanted and the process continues from there. We can therefore say:

The average time of transfer from a general position in M is k't.

‘Hence the value of k! must be obtained from the general
prlnclples of balancing the time requirements of the various operations of

the device. The considerations which govern this particular case are simple:
In the process qf performing the calculations of mathe-

matical problem a number in M will be required in the other parts of the

device in order to use it in somﬁ arithmetlcal operations. It is excep—-

"tional if all these operations are linear, 1.0 +-,'— s normally %, and

71




Pt W bty et BB s d A

‘,M‘“ A et At e It sl S I et : :
. G oo

possibly +, v, will also occur. It should be noted that substituting
a number u into a function f'given by a function table, so as to form
£{u), usually involves interpolation—i.e. one X if the 1nterpolation b
is linear, which is usually not sufficient, and two to four x's if it
is quadratic to biquadratic, which is normal. (Cf. e.g. (c) in 12, 3 )
A survey of severai problems, which are typical for various«branches of
computing mathematics, shows that an average of two X (1ncluding + \/’)
per number obtained from M is certainly not too high. (For examples
cf. ) Hence every number obtained from M is used for two
multiplication times or longer, therefore the waltlng time required for
obtaining it is not harmful as long as it is a fraction of two multipli-
cation times. ) ) - ,

| A multiplication time is of the order of 302 times t
(6f. 5.3, 7.1 and 12.2, for +,~/cf. 5.5) say 1,000 t. Hence our

condition is that k't must be a fraction of 2,000 t. Thus k'--1,0C0

seems réasonable. Now a | d1 {with k--1,000 is perfectly feasible

(cf. the second part of 12.5), hence kK =« k'=-1,000, 1 =11is 3 logical

choice. In other words: Bach| dl jhas a capacity k--1,000 and has

an SG'assoclated with it, as shown on Figures 18., 19.

J

This choice implies that the number of dl |'s re-

quired is-- 229§99g‘~—250 and the number of vacuum tubes in their .asso-
-'ciéted circuits is about 10 times more (cf. the end of 12.5.), i.€e—=

2,500,

12,7 The factorization of the capacity--250,000 into---

250 | dl ’organs of a capacity—-l,ooo each can also be interpreted in

this ﬁanncr: The memory capacity 250,000 presents prima facie a 250,000-~
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way switching problem, in order to make all parts of this meﬁory immed-
4ately accessible to the other orgéns of the device. In this form the"
_task is unmanageable for E-elements (e.g. vacuum tubes, cf. however 12, 8).
The above factorization replaces this by a 250 —way switching problem, |
and replaces for the remaining factor 1,000 the (immediate, i.e. syn-
chronous) switching by a temporal succession—i.e. by a wait of 1000 t.
This is an important general principle: E ¢ = hk -
way switching problem can be replaced by a k - way switching proﬁlem
and an h-step temporal succession - i.e. a wait of ht.a.We had ¢ -
250,000 and chose k - 1,000, h - 250. The size of k was determined by
the desire to keep h down without letting the waiting time kt grow

beyond -one maltiplication time. This gave k - 1 ,000, and proved to be

compatible with the physical possibilities of aj 4l gf capacity k.

It will be seen, that it is convenient to have k, h,
and hence also ¢, powers of two. The above values for these quantities

are near such powers, and accordingly we choose:

Total capacity Of M: : ¢ = 262,10 = 2.
Capacity of al dl ] organ: k- 1,024 = 230,
Number of (a1 ] organs in M: h = 256 = 28.

The two first capacities are stated in memory units.

In terms of minor cycles of 32 = 2S memory units each:
213,

{

Total capacity of M in minor cycles: c/32 = 8,192

quacity of ai dl_)organ in minor cycles: k/32 = 32 = 25.

12,8 The discussions up to this point were based entirely on
the assumption of a delay memory. It is therefore important to note that
this need not be the only practicable solution for the memory problem -

" indeed, that there exists an entirely different approach which may even
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appear prima facie to be more natural.
The solutibn to which we allude must be sought along

the lines of‘the jconoscope. This device in its developed form remembers

the state of - 400 x 500 = 200,000 separate points, indeed it remembefs\
for each point more than one alternative., As it is well known, it re-
members whether each point has been 11luminated or not, but it can dis-
.tinguish more than two states: Besides light and no 1light it can also
recognize--at each pointé—several jntermediate degrees of {11umination.
Thesé memories are placed on it by a light beam, and subsequentlj sensed
by an electron beam, but it is easylto see that small changes would make
it possible to do the placing of the memorles by an eléb£ron beam also.

Thus a single 1conoscope has a memory capacity of the

same order as our desideratum for the entire M (-250, OOO), and all
‘memory units are 51multaneously accessible for input and output. The
situation is very much like the one descrlbed at the beglnnlng of 12.5.,
and there characterized as impraéticable with vacuum tube-like E-elements.
The iconoscope comes névértheless close to achieving this: It stores
200,000 memory units by means of one dielectric plates The plate acts
_in this case like 200,000 independent memory units——indeed a condenser
is a pgrfectly adequate memory unit, since it can hold a charge if it

is préperly switched and gated (and it is at this.point that vacuum tubes
are usually required). The 250,000-way switching and ggting is done (not
by about twice 250,000 vacuum tubes, which would be the'obvious solution,
but) by a single electron beam--the switching action proper being the
steering (deflecting) this beam so as to hit the desired point on the

plate.
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| Nevertheless, the iconoscope in its present form is not
immediately usable as a memory in our sense. The remarks which follow
bring out some of the main viewpoints which will govern the use of
equipment of this type for our purposes.

(a) The charge deposited at a npoint" of the icono-
scope plate, or rather in one of the elementary areas, influences the
neighboring areas and their cnarges. Hence the definition of an elemen-
tary area is actually not ouite sharp. This is within oertain,limits _
tolerable in the present use of the iconoscope, which is the production
of the visual impression of a certain image. It would; however, be
entirely unacceptable in connection with a use as a memory, as we are

- contemplating it, sinceAthis requires perfectly distinct and independent

- registration and storage of digital or logical symbols{‘ It will prob-
ably prove possible to overcome this difficulty after an adequate devel-
opment-—but this development may be not inconsiderable and it may neces-
sitate reduclng the number of elementary areas (i.e. the memory capa01ty)
considerably below 250, OOO. If this happens, 2 correspondingly greater
number of modified lconoscope will be required in M.

(b) If the iconoscope were to be used with 400 x 500 =

200,000 elementary areas (cf. above), then the necessary switching, that
is the steering of the electron beam would have to be done with very
considerable precision: Since 500 elementary jntervals must be distin-

) gulshed in both directions of linear deflection, a minimum relative

PrGClSiOH of —;- x‘—l— ~ .1% will be nccessary 1n each llnear direction.

500
'This is a considerable preclsion, which is rarely and only with great

difficultics achieved in “electrical analogy" devices, and hence a most
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inopportune requirement for our digital device. A more reasonable, but
still far from trivial, linear precision of, say, 5% yould cut the

' 1
-5 100 5%).

There are ways to circumvent such difficulties, at least

memory capacity to 10,000 (since 100 x 100 = 10,000,

in part, but théy cannot be discusséd here.
(c) One main virtue of the iconoscope memory is that

it permits rapid switching to any desired part of the memory. It is
entirely free of the oétroyed temporal seguence in which adjacent memory
units emerge from a delay memory. Now while this is an important advan-
-tage in som= respect, the automatic temporal sequence 1is actually desirable °
in others. Indeed, when there is no such automatic fémporal sequence it
is necessary to state in the logical instructions which govern the prob-
lem precisely at which location in the memofy any particular iteh of
information that is wanted is to be found, However, i; would be unbear-
ably ‘wasteful if this statenent had to be made separately for each unit
of memory. Thus the digits of a number, or more generally all units of

a minop cycle should follow each other automatically. Further, it is
usually convenient that the minor cycles expressing the successive steps
in & sequence of logical instructions should follow each other automat -
jcally. Thus it is probabiy best to have a standard sequence of the con-
stitﬁent memory units as the basis of switching, which the electron beam
follows sutomatically, unless it receives a special instruction. Such

a special instruction may then be able to interrupt this basic sequence,
and to switch the electron beam to a different desired memory unit (i.e.

-

point on the iconoscope plate). -
This basic temporal sequence on the iconoscope plate
correuponds, of course, to the usual method of automatic sequential scan-

ning with the electron bean~-i.e. to a familiar part of the standard
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‘ - iconoscope equipment. Only the above mentioned exceptional voluntary

switches to other points require new equipment.

f To sum up: It is not the presénce of a basic tempor;i’

sequence of memory units which constitutes a weakness of a delay memory

#  as compared to an iconoscope memory, but rather the inability of the

' former to break away from this sequence in exceptional cases (without
paying the price of a waiting time, and of the additional equipment.

 required to keep this waiﬁing time within acceptable limits, cf. the

i ~ last part of 12.6 and the conclusions of 12.7). An iconoscope memory
should therefore conserve the basic temporal sequence by providing the

~ usual equipment for automatic sequential scanning with the electron
beam, but it should at the same time be able of a rapid.switching (de-
flecting) of the electron beam to any desired point under special in-

# strucfion. . , | j

(d) The delay organ| di !contains information in the

form of .transient waves, and needs a feedback in order to become a (cy-
clical) memory. The iconoscope on the other hand holds information in
a static form (charges on a dielectric plate), and is a memory per se.

Its reliable storing ability is, however, not unlimited in time--~it is

a matter of seconds or minutes. What further measures does this neces-

3 sitate?

i 4 . ' It should be noted that M!s main function is to store
information which is required while a problem is being solved, since it
is then that there is a need for the rapid accessibility, which the
main advantage of M over‘outside stérage (i.e. over R, cfa 2.9). Longer

“ rahge sﬁorage——e.g. of certain function tables like 101og, sin, or

~77-



BTl ek e I S 5 o A B U ST At P

equations of state) or of standard logical instfuétions (1ike interpolé;
tion rules)>betweep problems; or of final results until they are printed--
should be definitely effected outside (i.e. in R, cf. again 2.9 and o)
.Hence M should only be used for the duration of one problem and consider-
’ ing the expected high speed'of the device this will in many cases not be
long enough to effect the reliability of M. In some problems, however,
it will be too long (cf. . ), and then spe01al measures become
necessary.

The obv1ous solution is thls Let Nt be a time of
réliable storage in the lconoscope. (Since Nt is probably a second to

15 minutes, therefore t - one microsecond gives N - lO6 - 109. Eor N,-
.109 this situation will hardly ever arise.) Then two iconoscopes should
"be,used instead of one, so that one should always be.eépty_while the
other.is in use, and after N periods t the latter should tfhnsfer its
information to the former and then clear, etc. If M consists of a

' greater number of iconoscopes, say k, this scheme of renewal requlres

k + 1, and not k iconoécopes. Indeed, let I, Il’ -y Iy be these
iconoscopes. Let at a given moment I; be empty, and I, ===, I3 3, I
—--,'Ik in use. After Egi periods t - .T..l+l should transfer its informa-
tion to I and then clear (for i = k replace ‘i+1 by 0). Thus Ij,y
takes over the role of Ij. Hence if we begin with I,,. then this process
goes through a complete cycle I,, Iy = I and back to I, in k+l
Asteps of duration E%i t each i.e. of tctal duration Nt. Thus all I,
I3y = I are satisfactorily renewed. A more detailgd plan of thgse
arrangements would have to be based on a knowledge of the precise orders

of magnitude of N and k. We need not do this here. We only wish to

-8~




. 3 e daxe i -~ )
oo e WA e RSB T St bilas o i P i AL i’ k20
M ™ 4 s b e et e b s b ¥ B AT s e
N .

emph351ze this point: All these cqnsidcrations bring a dynamic#l and
cyclical element into the use of the intrinsically static iconoscope--
it forces us to treat them in a manner somewhat comparable to the manner .
in which a delay (cyclical memory treats the single memory units.

From (a) - (d) we conclude this: It is very probable
that in the end the iconqscope memory will prove superior to the delay
memory. However this may require some further development in several
respects, and for various reasons the actual use of the iconoscbpe mem-
ory will'not be as radically different from that of a delay memory, as
one ﬁight at first think. Indeed, (c) and (d) show that the two have a
good deal in common. For these reasens it seems reasonable to continue
our analysis on the basis of a delay memory although the importance of

the iconoscope memory is fully realized.

13.0 Organization of M

13.1 We returm to the discussion of 2 delay memory based on
the analysis and the conclusions of 12.6 and 12.7. It is best to start

by considering Figure 19 again, and the alternatives which it echibits.

We know from 12.7 that we must think in terms of 256 - 28

of capacity 1.024 - 210

J——
organsl dl J,

each, For a whilz it will not be necessary to
decide which of the two alternatives vigure 19 (a) and (b) (or which
eonbination of both) will be used. (For the decision of )
Consequently we can replace Figure 19 by the simpler Figure:18.

The next task is, then, Lo discuss the termiﬁal organs
A'ahd 5G. A is a h-stagé amplifier, about wbich more was said in 12.5.

PRUREENESRSS S o !

The function of A is solely to restore the pulse emerging from‘ dl J
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to the shape and intensity with which it originally entered | dl i.

Hence it should really be considered a part of dl |proper, and there

is no occasion to analize it in terms of E-elements. SG, on the othei
hand; is a switching and gating organ and we should build it up from
E-elements. We therefore proceed to do this.

13.2 The purposé of SG is this: At those moments (i.e.

periods ¢ ) when other parts of the device (i.e. CC, CA and perhaps I, 0)

are to send information into the | d1 }to which this SG is attéched, or

when they are to receive information from it, SG must establish the
necessary connections--at such moments we say that SG7is on. At those

moments when neither of these things is required, SG must route the

[ . ~
output of its | dl [back into the input of its (or its other)! dl ,

according to the approximate alternative of Figure 19 at such moments
we say that SG is off. In order to achieve this it'islclegrly necessary
to take two lines from C (and I,0) to this SG: One to carry the! dl \
outbut to C, and one to bring the [:Ei:] input from C. Since at any
given-time (i.e. period ¢ ) only one SG will be called upon for these
connections with C, i.e. be on (remember the principle of 5.6!) there
need only be one such pair of connecting lines, which will do for all
256 SG's. We denote these two lines by Ly ard Lj, respectively. Now
‘the scheme of Figure 18 can be made more detailed, as shown in Figure 20.

 As indicated, Lo is the line connecting the outputs of-

all SG's to C, and Fl6UuURE RO

Ly is the line con-

necting C to the

e B 2 ——“6 s¢ [—
4nputs of all SG's. ¢ R

"~ When SG is off, its o ' Lo K
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connections o, i with L, L4 are interrupted, its output goes to a,

this being permanently connected to the input ¢ of the proper| dl |,

according to Figure 19., (a) or (b). When SG is on, its connections .
with a are interrupted, its output goes through o to Lg and so to C,
while the pulses coming from C over Ly g0 into 1 which is now connected

with a, so that these stimuli get now to a and from there to the pro-

E@r dl {input (cf. above) The line s carries the stimuli which
put- SG on or off--clearly each SC must have its individual connectlon
s (whlle L,y Lj are common. ) )

i3.3 Before we consider the E—network of SG, one more point
must be discussed. We allowed for only one state when SG is on, whereas
"there are actually two: First, when SG forwards information from M to
- C, second, when SG forwards information from C to M. In the first case

‘the output of SG should be routed into L, and also into a, while no L

connectlon is wanted. In the second case Lj should be connected to a

(and hence to the proper dl |input by the correspondlng permanent

connection of a). This.infofmation takes away the place of the infor-
mation already in M; which would have normally gone there (i.e. the
output of SG which would have gone to a if SG had remained off), hence
the output of SG should go nowhere, i.e. no Lg connection is wanted.
(This is the process of clearlng. For this treatment of clearing

cf. ) To sum up: Our single arrangement for the on state

) di}fers from what is needed in either of these two cases, First case:

a ehould be comnected to the output of SG, and not to Lj. Second case:
a should lead nowhere, not to Lo, '

| - Both maladjustments are easily corrected. In the first

case it suffices to connect Lo not only to the organ of C which is to
- ~81-



receive its information, but also to Lj--in this maﬁner'the output of

. 8G gets to a via Ly, the connection of Lé with L,, and Lj. In the second
cage it suffices to connect L, to nothing (except its i's)~-in this manner
the output of a goes into L, but then nowhere.

. In this way the two above supplementary connections ’
of_Lo and Li precise the originally unique on state ofASG to be the first
or tgé second case described above. Since only one SG is on at ahy one
time (cf. 13.2) these supplementary connections are needéd‘only once.
Accordingly we place them_into C, more specifically into CC, where they
clearly belong. If we had allowed for two different onhgtates of SG
itself, then the it would have been necessary to locate the E-network,
which establishes the two corresponding systems of connections, into
SG. Since there_are 2?6 SG's and only one CC, it is clear that our
present arrangement saves much equipment. . '

134 We can now draw the E-network of SG, and also the E-net-
work in CC which establishes the»suéplementary connections of L, and Lj
discussed in 13.3. |

Actually SG.will have to be redrawn later (cf. ' ),

we now give its preliminary form: SGL in Figure 21. When s is not stim-

ulated the two @ are impassable to FIGURE 7/

stimuli, while (:) is, hence a stim-

11

!

SGy o
\ ; S

‘ ulus entering af b goes on to a, while

a and i are disconnected from b and a.

When 5 is stimulated the two (g)

become passable, while(:) is blocked,

hence b is now connected to o and 1 to a. Hence Sdl is on in the sense

of 13.2 while s is stimulated, and it is off at all other times. The
triple. delay on (:) is necessary for this reason: VWhen sGl is on, &
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stimilus needs one period T to get from b to o, 1.8, to L, (cf. 13.3 and
the end of this eection 13.4), and one to get from Lj, j.e. from i (cf.
Figure 20), to a—-that is, it takes 3 7 from b to a. It is desirable
that the timing should be the same when scl is off, i.e. when the stié;
ulus goes via Ofrom b to a--hence a triple delay is needed on O. |

. : The supplementary connections of L, and Ly are given in

Figure 22. When r is not stimulated the two (:) are passable to stimuli;

while @ is not, hence a stimulus FIGURE Z&
entering at L, is fed back into Lj
and appears also at Cj, which 1is

supposed to lead to C. When r is’

_stimulated the two (:) are blocked,

while (:) becomes passable, hence

a stimulus entering at Co, which 1is

supposed to come from C, goes on to Lj, and L, is isolated‘from ail con-
nections. Hence SCL produces the first state of 13.3 when‘r is not stim-
wlated, and the second state when r is stimulated. We also note, that in
the first case a stimulus passes from Lo to Ly with a delay 7 (cf. the
timingrquestion of SGF, discussed above.)
. . 13.5 We must next give our attention to the line s of Figure
20 and 21- As we saw in the first part of 13 L, it is the stimulation
of s which turns SG on. 'Hence, as was emphasized at the end of 13.2,
edch SG must have its own s--i.e. there must be 256 such lines 8. Turn-
ing a desired SG on, then, amounts to stimulating its s. Hence it is at
this point that the'~250~way——precisely 256-way--switching problem com-
mented upon in 12.7 presents jtself, N o
More precisely: It isAfo be expectcd, that.the order to turnA
on & certain SG--say No. K-- will appear on two lines in CC reo-
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servea for this purpose, in this manncre Onc stimulus on the first.
line expresses the presence of the order as such, while a sequence of
stimuli on the second line specifies the number k-desireq. k runs over
256 values, it is best to choose these as 0, 1, ---, 255, in which ce;e

k is the general 8-digit binary integer. Then k will be represented by

a sequence of 8 (possible) stimuli on the second line, which express

(by their presence or abeence), in their temporal succeesion, kts binary.

digits (1 or 0) from right to left. The stimulus expressing the order
as such must appear on the first line (cf. above) in soﬁe definite time
relation to theee stimuli on the second line—-as will-be sean in
it comes immediately after the last digit.

Before going on, we note the difference between ‘these
8 (binary) digit- integers k and the 30 (binary) digit real numbers |
(1ying between 0 and 1, or, with sign, between -1 and i), the standard
.real numbers ef 12.2. That we consider the former as integers, i.e.
with the binary point at the right of the 8 digits, while in the laeter
* the Einary point is assumed to be to the left of the 30 digits, is
mainly a matter of interpretation. (cf. ) Their

difference in lengths, however, is material: A standard real number

constitutes the entire content of 3-32 unit minor cycle, while an 8 digit

k is only part of an order which makes up such a minor cycle.

(cf. )

llhO CcC and M’

lh.l Our next aim is to go deeper into the analysis of CC.
Such an analysis, however, is dependent upon a precise knowledge of the
system of orders used in controlling the device, since the function of
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CC is to receive these orders, to interpret them, and then elther to
carry them out, or to stimulate properly those organs which will carry
then Aut. It is therefore our immediate task to provide a list of the
" orders which control the device, i.e. to describe the code to be used.
in the device,vand to define the mathematical and logical meaning and
_the pperational significance of its code words.
Before we can formulate this code, we must go through
' some general consideraiions concerning the functions of 65 and‘its re-
lation to M. - | - RS -

" The drders which are received by C come from Y, i.e.
from the same place where the numerical material is ;iored. (cf. 2.h.
and 12.3 in pafticular (b).) The content of M consists of minor cycles
(cf. 12.2 and 12.7),'hence by the above each minor cycle must contain a
distinguishingimark, which indicates whether its is a standard number

or an order.,

The orders whi;h CC receives fall naturaily into these
four classes: (a) Orders for CC to jnstruct CA to carry out one of its
ten specific operations (cf. 11.4). (b) Orders for CC to cause the
transfer of a standard number from one place to another. (c) Orders
for CC to transfer its own connection with M to a different point in M,
with the purpose of getting its next order from there. (d) Orders
controlling the operation of the input and the output of the device (i.c.
1 of 2.7 and O of 2.8) |

| Lot us now consider these classes (a) - (d) separately.
We cannot at this time add anything to the statements of 1ll.4 concerning

(a). (cf. however ; ) The discussion of (d) is also better
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delayed (cf. ")« We propose, however, to discuss (b)
and (c) now,

14,2 Ad (b): These tran#fers caﬁ occur within M, or withih
CA, or betweenbu and CA. The first kind can always be replaced by two.
operations of the last kind, i.e. all transfers within M can be routed
through CA. We propose to do this, since this is in accord with the
gene£a1 principle of 5.6, (cf. aléo the discussion of the second ques-
tion in 11.1), and in this way we eliminate all transfers ;f the first
kind. Transfers of the second kind are obviously handled by the oper-
ating controls of CA. Hence those of the last kind alone remain. They
fall obviously into two classes: Transfers'from M to EA and traﬁsfers

from CA-to M. We may break up accordingly (b) into (b') and (b"),
 cofresponding to-theée-tﬂo operations. : ’

14,3 Ad (c): In principle CC should be instructed after
eaéh order, where to find the next order that it is to carrj out. Wé
saw, however, that this is undesirable per se, and that it’should be
reserveq for éxceptional‘occasions, while as a normal routine CC should
obey the orders in the temporal sequence, in which they naturally appear
at the output of the DLA organ to which CC is comnected. (cf. the
corresponding discussion for the iconoscope memory,.(c) in 12.8) There
must,'however, be ofders available, which may be used at the exceptional

occasions referred to, to.instruct CC to transfer its connection to any

other desired point in M. This is primarily a transfer of this connec-

tion to a different DLA organ (i.e. a| dl | organ in the sense of 12.7)

Since, however, the connection actually wanted must be with 2 definite

_minor cycle, the order in question must consist of two instructions:
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First, the connectién of CC is to be transferred to a definite DLA oréan.
Second, CC is to wait there until a definite ;period, the one in which
the desired minor cycie appears at the output of this DLA, and CC is to
accept an order at this time only. Y
Apart from this, such a transfer order might provide,
‘that after receiving and carrying out the order in the desired minor cycle,
CC should return its connectlon to the DLA organ which contgins the minor
cycle that follows upon the.one containing the transfer order, wait until
this minor cycle appears at the output, and then continue to acéept or-
ders from there on in the natural temporal sequence. {}ternatively, after
receiving and carrying out the order in the desired miqor cycle, CC should
continue with that conneciion, and accept orders from there on in the
natural temporal éequehée. It is convenient to call a transfer of the
firét type a transient one, and one of the second type a’ permanent oné.

' It is clear that permanent transfers are fréquently
needed, hence the second type is'certainly necessary. Transient trans-
fers are undoubtedly required in connection with transferring standard
numbers (orders (c') and (c"), cf. the end of 1lh.2 and in more detail
in 4.4 below). It scems very doubtful whether they are ever needed in
true orders, particu;arlj since such 6rders constitute only a small
part oé the contents of M (cf. (b) in 12.3), and a transient transfer
order can always be expressed by two permanent transfer orders. We will
theggfore make all transfers permanent, except those connected with
transfetring standard numbers, as indicated above. .

14.4 Ad (b) again: Such a transfer between CA and a defi-
nite ﬁinor'cycle in.M (in either direction, corresponding to (b') or

(b*), cf. the end of 14,2) is similar to a transfer affecting CC in the
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sengse of (c), since it requires establishing a connection with.the
desired DLA organ, and then waiting for the appearance of the desired
minor cycle at the output. Indeed, since only one connection bectween
M and CC (actually CC or Ci, i.e. C) is possible at one time, such a’
nunber trqnsfer‘requires abandoning the present coinection of CC with
M, and then estabiishing a new connection, exactly as if a transfer
affecting CC in the sense of (c¢) were intended., Sincs, hovever, ac-
tually ho such transfer of CC is desired, the connection of CC with its
originalbDLA organ must be reestablished, after the number transfer has
been carried out, and the waiting for the proper minor ¢ycle (that one
following in the nstural temporal sequence upon the trgﬁsfer order) is
also necessary. i.e, this is a transient transfer, as indicated at the
“end of 14.3. . . |

It should he noted, that during a traﬁsient transfer
the place of the minor cycle which contained the transfér o;aer, must‘
be'remembered, since CC will haveqﬁo return to its successor. I.e,

CC must be able to remember the number of the DL: organ which contains

this mingr cycle, and the number of T periods after which the minor

cycle will appear at the output.- (cf. for details )
4.5 Some further remarks:

First: Every permanent transfer involves waiting for
the desired minor cyéle, i.e. in the average for half a transit through
a DLA organ, 512 periods 7 . A transient transfer involves two such
waiting periods, which add up exactly to one transit.through a DLA organ,
1,024 periods T + One might shorten certain transient transfers by
apprdpriate timing tricks, but this- seems inadvisable, at least at this
stage of the discussion, since the‘switchihg operation itself (i.e.-

~88-



changing the connection of CC) may consume a nonnegligible fraction of
_ a minor cycle and may therefore interfere with the timing.

Second: It is sometimes desirable to méke a transfer
from M to CA, or conversely, without any ﬁaiting time. In this case the
minor cjcle in M, which is involved in this transfer, should be the one
immediately following (in time and in the same DLA organ) upon the one
containing the tfansfer order., This obviously calls for an extra type
of immediate transfers, in addition to the two types 1ntr6duced in 14.3.
This type w1ll be discussed more fully in | |

Thlrd: The 256 DLA organs have numbers 0, l ;j255;
i.e. all 8-digit binary numbers. It is desirable to give the 32 minor
cycles in each DLA organ equally fixed numbers O, 1, ;—-, 31, i.e, all
AS—diglt binary numbers, Now the DLA organs are definitc physical objects,
hence their enuéeratlon offers no difficulties. The minor cycles in a
vglven DLA organ, on the other hand, are merely mov1ng 1001, at which

certain combinations of 32 poss1ble stlmnll may be located. Alterna—
tively, looking at the situation at the output end of the DLA organ,

a minor cycle is a sequénce of 32 pefiods 7 , this sequence being con-
sidered to be periodically returning after every 1,02L periods T . One
might say that a minor cycle is a 32 r "hour" of a l,O2h_'r tday", the
"day", thus hawlng 32 "hours". It is now convenient to fix one of this
"hours", i.e. minor cycles, as zero or | and let it be at the
same time at the outputs of all 256 DLA organs of M. We can then
-attribute each "hour", i.e. minor cycle, its number 0, 1, -—--, 31, by

counting from there, We assum accordingly that such a convention is

established--noting that the minor cycles of any given number appear at

-89~



o AL

the same time at the outputs of all 256 DLA organs of M, | -
Thus each DL& oréan has now a number 4 = 0, 1, ---, 255
(ot S-Qigit binary), and each minor cycle in it has a number p z O, l} :
--—; 31 (or 5-digit binary). A minor cycle is completely defined within
M b& specifying Both numbers i, p. Due to these relationships we pro-
posé to call a DLA organ a major cycle, S
Fourthﬁ As the contents of a minor cycle make their

transit across a DLA organ, i.e. a major cycle, the minor cyclés number

fp clearly remains the same. When it reaches the output and is then

cycled back into the input of a major cycle the number p is still not
changed (since it will reach the output again after 1,024 periods. T ,
and we have synchironisn in all DLA organs, and a 1,024 7 periodicity,
cf., above), but 4« changes to the number of the new major cycle, For
individual cycling, the arrangement of Figure 19, (a), this means that
/& 5 too, remains unchanged. For serial cycling, the arrangement of

Figure 19, (b), this means that, usually increases by 1, except that

~ at the end of such a series of, say s major cycles it decreases by s-1,

These observations about the fate of a minor cycle after
it has appeared at the output of its major cycle apply as such when that
major cycle is undisturbed, i.c. when it is off in the sense of 13.2.

When it is on, in the same sense, but in the first case of 13.3, then

_-our observations are obviously still valid--i.e. they hold as long as

the minor cycle is not being cleared. When it is being cleared, i.e.

in the second case of 13,3, then those observations apply to the minor

. cycle which replaces the one that has been cleared.
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15.0 The code

15,1 ~ The considerations of 14. provide the basis for a gomplete classi-

fiéation Qr the contents of Y, i.e. they enumerate & system oflsucce$izg
disjunction which give together this classification. This classification '
will put us into the position.to formulate the code which effects the lbgi-
cal control of CC, and hence of the entire device,
let us thereforeirestate the pertinent definitions and disjunctions.
The contents of M are the memory units, each one“beingAcharacter-
ized by the pr&sence or sbsence of a stimulus. It can be used to repre-
sont accordingly the binary digit 1 or 0, and wo will af;;ny'rato designate
its content by the binary digit i = 1 or 0 to which it corresponds in this

menner.s (cf. 12.2. end 12,5, with 76 ) Those units are grouped toéother

" to form 32-unit minor cycies. and these minor cycles are the entities

which will acquire direct significance in the code which wo will introdﬁce.
(ef. 12.2,) We donote tho binary digits which meko up tho 32 units of a
minor cycle, in their natural tomporal sequonce, by io; 11, 12;__-. 151‘
The minor cycles with these units may be written I= (io. fe 1gy ==my 131’2_

= (iv),

Minor cycles fall into two classes: Standard numbers and orders,
(cf. 12.2, and 14,1,) These two categories should be distinguished from
oach othor by thoir respoctive first units (cf, 12.2.) fi.e. by the wvalue
of i, Wo agroo accordingly, that 1, =0 is to designate a standard
numbor. , and i° = 1 en order.

15.2. Tho romeining 31 units of a standard number oxpross its

binary digits and it s sign, ;t is in the naturoc of a&lll arithmotical opora-

tion, specifically because of tho role of carry digits , that the binary
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digi@s of tho numbors which enter into thom, must to fod in from right to
left, f.0, thoso with the lowest positional valuos first, (This is so
because the digits eppoar in a temporel succession and not simultaﬁeoubly,
cf., 7.1. Tho détails arc most simply cvident in the discussion of the
addor ip.T.z.) The sign plays the role of tho digit farthest left, i.e.
of the highost positional value (c¢f. 8,1.) Honce it comes last, 1.00 i.)=
0 designatgs tho + sign, and iz’ = 1 the ~'sign, Finally by 9.2 the
binary point follows immediately aftor the sign digit, and‘tho numbor‘E
this rcpresonted must be moved mod 2 into the interval -1, 1. That is%%

31 v - 31 -
1,, 1 > i 2 (mod 2), 1< E;g.

31 30 g9 === 1) = 24— i

1543 The romaining 31 units of an order, on the othor hand,

must oxpress the naturo of this order. The orders wore classified in 14.1

into four classes (2) - (d), and these were subdivided furtbér as follows:
(2) in 11.4, (b) in 24.2, (b) and‘(c) in 14,3, 14.4, and the socond re-
mark in 14,5. Accordingly, the following complete list of orders obtains:

' (a) Ordors for CU to instruct CA to ocarry out one of its ten
spocific ;porations enumorated in 11.4. (This is (a) in 14.1) Wo dosig-
nato theso operations by the numbers 0, 1, 2, we-, 9, in the order in which
thoy octur in 11,4, and thercby place ourselves into the position to refor
to any ono of them by its number w = 0, 1, 2, we=, 9, which is best given
as a 4-digit binary (cf., howovor, ) Rogarding th; origin of
the numbors which entor (as variables)into those oporations and tho dis-
gosal of tho rosult, this should bo saidi According to 11.4, tho formor
como from ICA :md*JCA and tﬁo latter goos to OCA' allin(CA (cf; Fisuros 16,
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17) Jg, is fod through I ca O the

finel output of CA. Conséquontly these arc the actual connocting links

CA"

o and I, is tho original input and

botwoon M and CA, The feeding into I,, Will bo described in (3), (V),

Cc
(8) below, the disposal from Ogy Will be doscribed in (), (&), (3) bolow,

Cortain opcrations are so fast (they can be handled so as to con-
sumo.only the duretion of a minor cycle), that it is worth while to bypass
Ogs whon disposing of thoir result. (cf. - )

Tho provisions for clearing ICA and JC  wero doscribed in 11,4.
oS

Regarding the clecaring of O A this ought to be seid: It would seem natural

c
to clocr Ogy oach timo after its contents have beon transferred into M.  (ecf.

Bclow). Thero arc, howover, cases, when it is preferable not to transfor
, and not to clear the contents of O., Specifically: In the

CA cA °P ¥

discussion of the operation s in 11.3 it turned out to bo necessary to

" out from O

hold in this menner in Ogs the result of a previous oporatibn -« Alter-
nativoly, the previous operation might also be +, i, j, er oven x, ef. there,

Anothor instance: If a multiplication xy is carried out, with an OCA which

cohtains, say, 2 at the beginning of tho operation, then actually z + Xy

will form in Oy, (cf. tho discussion of multiplication in 7.7) It may

thorefore be occasionolly desireble to hold the result of an operation, which

1

is followcd by o multiplicction. in OCA' Pormation of sums E xy is one

oxemplo of this..

Wo nood thercfore an additional digit ¢ = O, 1 to indicate whethor

-

0., should or should n:t bo cloared aftor tho operation, Wo lot ¢ = 0 ox~-

CA
press tho former, and c¢= 1 the lattor,
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. (8) Orders for CC to cause the transfer of a standard numbor

from e definite minor cycle in M to CA, (This is (b) in 14,1, typo (b')\ of

'14,2) Tho minor cycle is defined by the two indices u, p (cf. the third

_ remark in 14,5) The transfer into CA is, moro precisely, ono into ICA (cf.>

(a) ovove),
(Y) Orders for CC to cause the transfer of a standard number
which follows immediately upon the order, into CA, (This"is the immediate

transfer of the scond remark in 14,5 in the variant which corresponds to

" (B) above,) It is simplest to consider a minor cycle containing a standard

number (the kind analyzed in 15.2) as such an order per se, (This modifies

- the statemont loc. cit. somewhat: The standard number in guestion is not in

the minor cycle following immediately upon a minor cycle ‘which has just

glven an order to CC.‘thcn the numbor will automatically operate as an
immediate transfer order of the typo described. (cf. also the portinent
remarks in (¢) and in Q;) bolow.) The transfer into CA is again ono” into
Ica (cfy (a) or (3) above.).

i () Orders for CC to cause tho tranéfcr of a standard number from
CA to a definitc minor cycle in M, (this is (u) in 14,1, typo (b'') in
14.2) The minor cycle in M is dofined by tho two indices u, p, as in (3)
above, Tho transfer from CA is, more precisely, onc from 0CA -= this was
discussed, togothc; with the necessary oxplanations and quelifications, in°
(a) above,

(6) Orders for CC to causo tho transfor of o standard number
from CA into the minor cycle which folloﬁs immodiatoly upon tho one contain-

ing this ordef. (This is tho. immediate transfor of ‘tho socond romark in



14,5, in the variant which corresponds to (d) above.) The transfor from

CA is again one from OCA (cf. (a) or () avove,)

In tﬁis case the CC connection passes from this transfer order on
to the next minor cyclo.'into which the standard numbor in question is just
being sent, There would be no point in CC now obeying (¥), and sonding
this~nymber back into CA -~ also, thero might be timing difficulties. It
is best, thefoforc. to cicept this case explicitely from the oporation of
(¥)i I.os: (Y) is invalis if it follows immodiately upon an (e

| (8) Ordors for CC to causo the transfor o{-a standard number
from CA into CA. (This is an operation of CA, the usofu}néss of which wo
recognized in 11.2 cf. also ) More procisoly, from Oy into Iy
(cf. (a) abovo) |

(8)_ brders.for CC to transfor its own connoction with ¥ to
a defiﬁité minor cycle (elsowhere) in M. (This is (¢) in 1411) The
minor cycle is M is defined by the two indices u,; p, as in (b) above,

- Note, thet o (B) could bo ropla-ed by a ({), considering (Y).
Tho only differcnco is, that (2) is a permenent t:ansfor. wvhile (B) is a
trensient ono, This may sorve to place additional emphasis og tho corres-
ponding considorations of 14,3 and 14.4.

) Ordc;s controlling thc operation of the input and the out-
put of tho dovice (i,e. I of 2,7 and O of 2,8 ) (This is (d) in 14,1)

As indicated in 14,1, the discussion of those orders is bettor delayod

(Of. - )' |

Cee s ¥ P pave
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15,4 Lot us now comparo tho numbors of digits nocossary to

expross thesc ordors with tho numbor of available digits in a minor cycle -

31, as stuted at tho beginning of 15.3; | ] |
~ To bogin with we have in () - () 8 typos of ordcrs.\to

distinguish thosc from eoach othe£ roguires 3 digits. Next, the types (a) -

(§) ( we postpono (h), cfs nbovo) have these requircments: (a) must specify

the number w, i.c. 4 digits, plus the digit ¢ - all togoﬁhor 5 digits,

! (3), as woll as (J) and (i). must specify the numbers jcand f , i.c. 8 +

5 =13 digits. (¥) is outsido this category. (&), as well as (e). requires

no further specificutions, : -

Neithor of theso uses the3l available digits very efficicntly.

Conszquently we might considor putting several such orders into one minor

At

cycles On the other hand such a tondency to pool ordors should be kept

Within very d Sfinite linits, for the following reasons., B

First, pooling several orders into one minor cycle should be

avoided, if it requires the simultanoous performance of several operations
(1.6, violates the principle of 5.6.) Second, it'should also be avoided

if it upsets the timing of the operations., Third, the entire mattor is
usually not important from the point of view of the totgl memory capacity:
Indeod, it reduces tho number of thosé minor cycles only, which nre used

for légiéal instructions, i.e. for the purpose (v) in 2.4, and these
reprosent usually only a small fraction of the total capacity of M (cf,

(b) in 12,3 and ). Honce the pooling of ordors should rather be

carriod out from tho point of viow of sihplifying tho Zogical structure of

the code,
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15.5 Theso considorutionsAdiscouragc pooling sovoral orders of

tho typc (a) - bosidos this would ofton not bo logically possible elther,

without intervening orders of tho typos (8) - (Z) Combining two orders
N

of the types (B), (¢), (5) is also dubious from the abovo points of view,
bosides it would leave only 31-3-13-13=2 digits froe, and this (although

it could bo increased by various tricks to 3) is uncomfortably low: It

is advisablo to conserve somo spare capacity in the logical part of the codo
(i.0. in tho orders), since later on changes might bo desirablo. (E.g.

it may bocome ainsable té increaso the capacity of M, i,e. tho number

256 of major cycles, i.e. the number 8 of digits of us- For an othor reason

cf,

: Tho.bost chance lics inywoling an operation order (a) with or-
dors controlling-tho tgansfer of its variables into CA br the traonsfer of
its result out of CA. Both types may involve 13‘digits;fde{s (namely (3)
or () ), hence wo cannot count on pooling (a) with more than one such
order (cf. tho aﬁovo estimate plus the 5 digits required By (a) !)e Now
ono (a) -usually requires transferring two variables into CA, hence the
simplost  systematical procedurc consists in pooling (@) with the disposal
of its result, I.e. (a) with Q{)‘or (¢) or (8). It should be noted that
every.ﬂa), (e), (s), i.c. transfer from CA must be preccded by an (a},
and every (8), (¥), i.o. transfer into CA, just bo followod by an (a),
indccd, tboso transfers aro always connccted with an (d) operation, the
‘enly possible cxceptisn would bo an M to M transfor, routed through (a),
" but even this involves an (a) oporation (i or j in 11,4, cf. thore and in

11.2 ). Consoquontly orders (d), (&) (8) will always occur pooled with(a),

and ordors (B), (¥) will alWways occur elone. (a), tod, may occasionally
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occur nlono: If the rosult of tho oporation ordcrod by (G)Ai& to .be
held in Oca (ef. tho last part of (a)hinlls.S). then i1t wil) usigiir nox
bo nocossary or desirablo to dispose of this rosult in any otlep wa,
also (cf, tho cxumples loc.cit,) Wo shall kcep both possibilitjesi)P?n:
thoro ma& ér may not be an cdditional disposal of tho result, gne i1 th§
socond caso (a) will not bo pooled with any disposal ordor., frders (})
aro of-a sufficicntly excoeptional logical charactor, to Justily that thoy
too always occur alone, )

Thus we have - if wo disrogard (Y), which is in roality a standard
number - the 7 following types of orders: (a)+(3), (q)+(e). (o), (B), (§), :
(r,). They roquirc 5+13=18, S.S,S, 13, 13 digits (wo diazegare %), which
will bo discussed later) plus 3 digits to distinguish the typos frim each
othor, plus ono digit (iozl) to oxpress that an ordor is involvod; Hence

tho tdals aro 22, 9, 9, 9, 17, 17 digits, This is an avorage efficiency

of - 50% in utdlizing the 32 digits of a minor cycle, This offocioncy

can bo considered adequate, in viéw of the third remark of 13,4, end it
louvos.at tho same timo o« comfortable sparo capacity (cf, tho.bcginning
of 15.5). )

';§&§ Wo aro now in tho position to formulate our codo, This
formulation will bo prosonted in the following mannor:

flo proposo to cheracterize all possiblo minor cycles

which may be usod by the dovico. Theae are standard numbers and erdsr,
already onumoratod and described in 15.1 - 15,5, In tho tablo which
f;lléws wo will speeify the four following things for oach possible minor

cycle: (I) The typo , i.0. its rolationstip to the classification (a) - (M)
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of 15,3, and to tho pbol;ng proceduros ;f 15.8. (;I) Tho meaning, as
doscribod in 15.1 - 15.5, (III) Tho shert symbol, to bo used in verbal
or writtcnvdiscﬁssions.of tho code, and in particuler in ell further
annlyses of this peper, end when setting up problems for tho dovico. |
(cr. - ) (IV) The codo symbol, i.e. the 32 binary digits i,
i, 1,5, ~=-, 131, which corrospond to the 32 units of the minor cycle in
question, Howover, thero will only be partial stotomonts on this last
point‘at this timo, tho precisec description will be given iator(cf ).
Rogarding the numbors (binary intégo;s) which occur iﬁ theso
symbols, we obsorve this: Thoeso numbors arc u, Pe W Ce Vo w;ll dgnotc
their binary digits (in tho usual, left to.right, order) by Upe ==+ Ugj

-y P4| Poi W3¢ ==+ Woi Ce

e e
' ..
w o

: . .
l HR T q
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: Tabloe.
2
(1) (11) (111) (1V)
Type, : Meaning, Short Codo
Symbol Symbol
Minor® cycle
1 =( iv) =
Standard | Storage for the number defined by {, =i .. N‘s t, © o]
. number & 317 3/1 :
Order i is the sign: O for +, i for =, :
k (v) If CC is connected to this minor cycle, then it
operates as an order,causing the transfer of
into Igg. This does not apply however if this \
minor cycle follows jrmediantely upon an order
w—%A or wh — A, ) - »
Order Order to carry out the operation w in CA and to ¥ —>up -
(a) +(d) ldispose of the result. w is from the list of or 4. =1
11.4, Thesec are the operations of 11.4, with wh —up ' 1
R their current nwibers w and their symbols ws
- Crder : : T : - - {. WL
(a) +(<) w decimal w,bmarv;_w we,decimallw,binary W or
o | 0000 i+ 5 0101 i wh =
. 1 0001 - 6 0l10 3 '
' . 2 0010 |X 7 0111 s A
Order - 3 0011 |/ B 1000 35 W=
(a) +(3) 4 0100 v~ 9 1001 bd or
h means that the result is to be held in Ocas whA .
—_— ' Tup means, that the result is to be trans- 2 A
ferred into the minor cycle pin the major cycle
Order u; —f, that it is to be transferred into the wh
(a) minor cycle immediately following upon the ordey}
~>A, that it is to ve trensferred into Ica;
“ no -», that no disposal is wanted (apart from h).
Order Order to transfor the numbor in the minor
) - cyclo in the mejor cycle u into I, g Ac-up .
Order Order to connoct CC with tho minor cycle in
A the major cyclo u. ‘ Cé-up
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Remark: Orders w (oz; wh)—-—» up (or f) transfer a
standard number %l from CA into a minor cycle. If this minor cycle
is of the tjpe N % (i.e. 14 = 0), then it should clear its 3}. digits\
represen£ing %' , and accept the 31 digits of E, . If it is a minor
cycle ending in up (i.e. i = 1, order W —up or wh-—up or A¢— up ov
C & ﬁp), then it should clear only its 13 digits representing up, Aard

accept the last 13 digits of %!
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