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Introduction

The advent of the Internet can be easily heralded as one of the key events which led to
the Information age as it is colloquially known. Sharing of thoughts, ideas and opinions
reached new heights and people of all ages, race, gender were able to engage in meaningful
debates (though often using anonymized profiles), across chat rooms, social forums, and
discussion boards. However, there was a darker aspect to this new medium — online abuse
and harassmentbecame rampantin certaincommunities. A2017 survey bythe Pew Research
group reported that “Roughly four-in-ten Americans have personally experienced online
harassment, and 62% consider it a major problem.” [1] Wikipedia, since its inceptionin 2001,
is no stranger to this phenomenon. In arecent Community insight surveyin 2018, "68% of
respondents reported having experienced harassment at some pointinthe past.” Inthe same
survey, “About 22% of Wikipedians reported avoiding Wikimedia projects for one to three
days because they felt unsafe.”[2] In order to combat this problem, Wikimedia has an organic,
human-driven processinplace, where people who have experienced harassment, reportsuch
occurrencesonnoticeboards, wherethese cases are acted upon by Wikipedia Administrators.
However, since this a completely human-driven approach there have been cases of bias as
wellofneglect. Itisthe objective of our capstone projecttodevelop adata-drivenapproach
to automatically detect abusive users online and alert the human administrators of the
Wikipedia Foundation of such abusive users. By making this an autonomous process, we
intend to reduce the errorsin judgment and also address the wide variety of issues, which
cannot be addressed by a limited number of human administrators. However, there are afew
ethicalissuesthatneedto be addressed before we go ahead with ourimplementation and
these issues will be explored next in the paper.

Issue 1: Right to free speech and expression on online platforms

In most democratic countries, citizens have the right to free speech and expression, usually
guaranteed by a charter or the constitution of the country in question. One common example
cited isthe US Constitution’s 1tamendment. However, blocking/banning individuals for what
they say on online platforms like Wikipedia seems at odds with the rights laid down by the
country’s constitution. This gives rise to questions — Can such a right which is guaranteed by
governing institutions be overridden on the private online platforms? Should admins and
moderators on such platforms like in our Wikipedia project case, be allowed to curtail the
righttofree speechontheInternet? The answertothese questions canbe quite murkyand
most often than not comes down to the context of the speech and type of platform in
guestion. Individuals frequently take advantage of the perceived anonymity of computer-
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mediated communication, using this to engage in behavior that many of them would not
considerinreallife. Certain speech like bodily threats, incitement to lawless action, blackmail,
obscenity, etc are not covered by these rights and can be grounds for prosecution. Lata Nott,
anexpertonthefirstamendmentmentionsthatthe firstamendmentonly protectsyoufrom
government punishing, censoring or oppressing your speech and does not apply to private
organizations."So if, say, Twitter decides to ban you, you'd be a bit out of luck,” Nott says.”You
can't make a First Amendment claim in court."[3] However, for a more public and open
platform like Wikipedia, implementing bans/blocks is not as easy, as Wikipedia needs a
collegial atmosphere needed to create a good encyclopedia.

A solution to this would be that Wikipedia should lay down firm rules in the form of
community guidelines, borrowing from more private platforms like Facebook, Twitter, but
also taking into account the unique open atmosphere at Wikipedia. The current principles laid
down by Wikipedia are known as the “five pillars”; they are not enough to cover cases of
harassment.[4] Even though Wikipedia has a “No personal attacks” policy and it's own Wiki-
Etiquette[5], often human administrators in the absence of stricter guidelines have to
arbitrate on their own. Most severe breaches of etiquettes can be easily judged, however
without guidelines, it can be harder to arbitrate on more trivial offenses. For the purpose of
implementing the solution proposed by our project, the Wikimedia Foundation would have
to lay down strictly written guidelines, which can be adhered to by humans and machines
alike. Thiswould also make it clearto the public atlarge what speech would be considered
offensive and grounds for banning by administrators and future autonomous methods,
thoughthere would stillbe adegree ofbiasinvolved—the paperwould expand onthisissue
in the nextsections.

Issue 2: Algorithmic Ideology - Who gets to decide the criterion for user blocks?
As mentioned earlier, for our implementation of autonomous user blocks, we will be using
prior rules as well as new guidelines(if any) as the criterion for deciding whether a user’s
speech or online activity gets classified as block-worthy or not. These rules as well our study
of previous casesofuserblocks bythe administratorswillbecomethe core of ouralgorithm
for the automated block process. However algorithmic design and ideology are often
influenced by certain biases, which are not conspicuous often. In our case, the Wikimedia
Foundation will be giving us the data(of prior cases) and the rules for designing the algorithm
and thus will to a certain extent influence its design. The criterion that they decide may be
biased in many different ways. In our case we are building the new process for English
Wikipedia, therefore most of the rule makers would likely be from the western world and
mostlikely male. Hence, eventhoughtheythink thatthe rules that they are envisioning for
everyone, would mostlikely be more suitable for some “default” standards or the majority,
and often this might be “men”, “white”, "straight”, “rich” as assumed standards. As
mentioned by Kate Crawford, thiswillbe like the “signal problem”: where dataisassumedto
reflect the social world, but there are significant gaps, with little or no signal coming from
particular communities.[6] Another area of concernis Algorithm opacity where oftenitcan
be difficult to interpret the outcome of algorithms due to many factors involved. If the
targeted people don’tunderstand complextechnologies, itcan be easily be abused by the
few “technological elite” who do understand them. As mentioned by Danaher, this is



essentially an "Algocracy" as a "particular kind of governance system, one which is organized
and structured on the basis of computer-programmed algorithms.”[7] Finally, since we are
buildingmodels based on historical blocks data, we musttakeinto accountthe factthatour
models might become recidivistin nature, and have certain harmful feedback loops.

Inorderto address these concerns, Wikimedia foundation can take afew steps as the
decision maker in this process. First, they can ensure that the team drafting the
rules/guidelines for English Wikipedia harassment blocks has a diverse group of individuals
from different races, ethnicities, genders and sexual orientation. This will not only fix the
“signal problem” issue but also has the potential to add a lot of innovative ideas to the
decision-making process. Algorithmic opacity can be handled to some extent by drawing a set
of responses that the algorithm makes for different block cases/scenarios so thatthe user
gettingblockedknowsthe probablereasontheyweretargetedforablockaction. Thisisnot
aperfectsolution, butgenerally more opennessinresponse is the way to go forward here.
The recidivism issue can only be handled if we are careful to address factors in the model
which are chosen because of certain groups in the past that were associated with them. This
can be something like geography(which is often proxy for race). We must do a careful analysis
before selecting features for our model and make sure that model gets updated with more
recent data points — only then will we avoid harmful, biased feedback loops.

Issue 3: Data Fundamentalism - Human data as the objective truth?

Thedatawhichwewillbe usingformodeltrainingwillbe historicaluserblocksbasedon
human interactions. However, such large-scale human data is bound to subjective —what one
person found offensive may not be offensive to another. As Rebecca Lemov argues, “When
trying to understand the ramifications of this big-data trajectory, | argue, it is necessary again
to bear in mind that the data is not only generated about individuals but also made out of
individuals. Itis human data.”[8] We are at this point essentially treating the data as a raw
resource. Howevertreatingsuchdataasarawresource,inturn,leadsustothinkofitasthe
starting pointof our analysis—and we tendto make the unnoticed assumptionthatthe data
is transparent, self-evident and that it is the fundamental truth itself. The question that should
be asked here is — even though the human data may be biased, but due to its nature as a
starting point resource, should such data be considered as the fundamental, objective truth
and be used for training our model? This is the problem of Data Fundamentalism and itis best
stated by Lisa Gitelman — “If we’re not careful, in other words, our zeal for more and more
data can become afaith in their neutrality and autonomy, their objectivity. “[9]

Onewaytotackle the Data Fundamentalismis simply being aware as designers of the
modeloftheinherently subjective nature ofthehumandataandtonottreatanyconclusions
reached from big data models as what'’s really true. The results of a model should always be
treated as just a simulation of what “might“ be the truth. We should also never believe any
correlations which we observed fromthe data and associate them as causal factors. Causality
isonly established through scientific, objective processes, independent of the collected data.
Technological objectivityi.e.lookingathowthe datais produced, collectedand thereason
behinditscollection, etcshould all help usunderstandthe underlying assumptions and biases.



There are some other measures which might help us understand the data source and the
associated cognitive biases such as using big data features with qualitative methods and
making use of ethnography while analyzing.

Conclusion

Through the implementation of our autonomous user blocks process, we hope to make
Wikipediaasaferplacertoeditarticlesandinteractwith people whoworkinthe samefields.
Through our project, we would like to help maintain an atmosphere conducive to open
knowledge sharing and collaboration on this platform. We are wary of the fact that even
though we have good intentions, we should not use any means to reach those ends —in short,
we should make sure that any Ethics of ultimate ends is balanced by Ethics of responsibility.
Even though we would not be able to take into account all ethical issues, we feel that if we
can account for the above-mentioned problem areas and be open to visualizing any new
problemsinourprocess, wewould be able to positivelyimpactalot of people onWikipedia.
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