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## PREFACE

The present work is a revision and abridgment of the authors" "Course in Mathematics for Students of Engineering and Applied Science." The condensation of a two-volume work into a single volume has been made possible partly by the omission of some topics, but more especially by a rearrangement of subject matter and new methorls of treatment.

Among the subjects omitted are determinants, much of the general theory of equations, the general equation of the conic sections, polars and diameters related to conics, center of curvature, evolutes, certain special methods of integration, complex numbers, and some types of differential equations. All these subjects, while interesting and important, can well be postponed to a later course, especially as their inclusion in the present course would mean the crowding out, or less thorough handling, of subjects which are more immediately important.

The rearrangement of material is seen especially in the bringing together into the first part of the book of all methods for the graphical representation of functions of one variable, both algebraic and transcendental. This has the effect of devoting the first part of the book to analytic geometry of two dimensions, the analytic geometry of three dimensions being treated later when it is required for the study of functions of two variables. The transition to the calculus is made early through the discussion of slope and area (Chapter IX), the student being thus introduced in the first year of his course to the concepts of a derivative and a definite integral as the limit of a sum.

The new methods of handling the subject matter will be recognized by the teacher in places too numerous to specify here. The articles on empirical equations, the remainder in Taylor's series, and approximate integration are new.

It is believed that this book can be completely studied by an average college class in a two years' course of 180 exercises. Teachers who wish a slower pace, however, may omit the last chapter on differential equations, or substitute it for some of the work on multiple integrals.

The book contains 2000 problems for the student, many of which are new. It is, of course, not expected that any student will solve all of them, but the supply is ample enough to allow the assignment of different problems for home work and classroom exercises, and to allow different assignments in successive years.
F. S. WOODS
F. H. BAILEY

## CONTENTS

## Chapter I - Cartesian coördinates

Article ..... Page

1. Direction of a straight line ..... 1
2. Projection ..... 2
3. Number scale ..... 3
4. Coördinate axes ..... 4
5. Distance ..... 5
6. Slope ..... 6
7. Point of division ..... 8
S. Variable and function ..... 9
8. Functional notation ..... 12
Problems ..... 13
Chapter II - GRAPHS OF ALGEBRAIC FUNCTIONS
9. Equation and graph ..... 20
10. Intercepts ..... 21
11. Symmetry and impossible values ..... 23
12. Infinite values ..... 2.$)$
13. Intersection of graphs ..... 29
14. Real roots of an equation ..... 34
Problems ..... 36
Chapter III - CHANGE OF COÖRDINATE AXES
15. Introduction ..... 39
17-18. Change of origin ..... 39
16. Change of direction of axes ..... 42
17. Oblique coördinates ..... 43
18. Change from rectangular to oblique axes ..... 44
19. Degree of the transformed equation ..... 45
Problems ..... 45
Ciapter IV - Grapis of Transcendental FUnctions
Article Page
20. Definition ..... 49
21. Trigonometric functions ..... 49
22. Inverse trigonometric functions ..... 52
23. Exponential and logarithmic functions ..... 52
24. The number $e$ ..... 53
Problems ..... 55
Chapter V - THE STRAIGH'T LINE
25. The point-slope equation ..... 57
26. The slope-intercept equation ..... 57
27. The two-point equation ..... 58
28. The general equation of the first degree ..... 58
29. Angles ..... 59
30. Distance of a point from a straight line ..... 63
Problems ..... 64
Cuapter VI - CERTAIN CURVES
31. Locus problems ..... 69
35-37. The circle ..... 70
38-40. The ellipse ..... 74
41-43. The hyperbola ..... 77
44-45. The parabola ..... 80
32. The conic ..... 83
33. The witch ..... 84
34. The cissoid ..... 85
35. The strophoid ..... 86
36. Use of the equation of a curve ..... 88
37. Empirical equations ..... 89
Problems ..... 92
Chapter ViI - PARAMETRIC REPRESENTATION
38. Definition ..... 106
39. The circle ..... 108
40. The ellipse ..... 108
41. The cycloid ..... 109
42. The trochoid ..... 110
Article ..... Page
43. The epicycloid ..... 111
44. The hypocycloid ..... 112
45. The involute of the circle ..... 112
Problems ..... 113
Chapter VIII - POLAR COORDINATES
46. Coördinate system ..... 118
47. The spirals ..... 120
48. The straight line ..... 121
49. The circle ..... 122
50. The limaçon ..... 123
51. Relation between rectangular and polar coürdinates ..... 124
52. The conic, the focus being the pole ..... 125
53. Examples ..... 126
Problems ..... 127
Chapter IX - SLopeS ANI) AREAS
54. Limits ..... 130
55. Theorems on limits ..... 132
56. Slope of a curve ..... 134
57. Increment ..... 135
58. Continuity ..... 136
59. Derivative ..... 136
60. Differentiation of a polynomial ..... 137
61. Sign of the derivative ..... 135
62. Tangent line ..... 140
63. The differential ..... 141
64. Area under a curve ..... 143
65. Differential of area ..... 146
66. The integral of a polynomial ..... 146
67. The definite integral ..... 147
Problems ..... 150
Chapter X - Differentiation of ALgebraic Functions
68. Theorems on derivatives ..... 154
69. Derivative of $u^{n}$ ..... 159
70. Formulas ..... 161
71. Higher derivatives ..... 162
72. Differentiation of implicit functions ..... 162
Article Page
s7. Tangents and normals ..... 164
73. Sign of the second derivative ..... 166
s!. Maxima and minima ..... 168
90 . Limit of ratio of are to chord ..... 172
74. The differentials $d x, d y, d s$ ..... 174
75. Rate of change ..... 175
76. Rectilinear motion ..... 177
77. Motion in a curve ..... 180
Problems ..... 181
Chapter XI - DIfFERENTIATION OF TRANSCENDENTAL
FUNCTIONS
FUNCTIONS
78. Limit of $\frac{\sin h}{h}$ ..... 192
79. Differentiation of trigonometric functions ..... 193
80. Differentiation of inverse trigonometric functions ..... 196
81. Limit of $(1+h)^{\frac{1}{h}}$ ..... 199
99-100. Differentiation of exponential and logarithmic functions ..... 199
82. Applications ..... 202
83. The derivatives in parametric representation ..... 204
84. Direction of a curve in polar coördinates ..... 205
85. Derivatives with respect to the are in polar coördinates ..... 206
86. Curvature ..... 207
87. Radius of curvature ..... 208
88. Radius of curvature in parametric representation ..... 210
89. Radius of curvature in polar coördinates ..... 211
Problems ..... 212
Charter XII- INTEGRATION
90. Introduction ..... 222
91. Fundamental formulas ..... 222
92. Integral of $u^{n}$ ..... 223
93. Integrals of trigonometric functions ..... 226
113-11\%. Integrals leading to inverse trigonometric functions ..... 230
115 . Integrals of exponential functions ..... 236
94. Collected formulas ..... 236
117-118. Integration by substitution ..... 238
119-120. Integration by parts ..... 243
95. Integration by partial fractions ..... 247
122 . Reduction formulas ..... 252
Problems ..... 253
Chapter XIII - APPLICATIONS OF INTEGRATION
Article Page
123-124. Element of a definite integral ..... 260
96. Area of a plane curve in Cartesian coördinates ..... 262
97. Infinite limits or integrand ..... 264
98. The mean value of a function ..... 265
99. Area of a plane curve in polar coürdinates ..... 267
100. Volume of a solid with parallel bases ..... 268
101. Volnme of a solid of revolution ..... 270
131-132. Length of a plane curve ..... 272
102. Area of a surface of revolution ..... 274
103. Work ..... 275
104. Pressure ..... 275
105. Center of pressure ..... 277
106. Center of gravity ..... 278
107. Attraction ..... 253
Problems ..... 285
Chapter XIV - SPACE GEOMETRY
108. Functions of more than one varialsle ..... 300
109. Rectangular coördinates ..... 301
110. Graphical representation of a function of two variables ..... 301
111. Cylinders ..... $30: 3$
143 . Other surfaces ..... 30.4
112. Surfaces of revolution ..... 309
113. Projection ..... 310
114. Components of a directed straiglit line ..... 312
115. Distance between two points ..... 313
116. Direction cosines ..... 314
117. Angle between two straight lines ..... 315
118. Direction of the normal to a plane ..... 316
119. Equation of a plane through a given peint perpendicular to a given lirection ..... 316
120. Angle between two planess ..... 316
121. Equations of a straight line ..... 317
15). Straight line determined by two points ..... 317
122. Straight line passing throngh a known loint in a given direction ..... 318
123. Determination of the direction cosines of a straight line ..... 319
124. Distance of a point from a plane ..... 320
15s. Problems on the plane and the straight line ..... 321
Articile Page
125. Space curves ..... 322
126. Direction of space curve and element of are ..... 324
127. Tangent line and normal plane ..... 326
Problems ..... 326
Chapter XV - PARTIAL DIFFERENTIATION
128. Partial derivatives ..... 335
129. Higher partial derivatives ..... 338
130. Increment and differential of a function of two variables ..... 339
131. Extension to three or more variables ..... 342
132. Directional derivative of a function of two variables ..... 343
133. Total derivative of $z$ with respect to $x$ ..... 344
134. The tangent plane ..... 345
135. Maxima and minima ..... 348
136. Exact differentials ..... 349
137. Line integrals ..... 353
138. Differentiation of composite functions ..... 357
Problems ..... 361
Chapter XVI-MULTiple Integrals
139. Double integral with constant limits ..... 369
140. Double integral with variable limits ..... 371
141. Computation of a double integral ..... 373
142. Double integral in polar coördinates ..... 374
143. Area bounded by a plane curve ..... 376
144. Moment of inertia of a plane area ..... 377
145. Center of gravity of plane areas ..... 379
146. Area of any surface ..... 381
147. Triple integrals ..... 385
148. Change of coördinates ..... 388
149. Volume ..... 389
150. Moment of inertia of a solid ..... 390
151. Center of gravity of a solid ..... 392
152. Attraction ..... 393
Problems ..... 394
Chapter XVII - INFINITE SERIES
153. Convergence ..... 405
154. The comparison test for convergence ..... 406
155. The ratio test for convergence ..... 407
Article Page
156. Absolute convergence ..... 409
157. The power series ..... 410
158. Maclaurin's and Taylor's series ..... 412
159. The remainder in Taylor's series ..... 416
160. Relations between the exponential and the trigonometric functions ..... 418
161. Approximate integration ..... 419
162. The theorem of the mean ..... 422
163. The indeterminate form $0_{0}^{0}$ ..... 42:3
164. Other indeterminate forms ..... 42.5
165. Fourier's series ..... 427
Problems ..... 431
Chapter XV'ill - Differential EqUATIONS
166. Definitions ..... 438
167. The equation $M d x+\sum^{\top} d y=0$, when the variables can be separated ..... 411
202-203. The homogeneous equation $M d x+N^{\top} d y=0$ ..... 412
168. The linear equation of the first order ..... 444
169. Bernouilli's equation ..... 446
170. The exact equation $M d x+N{ }^{\prime} l y=0$ ..... 447
171. The integrating factor ..... 448
172. Certain equations of the second order ..... 419
173. The linear equation with constant coefficients . ..... 454
174. The linear equation of the first order with constant coetficients ..... 4.5 .5
175. The linear equation of the second order with constant coefficients ..... 456
176. The general linear equation with constant coefficients ..... 460
177. Solution by undetermined coefficients ..... 162
178. Systems of linear differential equations with constant coefficients ..... 465
179. Solution by series ..... 466
I'roblems ..... 471
Answers ..... 481
Index ..... 514

## ANALYTIC GEONETRY AND CALCULUS

## CHAPTER I

## CARTESIAN COÖRDINATES

1. Direction of a straight line. Consider any straight line connecting two points $A$ and $B$. In elementary geometry, only the position and the length of the line are considered, and consequently it is immaterial whether the line be called $A B$ or $B A$; but in the work to follow, it is often important to consider the direction of the line as well. Aecordingly, if the direction of the line is considered as from $A$ to $B$ it is called $A B$, but if the direction is considered from


Fig. 1
$B$ to $A$ it is called $B A$. It will be seen later that the distinction between $A B$ and $B, A$ is the same as that between $+a$ and $-a$ in algebra.

Consider now two segments $A B$ and $B C$ on the same straight line, the point $B$ being the end of the first segment and the beginning of the second. The segment $A C$ is called the sum of $A B$ and $B C$ and is expressed by the equation

$$
\begin{equation*}
A B+B C=A C \tag{1}
\end{equation*}
$$

This is clearly true if the points are in the position of fig. 1 , but it is equally true when the points are in the position of fig. 2. Here the line BC, being opposite in direction to $A B$, cancels part of it, leaving $A C$.


Fig. 2

If, in the last figure, the point $C$ is moved toward $A$, the sum $A C$ becomes smaller, until finally, when $C$ coincides with $A$, we have

$$
\begin{equation*}
A B+B A=0, \quad \text { or } \quad B A=-A B \tag{2}
\end{equation*}
$$

If the point $C$ is at the left of $A$, as in fig. 3 , we still have $A B+B C=A C$, where $A C=-C . A$ by (2).

It is evident that this addition is analogons to algebraic addition, and that this sum may be an arithmetical difference.

From (1) we may obtain by transposition a formula for subtraction; namely,


Fig. 3

$$
\begin{equation*}
B C=A C-A B \tag{3}
\end{equation*}
$$

This is universally true, since (1) is universally true.
2. Projection. Let $A B$ and $M L N$ (figs. 4,5 ) be any two straight lines in the same plane, the positive directions of which are respectively $A B$ and $M N$. From $A$ and $B$ draw straight lines


Fig. 4


Fig. 5
perpendicular to $M N$, intersecting it at points $A^{\prime}$ and $B^{\prime}$ respectively. Then $A^{\prime} B^{\prime}$ is the projection of $A B$ on $M L N$, and is positive if it has the direction $M I N$ (fig. 4), and negative if it has the direction $N M$ (fig. 5).

Denote the angle between $M L N$ and $A B$ by $\phi$, and draw $A C$ parallel to $M N$. Then in both cases, by trigonometry,

$$
A C=A B \cos \phi
$$

But $A C=A^{\prime} B^{\prime}$, and therefore

$$
A^{\prime} B^{\prime}=A B \cos \phi
$$

Hence, to find the projection of one straight line upon a second, multiply the length of the first by the cosine of the angle between the positive directions of the two lines.

The projection of a broken line upon a straight line is defined as the algebraic sum of the projections of its segments.

Let $A B C D E$ (fig. 6) be a broken line, $M N$ a straight line in the same plane, and $A E$ the straight line joining the ends of the broken line.

Draw $A A^{\prime}, B B^{\prime}, C C^{\prime}, D D^{\prime}$, and $E E^{\prime}$ perpendicular to $M N$; then $A^{\prime} B^{\prime}, B^{\prime} C^{\prime}, C^{\prime} D^{\prime}, D^{\prime} E^{\prime}$, and $A^{\prime} E^{\prime}$ are the respective projections on $M N$ of $A B, B C, C D, D E$, and $A E$.


Fig. 6

But, by $\left.\S 1, A^{\prime} B^{\prime}+B^{\prime} C^{\prime}+C^{\prime} I\right)^{\prime}+D^{\prime} E^{\prime}=A^{\prime} E^{\prime}$.
Hence the projection of a broken line upon a straight line is equal to the projection of the strainht line joininy the extremities of the broken line.
3. Number scale. On any straight line assume a fixed point $O$ as the zero point, or origin, and lay off positive numbers in one direction and negative numbers in the other. If the line is horizontal, as in fig. 7, it is usial, but not necessary, to lay off the positive numbers to the right of 0 and the negative numbers to the left. The numbers which we can thus lay off are of two kinds: the rational mumbers, including the integers and the common fractions; and the irrational
 numbers, which cannot be expressed exactly as integers or common fractions, lut which may be so expressed approximately to any required degree of accuracy. The rational and the irrational numbers together form the class of real numbers.

Then any point $M$ on the seale represents a real number, namely, the number which measures the distance of $M$ from $O$ : positive if $M$ is to the right of $O$, and negative if $M$ is to the left of $O$. Conversely, any real number is represented by one and only one real point on the scale.

Imaginary, or complex, mumbers, which are of the form $a+b \sqrt{-1}$, cannot be laid off on the number scale.

The result of $\S 1$ is particularly important when applied to segments of the number scale. For if $x$ is any number corresponding to the point $M$, , we may always place $x=O M I$, since both
$x$ and $O M$ are positive when $M$ is at the right of $O$, and both $x$ and $O M$ are negative when $M$ is at the left of $O$. Now let $M_{1}$ and $M_{2}$ (fig. 8) be any two points, and let $x_{1}=O M_{1}$ and $x_{2}=O M_{2}$.

Then

$$
\begin{aligned}
& M_{1} M_{2}=O I_{2}-O M_{1}=x_{2}-x_{1} . \\
& \text { On the other hand, }
\end{aligned}
$$

$$
M_{2} M_{1}=O M I_{1}-O M I_{2}=x_{1}-x_{2}=-M I_{1} M I_{2} .
$$

It is clear that the segment $M_{1} M_{2}$ is positive when $M_{2}$ is at the right of $M_{1}$, and negative when $M_{2}$ is at the left of $M_{1}$.

Hence the lenyth and the sign of any segment of the number. scale is found by subtracting the value of the $x$ corresponding to the begiming of the segment from the value of the $x$ corresponding to the end of the segment.
4. Coördinate axes. Let $O X$ and $O Y$ be two number scales at right angles to each other, with their zero points coincident at $O$, as in fig. 9.

Let $P$ be any point in the plane, and through $P$ draw straight lines perpendicular to $O X$ and $O Y$ respectively, intersecting them at $M$ and $N$. If now, as in $\S 3$, we place $x=O M$ and $y=O N$, it is clear that to any point $P$ there corresponds one and only one pair of numbers $x$ and $y$, and


Fig. 9 to any pair of numbers corresponds one and only one point $P$.

If a point $P$ is given, $x$ and $y$ may be found by drawing the two perpendiculars $M I P$ and $N P$, as above, or by drawing only one perpendicular as $M P$. Then

$$
O M=x, \quad M P=O N=y
$$

On the other hand, if $x$ and $y$ are given, the point $P$ may be. located by finding the points $M$ and $N$ corresponding to the numbers $x$ and $y$ on the two number scales and drawing perpendiculars to $O X$ and $O Y$ respectively through $M$ and $N$. These perpendiculars intersect at the required point $P$. Or, as is often more
convenient, a point $M$ corresponding to $x$ may be located on its number scale, and a perpendicular to OX may be drawn through $M$, and on this perpendicular the value of $y$ laid off. In fig. 9 , for example, $M$ (corresponding to $x$ ) may be found on the scale $O X$, and on the perpendicular to $O X$ at $M, M I$ may be laid off equal to $y$. When the point is located in cither of these ways it is said to be plotted. It is evident that plotting is most conveniently performed when the paper is ruled in squares, as in fig. 9.

These numbers $x$ and $y$ are called respectively the ahseissa and the ordinate of the point, and together they are called its coör 1 nates. It is to be noted that the abseissa and the ordinate, as defined, are respectively equal to the distances from O5 and O.I to the point, the direction as well as the magnitude of the distances being taken into account. Instead of designating a point by writing $x=a$ and $y=-b$, it is customary to write $P(u,-b)$, the abscissa always being written first in the parenthesis and separated from the ordinate by a comma. OX and $O Y^{-}$are called the ures of coürdinutes, but are often referred to as the axes of $x$ and $y$ respectively.
5. Distance. Let $P_{1}\left(x_{1}, y_{1}\right)$ and $P_{2}\left(x_{2}, y_{2}\right)$ be two points, and at first assume that $I_{1} I_{2}^{\prime}$ is parallel to one of the coördinate axes, as $O X$ (fig. 10). Then $y_{2}=y_{1}$. Now $\lambda I_{1}-I_{2}$, the projection of $I_{1} I_{2}$ on $O_{I} X^{\prime}$, is evidently equal to $P_{1} P_{2}$. but $M_{1} M_{2}=x_{2}-x_{1}(\S 3)$. Hence

$$
\begin{equation*}
I_{1}^{\prime} I_{2}^{\prime}=x_{2}-x_{1} . \tag{1}
\end{equation*}
$$

In like manner, if $x_{2}=x_{1}, I_{1}^{\prime} P_{2}^{\prime}$ is parallel to $O F$, and

$$
\begin{equation*}
I_{1}^{\prime} I_{2}^{\prime}=y_{2}-y_{1} . \tag{2}
\end{equation*}
$$



Fig. 10

If $x_{2} \neq x_{1}$ and $y_{2} \neq y_{1}, l_{1}^{\prime} I_{2}^{\prime}$ is not parallel to cither axis. Let the points be situated as in fig. 11, and through $I_{1}^{\prime}$ and $I_{3}^{\prime}$ draw straight lines parallel respectively to OX and OI: They will meet at a point $l$, the coördinates of which are readily seen to be $\left(x_{2}, y_{1}\right)$. By (1) and (2),

$$
I_{1} R_{i}=x_{2}-x_{1}, \quad R \Gamma_{2}=y_{2}-y_{1} .
$$



Fig. 11

But in the right triangle $P_{1} R P_{2}$,

$$
P_{1} P_{2}=\sqrt{P_{1} R^{2}+\overline{R P_{2}^{2}}}
$$

whence, by substitution, we have

$$
\begin{equation*}
P_{1} P_{2}=\sqrt{\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}} . \tag{3}
\end{equation*}
$$

It is to be noted that there is an ambiguity of algebraic sign, on account of the radical sign. But since $P_{1} P_{2}$ is parallel to neither coördinate axis, the only two directions in the plane the positive directions of which have been chosen, we are at liberty to choose either direction of $P_{1} P_{2}$ as the positive direction, the other becoming the negative.

It is also to be noted that formulas (1) and (2) are particular cases of the more general formula (3).

Ex. Find the coördinates of a point equally distant from the three points $P_{1}(1,2), P_{2}(-1,-2)$, and $P_{3}(2,-5)$.

Let $P(x, y)$ be the required point. Then

But

$$
\begin{aligned}
& P_{1} P=P_{2} P \text { and } P_{2} P=P_{3} P . \\
& P_{1} P=\sqrt{(x-1)^{2}+(y-2)^{2}}, \\
& P_{2} P=\sqrt{(x+1)^{2}+(y+2)^{2}}, \\
& P_{3} P=\sqrt{(x-2)^{2}+(y+5)^{2}} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& \sqrt{(x-1)^{2}+(y-2)^{2}}=\sqrt{(x+1)^{2}+(y+2)^{2}} \\
& \sqrt{(x+1)^{2}+(y+2)^{2}}=\sqrt{(x-2)^{2}+(y+5)^{2}}
\end{aligned}
$$

whence, by solution, $x=\frac{8}{3}$ and $y=-\frac{4}{3}$. Therefore the required point is $\left(\frac{8}{3},-\frac{4}{3}\right)$.
6. Slope. Let $P_{1}\left(x_{1}, y_{1}\right)$ and $P_{2}\left(x_{2}, y_{2}\right)$ (figs. 12,13$)$ be two points upon a straight line. If we imagine that a point moves along the line from $P_{1}$ to $P_{2}$, the change in $x$ caused by this motion is measured in magnitude and sign by $x_{2}-x_{1}$, and the change in $y$ is measured by $y_{2}-y_{1}$. We define the slope of the straight line as the ratio of the change in $y$ to the change in $x$ as a point moves along the line, and shall denote it by the letter $m$. We have then, by definition,

$$
\begin{equation*}
m=\frac{y_{2}-y_{1}}{x_{2}-x_{1}} \tag{1}
\end{equation*}
$$

A geometric interpretation of the slope is readily given. For if we draw through $P_{1}$ a line parallel to $O X$, and through $P_{2}$ a line parallel to $O Y$, and call $R$ the point in which these two lines intersect, then $x_{2}-x_{1}=P_{1} R$ and $y_{2}-y_{1}=R P_{2}$; and hence

$$
\begin{equation*}
m=\frac{R P_{2}}{P_{1} R} \tag{2}
\end{equation*}
$$

It is clear from the figures that the value of $m$ is independent of the two points $P_{1}$ and $I_{2}^{\prime}$ and depends only on the given line. We may therefore choose $P_{1}$ and $P_{2}$ (as in figs. 12 and 13) so that $P_{1} R$ is positive. There are then two essentially different


Fig. 12


Fig. 13
eases, aceording as the line runs up or down toward the right hand. In the former case $l i l_{2}^{2}$ and $m$ are positive (fig. 12); in the latter case $I I_{2}^{2}$ and $m$ are negative (fig. 13 ). We may state this as follows:

The slope of a straight line is positive uhen an increase in $x$ causes an increase in $y$, and is negative when an increase in $x$ causes a decrease in $y$.

When the line is parallel to $O I^{5}, y_{2}=y_{1}$, and consequently $m=0$. If the line is parallel to $O F, x_{2}=x_{1}$, and therefore $m=\infty(\S 13)$.

Ex. Find a point distant 5 units from the pint $(1,-2)$ and situated so that the slope of the straight line joining it to $(1,-2)$ is $\frac{4}{3}$.

Let $P^{\prime}(x, y)$ be the required point. Then

$$
\begin{gathered}
(x-1)^{2}+(y+2)^{2}=25, \\
\frac{y+2}{x-1}=\frac{4}{3} .
\end{gathered}
$$

Solving these two equations, we find two points, ( 4,2 ) and ( $-2,-6$ ).
7. Point of division. Let $I^{\prime}(x, y)$ be a point on the straight line determined by $P_{1}\left(x_{1}, y_{1}\right)$ and $P_{2}^{P}\left(x_{2}, y_{2}\right)$, so situated that $P_{1} P=l\left(I_{1} P_{2}\right)$.

There are three eases to consider, according to the position of the point $P$. If $P$ is between the points $P_{1}$ and $P_{2}$ (fig. 14), the


Fig. 14


Fig. 15
segments $P_{1} P$ and $P_{1} P_{2}$ have the same direction, and $P_{1} P<P_{1} P_{2}$; accordingly $l$ is a positive number less than unity. If $I^{\prime}$ is beyond $I_{2}$ from $P_{1}$ (fig. 15), $P_{1} P$ and $P_{1} P_{2}$ still have the same direction, but $P_{1} P>P_{1} P_{2}$; therefore $l$ is a positive number greater than unity. Finally, if $P$ is beyond $P_{1}$ from $P_{2}$ (fig. 16), $P_{1}^{\prime} P^{\prime}$ and $I_{1}^{\prime} P_{2}$ have opposite directions, and $l$ is a negative number, its numerical value ranging all the way from 0 to $\infty$.

In the first case $P$ is called a point of internal division, and in the last two cases it is called a point of external division.

In all three figures draw $P_{1} M_{1}, P M$,


Fig. 16 and $I_{2} M_{2}$ perpendicular to $O X$. In each figure $O M=O M_{1}+M_{1} M$; and since $P_{1} P^{\prime}=l\left(I_{1} P_{2}\right), M_{1} M=l\left(M_{1} M_{2}\right)$ by geometry.

Therefore $\quad O M=O M I_{1}+l\left(M_{1} M_{2}\right)$;
whence, by substitution,

$$
\begin{equation*}
x=x_{1}+l\left(x_{2}-x_{1}\right) \tag{1}
\end{equation*}
$$

By drawing lines perpendicular to $O Y$ we can prove, in the same way,

$$
\begin{equation*}
y=y_{1}+l\left(y_{2}-y_{1}\right) . \tag{2}
\end{equation*}
$$

In particular, if $P$ lisects the line $l_{1} P_{2}, l=\frac{1}{2}$, and these formulas become

$$
x=\frac{x_{1}+x_{2}}{2}, \quad y=\frac{y_{1}+y_{2}}{2} .
$$

Ex. 1. Find the coördinates of a point $\frac{2}{5}$ of the distance from $P_{1}(2,3)$ to $P_{2}(3,-3)$.

If the required point is $P(x, y)$,

$$
\begin{aligned}
& x=2+\frac{2}{5}(3-2)=2 \frac{2}{5} \\
& y=3+\frac{2}{5}(-3-3)=\frac{3}{5}
\end{aligned}
$$

Ex. 2. Prove analytically that the straight line dividing two sides of a triangle in the same ratio is parallel to the third side.

Let one side of the triangle eoineide with $O X$, one vertex heing at $O$. Then the vertiees of the triangle are $0(0,0), I\left(x_{1}, 0\right)$, $l\left(x_{2}, y_{2}\right)$ (fig. 17). Let ( $l$ ) divide the sides $O B$ and $A B$ so that $O C=l(O B)$ and $A D=l\left(A B^{\prime}\right)$.

If the eoördinates of $C$ are denoted hy ( $x_{3}, y_{3}$ ) and those of $\left.I\right)$ by $\left(x_{4}, y_{4}\right)$, then, by the above formulas,


Fig. 17

$$
\begin{array}{ll}
x_{3}=l x_{2}, & y_{3}=l y_{2} \\
x_{4}=x_{1}+l\left(x_{2}-x_{1}\right), & y_{4}=l y_{2} .
\end{array}
$$

Since $y_{3}=y_{4}, C D$ is parallel to O.A.
8. Variable and function. $\Lambda$ quantity which remains unchanged throughout a given problem or disenssion is called a constunt. A quantity which changes its value in the course of a problem or diseussion is called a variuble. If two quantities are so related that when the value of one is given the value of the other is determined, the second quantity is called a function of the first. When the two quantities are variables, the first is called the independent variable, and the function is sometimes called the dependent variable. As a matter of fact, when two related quantities oceur in a problem, it is usually a matter of choice which is called the independent variable and which the function. Thus, the area of a circle and its radius are two related quantities, such that if one is given, the other is determined. We can say that the area is a function of the radius, and likewise that the radius is a function of the area.

The relation between the independent variable and the function can be graphically represented by the use of rectangular coördinates. For if we represent the independent variable by $x$ and the corresponding value of the function by $y, x$ and $y$ will determine a point in the plane, and a number of such points will outline a curve indicating the correspondence of values of variable and function. This curve is called the graph of the function.

Ex. 1. An important use of the graph of a function is in statistical work. The following table gives the price of standard steel rails per ton in ten successive years:


If we plot the years as abscissas (calling 1895 the first year, 1896 the second year, etc.) and plot the price of rails as ordinates, making one unit of ordinates correspond to ten dollars, we shall locate the points $P_{1}, P_{2}, \ldots, P_{10}$ in fig. 18. In order to study the variation in price, we join these points in succession by straight lines. The resulting broken line serves merely to guide the eye from point to


Fig. 18 point, and no point of it except the vertices has any other meaning. It is to be noted that there is no law connecting the price of rails with the year. Also the nature of the function is such that it is defined only for isolated values of $x$.

Ex. 2. As a second example we take the law that the postage on each ounce or fraction of an ounce of first-class mail matter is two cents. The postage is then a known function of the weight. Denoting each ounce of weight by one unit of $x$, and each two cents of postage by one unit of $y$, we have a series of straight lines (fig. 19) parallel to the axis of $x$, representing corresponding


Fig. 19 values of weight and postage. Here the function is defined by United States law for all positive values of. $x$, but it cannot be expressed in
elementary mathematical symbols. A peculiarity of the graph is the series of breaks. The lines are not connected, but all points of each line represent corresponding values of $x$ and $y$.

Ex. 3. As a third example, differing in type from each of the preceding, let us take the following. While it is known that there is some physical law connecting the pressure of saturated steam with its temperature, so that to every temperature there is some corresponding pressure, this law has not yet been formulated mathematically. Nevertheless, knowing some corresponding values of temperature and pressure, we can construct a curve that is of considerable value. In the table below, the temperatures are in degrees centigrade and the pressures are in millimeters of mercury.

| Temperature | Pressure |
| :---: | :---: |
| 100 | 760 |
| 105 | 906 |
| 110 | 1074.7 |
| 115 | 1268.7 |
| 120 | 1490.5 |
| 125 | 1743.3 |
| 130 | 2029.8 |
| 135 | 2353.7 |
| 140 | 2717.9 |
| 145 | 3126.1 |
| 150 | 3581.9 |

Let 100 represent the zero point of temperature, and let each unit of $x$ represent 5 degrees of temperature; also let each unit of $y$ represent 100 millimeters of pressure of mercury, and locate the points representing the corresponding values of temperature and pressure given


Fig. 20 in the above table. Through the points thus located draw a smooth curve (fig. 20); that is, one which has no sudden changes of direction. While only the eleven points located are exact, all other points are approximately accurate, and the curve may be used for approximate computation as follows: Assnme any temperature, and, laying it off as an abscissa, measure the corresponding ordinate of the curve. While not exact, it will nevertheless give an approximate value of the corresponding pressure. Similarly, a pressure may be assumed
and the corresponding temperature determined. It may be added that the more closely together the tabulated values are taken, the better the approximation from the curve; but the curve can never be exact at all points.

Ex. 4. As a final example, we will take the law of Boyle and Mariotte for perfect gases; namely, at a constant temperature the volume of a definite quantity of gas is inversely proportional to its pressure. It follows that if we represent the pressure by $x$ and the corresponding volume by $y$, then $y=\frac{k}{x}$, where $k$ is a constant and $x$ and $y$ are positive variables. A curve (fig. 21) in the first quadrant, the coördinates of every point of which satisfy this equation, represents the comparative changes in pressure and volume, showing that as the pressure increases by a certain amonnt the volmme is decreased more or less, according to the amount of pressure previonsly exerted.

This example differs from the


Fig. 21 preceding in that the law of the function is fully known and can be expressed in a mathematical formula. Consequently we may find as many points on the curve as we please, and may therefore construct the curve to any required degree of accuracy.
9. Functional notation. When $y$ is a function of $x$ it is customary to express this by the notation

$$
y=f(x)
$$

Then the particular value of the function obtained by giving $x$ a definite value $a$ is written $f(a)$. For example, if
then

$$
\begin{aligned}
f(x) & =x^{3}+3 x^{2}+1 \\
f(2) & =2^{3}+3 \cdot 2^{2}+1=21 \\
f(0) & =0^{3}+3 \cdot 0^{2}+1=1 \\
f(-3) & =(-3)^{3}+3(-3)^{2}+1=1 \\
f(a) & =a^{3}+3 a^{2}+1
\end{aligned}
$$

If more than one function occurs in a problem, one may be expressed as $f(x)$, another as $F(x)$, another as $\phi(x)$, and so on. It is also often convenient in practice to represent different functions by the symbols $f_{1}(x), f_{2}(x), f_{3}(x)$, etc.

Similarly, a function of two or more variables may be expressed by the symbol $f(x, y)$. Then $f(a, b)$ represents the result of placing $x=a$ and $y=b$ in the function. Thus, if

$$
\begin{aligned}
& f(x, y)=x^{2}+3 x y-4 y^{2} \\
& f(a, b)=a^{2}+3 a l-4 b^{2}
\end{aligned}
$$

## PROBLEMS

1. Find the perimeter of the triangle the vertices of which are $(3,4),(-2,4),(2,2)$.
2. Find the perimeter of the quadrilateral the vertices of which are $(2,1),(-2,8),(-6,5),(-2,-2)$.
3. Prove that the triangle the vertices of which are $(-3,-2)$, $(1,4),(-5,0)$ is isosceles.
4. Prove that the triangle the vertices of which are $(-1,1)$, $(1,3),(-\sqrt{3}, 2+\sqrt{3})$ is equilateral.
5. Prove that the quadrilateral of which the vertices are $(1,3)$, $(3,6),(0,5),(-2,2)$ is a parallelogram.
6. Prove that the triangle $(1,2),(3,4),(-1,4)$ is a right triangle.
7. Prove that the triangle the vertires of which are $(2,3)$, $(-2,5),(-1,-3)$ is a right, triangle.
8. Prove that $(8,0),(0,-6),(7,-7),(1,1)$ are points of a eircle the center of which is $(4,-3)$. What is its radius?
9. Find a point equidistant from $(0,0),(1,0)$, and $(0,2)$.
10. Find a point equidistant from the points $(-4,3),(4,2)$, and $(1,-1)$.
11. Find a point equidistant from the points $(1,3),(0,6)$, and $(-4,1)$.
12. Find the center of a circle passing through the points $(0,0)$, $(4,2)$, and $(6,4)$.
13. Find a point on the axis of $x$ which is equidistant from $(0,5)$ and $(4,2)$.
14. Find the points which are 5 units distant from $(1,3)$ and 4 units distant from the axis of $y$.
15. A point is equally distant from the points $(3,5)$ and $(-2,4)$, and its distance from $O Y$ is twice its distance from $O X$. Find its coördinates.
16. Find the slopes of the straight lines determined by the following pairs of points: $(1,2),(-3,1) ;(3,-1),(-5,-1)$; $(2,3),(2,-5)$.
17. Find the lengths and the slopes of the sides of a triangle the vertices of which are $(3,5),(-3,2),(5,2)$.
18. A straight line is drawn through the point $(5,0)$, having the slope of the straight line determined by the points $(-1,2)$ and $(4,-2)$. Where will the first straight line intersect the axis $O Y$ ?
19. One straight line with slope $-\frac{1}{2}$ passes through $(2,0)$, and a second straight line with slope 1 passes through $(-2,0)$. Where do these two lines intersect?
20. The center of a circle with radius 5 is at the point $(1,1)$. Find the ends of the diameter of which the slope is $\frac{4}{3}$.
21. Two straight lines are drawn from $(2,3)$ to the axis $O X$. If their slopes are respectively $\frac{1}{2}$ and -2 , prove that they are the sides of a right triangle the hypotenuse of which is on $O X$.
22. Find the coördinates of a point $P$ on the straight line determined by $P_{1}(-2,3)$ and $P_{2}(4,6)$, where $\frac{P_{1} P}{P P_{2}}=\frac{2}{3}$.
23. A point of the straight line joining the points $(3,-1)$ and $(5,-5)$ divides it into segments which are in the ratio $2: 5$. What are its coördinates?
24. On the straight line determined by the points $P_{1}(4,6)$ and $P_{2}(-2,-5)$ find the point three fourths of the distance from $P_{1}$ to $P_{2}$.
25. Find the points of trisection of the line joining the points $P_{1}(-3,-7)$ and $P_{2}(10,2)$.
26. The middle point of a certain line is $(-1,2)$, and one end is the point $(2,5)$. Find the coördinates of the other end.
27. To what point must the line drawn from $(1,-1)$ to $(4,5)$ be extended in the same direction, that its length may be trebled?
28. One end of a line is at $(2,-3)$, and a point one fifth of the distance to the other end is $(1,-2)$. Find the coördinates of the other end.
29. Find the lengths of the medians of the triangle $(3,4)$, $(-1,1),(0,-3)$.
30. The vertices of a triangle are $A(0,0), B(-2,5)$, and $C(4,3)$. Show that the slope of the straight line joining the middle points of $A B$ and $B C$ is the same as the slope of $A C$.
31. Find the slopes of the straight lines drawn from the origin to the points of trisection of the straight line joining $(-2,4)$ and $(4,7)$.
32. Given the three points $A(-2,4), B(4,2)$, and $C(7,1)$ upon a straight line. Find a fourth point $D$, such that $\frac{A D}{D C}=-\frac{A B}{B C}$.
33. If $P(x, y)$ is a point on the straight line determined by $P_{1}\left(x_{1}, y_{1}\right)$ and $P_{2}\left(x_{2}, y_{2}\right)$, such that $\frac{P_{1} P}{P P_{2}^{\prime}}=\frac{l_{1}}{l_{2}}$, prove that

$$
x=\frac{l_{1} r_{2}+l_{2} x_{1}}{l_{1}+l_{2}}, \quad y=\frac{l_{1} l_{2}+l_{2} \cdot l_{1}}{l_{1}+l_{2}} .
$$

34. Given four points $P_{1}, P_{2}, P_{3}, P_{4}$. Find the point halfway between $P_{1}$ and $P_{2}$, then the point one third of the distance from this point to $P_{8}$, and finally the point one fourth of the distance from this point to $P_{4}$. Show that the order in which the points are taken does not affect the result.
35. Prove analytically that the lines joining the middle points of the opposite sides of a quadrilateral bisect each other.
36. Prove analytically that in any right triangle the straight line drawn from the vertex of the right angle to the middle point of the hypotenuse is equal to half the hypotenuse.
37. Prove analytically that the straight line drawn between two sides of a triangle so as to cut off the same proportional parts, measured from their common vertex, is the same proportional part of the third side.
38. $O A B C$ is a trapezoid of which the parallel sides $O . A$ and $C B$ are perpendicular to $O C . D$ is the middle point of $A B$. Prove analytically that $O D=C D$.
39. Prove analytically that the diagonals of a parallelogram bisect each other.
40. Prove analytically that if in any triangle a median is drawn from the vertex to the base, the sum of the squares of the other two sides is equal to twice the scquare of half the base plus twice the square of the median.
41. Prove analytically that the line joining the middle points of the nomparallel sides of a trapezoid is one half the sum of the parallel sides.
42. Prove analytically that if two medians of a triangle are equal, the triangle is isosceles.
43. Show that the sum of the squares on the four sides of any plane quadrilateral is equal to the sum of the squares on the diagonals together with four times the square on the line joining the middle points of the diagonals.
44. The following table gives to the nearest million the number of tons of pig iron produced in the United States for the years indicated. Represent the table by a graph.

| 1907 | $25,000,000$ | 1911 | $23,000,000$ |
| :---: | :---: | :---: | :---: |
| 1908 | $16,000,000$ | 1912 | $29,000,000$ |
| 1909 | $25,000,000$ | 1913 | $31,000,000$ |
| 1910 | $27,000,000$ | 1914 | $23,000,000$ |

45. The following table gives to the nearest thousand the number of immigrants into the United States during the year 1914. Exhibit this table in the form of a graph.

| January | 45,000 | July | 60,000 |
| :--- | :--- | :--- | :--- |
| February | 47,000 | August | 38,000 |
| March | 93,000 | September | 29,000 |
| April | 120,000 | October | 30,000 |
| May | 108,000 | November | 26,000 |
| June | 72,000 | December | 21,000 |

46. The average yearly precipitation at the different meteorologieal stations of one of the states for the years indicated was as follows. Represent the table by a graph.

| 1905 | 0.74 in. | 1910 | 0.79 in. |
| :--- | :--- | :--- | :--- |
| 1906 | $2.09 \mathrm{in}$. | 1911 | 0.30 in. |
| 1907 | 1.56 in. | 1912 | 0.98 in. |
| 1908 | 1.20 in. | 1913 | 1.06 in. |
| 1909 | 3.02 in. | 1914 | 0.41 in. |

47. The daily maximum temperatures at a certain town in the United States for the first ten days of August, 1915, were respeetively $100^{\circ}, 99^{\circ}, 93^{\circ}, 89^{\circ}, 92^{\circ}, 94^{\circ}, 96^{\circ}, 95^{\circ}, 99^{\circ}, 97^{\circ}$. Construct a graph showing the variation in temperature. (Place $90^{\circ}$ at the zero point of the temperature scale.)
48. At a certain place the readings of the height of the barometer taken at noon and milnight for a week were, in order, as follows: $29.4,29.6,29.8,30.1,30.4,30.8,30.9,30.4,29.8,29.3,29.4,29.7$, 29.6, 29.8. Construct a graph showing the changes in atmospheric pressure.
49. On a certain Swiss railroad, the stations with their distance in miles from the first station and their elevation in feet above sea level are as follows. Represent graphically the profile of the railroad.

| Station | A | 13 | C | 1) | E | $F$ | $G$ | II | I | $J$ | $K$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Distance |  | 8 mi . | 9.5 mi . | 12 mi . | 13 mi . | 15 mi . | 18 mi . | 20 mi . | 22.5 mi . | 25 mi . | 28 mi . |
| Elevation | 1437 | 1440 | $1580^{\prime}$ | 1620 | 1555 | $1558^{\prime}$ | 1665' | 2305 | $2160^{\prime}$ | 3295 | $1960^{\circ}$ |

50. In a test on the tensile strength of a steel rod, originally 10 in . long, subjected to a varying load, the following reatings were made, the applied load being expressed in pounds per square inch of cross section and the elongation being measured in inches. Illustrate the test graphically.

| Loall | 1000 | 5000 | 10,000 | 20,000 | 30,000 | $(50,000$ | 65,000 | 70,000 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Elongation | 0 | .0015 | .0031 | .0070 | .0108 | .0212 | .0230 | .0248 |

51. A varying load, expressed in pounds per square inch of cross section, was applied to the end of a concrete block originally 5 in . tall, and the corresponding compression was measured in inches, with the results expressed in the following table. Illustrate the test graphically.

| Load | 100 | 200 | 300 | 400 | 500 | 600 | 700 | 800 | $\frac{900}{}$ | 1000 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Compression | 0 | .0004 | .0010 | .0021 | .0035 | .0054 | .0078 | .0107 | .0130 | .0178 |

52. $\Lambda$ body is thrown vertically upward with a velocity of 100 ft . per second. If $v$ is the velocity at the time $t, v=100-g t$. Assuming $g=32$, construct the graph showing the relation between $v$ and $t$.
53. The space $s$ through which a body falls from rest in a time $t$ is given by the formula $s=\frac{1}{2} g t^{2}$. Assuming $g=32$, construct the graph showing the relation between $s$ and $t$.
54. A body is thrown up from the earth's surface with an initial velocity of 100 ft . per second. If $s$ is the space traversed in the time $t, s=100 t-\frac{1}{2} g t^{2}$. Assuming $g=32$, construct the graph showing the relation between $s$ and $t$.
55. Make a graph showing the relation between the side and the area of a square.
56. Make a graph showing the relation between the radius and the area of a circle.
57. Ohm's law for an electric current is $C=\frac{E}{R}$, where $C$ is the current, $E$ the electromotive force, and $R$ the resistance. Assuming $E$ to be constant, plot the curve showing the relation between the resistance and the current.
58. Two particles of mass $m_{1}$ and $m_{2}$ at a distance $d$ from each other attract each other with a force $F$ given by the equation $F=\frac{m_{1} m_{2}}{d^{2}}$. Assuming $m_{1}=5$ and $m_{2}=20$, construct the graph showing the relation between $F$ and $d$.
59. If $f(x)=x^{4}-4 x^{2}+6 x-1$, find $f(3), f(0), f(-2)$.
60. If $f(x)=x^{3}-3 x^{2}+1$, show that $f(2)+2 f(0)=f(1)$.
61. If $f(x)=x^{3}-3 x^{2}+5 x-6$, find $f(a), f(-a), f(a+h)$.
62. If $f(x)=\sqrt{\frac{x}{x^{2}-4}}$, find $f(3), f(0), f(-1)$.
63. If $f(x)=\frac{x^{4}-6 x^{2}+7}{x^{2}+1}$, prove that $f(-x)=f(x)$.
64. If $f(x)=x^{5}+5 x^{3}-9 x$, prove that $f(-x)=-f(x)$.
65. If $f(x)=x^{2}+2 a x-a^{2}$, prove that $f(a)+f(-a)=0$.
66. If $f(x)=\left(x-\frac{1}{x}\right)\left(x^{2}-\frac{1}{x^{2}}\right)$, prove that $f(a)=f\left(\frac{1}{a}\right)$.
67. If $f(x)=\frac{2+3 x}{2-3 x}$, prove that $f(a) \cdot f(-a)=1$.
68. If $f(x)=\frac{x^{4}+5 x^{3}+5 x+1}{x^{2}}$, prove that $f(x)=f\left(\frac{1}{x}\right)$.
69. If $f_{1}(x)=x^{8}+a^{3}$ and $f_{2}(x)=2 a x$, prove that $f_{1}(u)-a f_{2}(a)=0$.
70. If $f_{1}(x)=\sqrt{x^{2}-4}$ and $f_{2}(x)=\sqrt{x^{2}+4}$, prove that

$$
f_{1}\left(a+\frac{1}{a}\right)+f_{2}\left(a-\frac{1}{a}\right)=2 a .
$$

71. If $f_{1}(x)=\sqrt{\frac{x}{a}}+\sqrt{\frac{a}{x}}$ and $f_{2}(x)=\sqrt{\frac{x}{a}}-\sqrt{\frac{a}{x}}$, prove that

$$
\left[f_{1}(x)\right]^{2}-\left[f_{2}(x)\right]^{2}=\left[f_{1}(a)\right]^{2} .
$$

72. If $f(x)=\frac{2 x+1}{x-2}$, prove that $f[f(x)]=x$.
73. If $f(x, y)=x^{2}+y^{2}-5$, find $f(0,0), f(1,0), f(0,1), f(1,2)$
74. If $f(x, y)=\frac{x+y}{x-y}$, prove that $f(u, b)=-f(b, a)$.
75. If $f_{1}(x, y)=x+y$ and $f_{2}(x, y)=x-y$, prove that

$$
\left[f_{1}(\prime \prime, b)\right]\left[f_{2}(a, b)\right]=f_{2}\left(a^{2}, b^{2}\right) .
$$

76. If $f_{1}(x, y)=\frac{x}{y}+\frac{y}{x}$ and $f_{2}(x, y)=\frac{x^{2}}{y^{2}}+\frac{y^{2}}{x^{2}}$, prove that

$$
f_{2}(x, y)=\left[f_{1}(x, y)\right]^{2}-2 .
$$

77. If $f_{1}(x, y)=x+3 y$ and $f_{2}(x, y)=3 x+9 y$, prove that

$$
x f_{1}(x, y)+y f_{2}(x, y)=\left[f_{1}(x, y)\right]^{2} .
$$

## CIIAPTER II

## GRAPHS OF ALGEBRAIC FUNCTIONS

10. Equation and graph. If $f(x)$ is any function, and we place

$$
y=f(x),
$$

we may, as already noted, construct a curve which is the graph of the function. The relation letween this curve and the equation $y=f(x)$ is such that all points the coördinates of which satisfy the equation lie on the curve; and conversely, if a point lies on the curve, its coörlinutes satisfy the equation.

The curve is said to be represented by the equation, and the equation is called the equation of the curve. The curve is also called the locus of the equation. Its use is twofold: on the one hand, we may study a function by means of the appearance and the properties of the curve; and on the other hand, we may study the geometric properties of a curve by means of its equation. Both methods will be illustrated in the following pages.

Similarly, any equation in $x$ and $y$ expressed by

$$
f(x, y)=0
$$

represents a curve which is the locus of the equation. To construct this curve we have to find enough points whose coördinates satisfy the equation to outline the curve. This may be done by assuming at pleasure values of $x$, substituting these values in the equation, and solving for the corresponding values of $y$. Before this computation is carried out, however, it is wise to endeavor to obtain some idea of the shape of the curve. The computation is then made more systematic, or in some cases the curve may often be sketched free-hand with sufficient accuracy.

The following plan of work is accordingly suggested:

1. Find the points in which the curve intercepts the coördinate axes.
2. Find if the curve has symmetry with respect to either of the coördinate axes or to any other line.
3. Find if any values of one variable are impossible, since they make the other variable imaginary.
4. Find the values of one variable which make the other infinite.

Each of the above suggestions is illustrated in one of the following articles:
11. Intercepts. The curve will have a point on the axis of $x$ when $y=0$ and will have a point on the axis of $y$ when $x=0$. Hence we may find the intercepts on one of the coördinate axes by placing the other coördinate equal to zero and solving the resulting equation.

Ex. 1. $y=.5(x+2)(x+.5)(x-2)$.
If $y=0, x=-2$ or -.5 or 2 , and there are three points of the curve on the axis of $x$.

If $x=0, y=-1$, and there is one intercepit on the axis of $y$.

If $x<-2$, all three factors are negative; therefore $y<0$, and the corresponding part of the curve lies below the axis of $x$. If $-2<x$ $<-.5$, the first factor is positive and the other two are negative; therefore $y>0$, and the corresponding part of the curve lies above the axis of $x$. If $-.5<x<2$, the first two factors are positive and the third is negative; therefore


Fig. 22 $y<0$, and the corresponding part of the curve lies below the axis of $x$. Finally, if $x>2$, all the factors are positive; therefore $y>0$, and the corresponding part of the curve lies ahove the axis of $x$.

Assuming values of $x$ and finding the corresponding values of $y$, we plot the curve as represented in fig. 22.

Ex. 2. $y=.5(x+2.5)(x-1)^{2}$.
If $y=0, x=-2.5$ or 1 , and there are two points of the curve on the axis of $x$.

If $x=0, y=1.25$, and there is one intereept on the axis of $y$.
Ac

If $x<-2.5$, the first factor is negative and the second factor is positive; therefore $y<0$, and the corresponding part of the curve lies below the axis of $x$. If $-2.5<x<1$, both factors are positive; therefore $y>0$, and the corresponding part of the curve lies alove the axis of $x$. Finally, if $x>1$, we have the same result as when $-2.5<x<1$, and the curve does not cross the axis of $x$ at the point $x=1$ but is tangent to it.

Assuming values of $x$ and finding the corresponding values of $y$, we plot the curve as represented in fig. 23.

Since it will be shown in $\S 31$ that an equation of the first degree in $x$ and $y$,

$$
A x+B y+C=0
$$



Fig. 23
always represents a straight line, and since a straight line is determined by two points, it is generally sufficient in plotting an equation of the first degree to find the intercepts on the two axes and draw a straight line through the two points thus determined. The only exception is when the straight line passes through the origin, in which case some point of the straight line other than the origin must be found by trial.

Ex. 3. Plot the line $3 x-5 y+12=0$. Placing $y=0$, we find $x=-4$. Placing $x=0$, we find $y=2 \frac{2}{5}$. We lay off $O L=-4, O K=2 \frac{2}{5}$, and draw a straight line through $L$ and $K$ (fig. 24).


Fig. 24
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Ex. 4. Plot the line $3 x-5 y=0$. Here, if $x=0, y=0$. If we place $x=1$, we find $y=\frac{3}{5}$. The line is drawn through $(0,0)$ and $\left(1, \frac{3}{5}\right)$ (fig. 25).
12. Symmetry and impossible values. A curve is symmetrical with respect to the axis of $x$ when to each value of $x$ in its equation correspond two values of $y$, equal in magnitude and opposite in sign. This occurs in the simplest manner when $y$ is equal to plus or minus the square root of a function of $x$. Any value of $x$ which makes the function under the radical sign positive gives two points of the curve equidistant from the $x$-axis. Values of $x$ which make the function under the radical sign negative make $y$ imaginary and give no points of the curve. These values of $x$ we call impossible values.

Similar remarks hold for symmetry with respect to the axis of $y$. How symmetry with respect to other lines may sometimes be determined is shown by Ex. 5 .

Ex. 1. $y= \pm \sqrt{(x+2)(x-1)(x-5)}$.
If $x=-2,1$, or $5, y=0$, and the graph intersects the axis of $x$ at three points.

The lines $x=-2, x=1$, and $x=5$ divide the plane (fig. 26) into four sections.

If $x<-2$, all three factors of the product are negative; hence the radical is imaginary and there can lee no part of the graph in the corresponding section of the plane. If $-2<x<1$, the first factor is positive and the other two are negative; hence the radical is real and there is a part of the graph in the corresponding section of the plane. If $1<x<5$, the first two factors are positive and the third is negative; hence the radical is imaginary and there can be no part of the graph in the corresponding section of the plane. Finally, if $x>5$, all three factors are positive; hence the radical is real and there is a part of the graph in the corre-


Fig. 26 sponding section of the plane.

Therefore the graph consists of two separate parts and is seen (fig. 26) to consist of a closed loop and a branch of infinite length.

Ex. 2. $y= \pm \sqrt{(x+2)(x-1)^{2}}$.
This will be written as

$$
y= \pm(x-1) \sqrt{x+2} .
$$

The line $x=-2$ divides the plane (fig. 27) into two sections.

Proceeding as in the previous example, we find the radical to be real if $x>-2$ and imaginary if $x<-2$. Therefore there is a part of the graph to the right of the line $x=-2$, but there can be no part of the graph to the left of that line unless $x$ can have a value that makes the coefficient of the radical zero; and this coefficient is zero only


Fig. 27 when $x$ equals unity. Hence all of the graph lies to the right of the line $x=-2$, as shown in fig. 27.

To every value of $x$ correspond two values of $y$ which are in general distinct but become equal when $x=1$. Hence the curve crosses itself when $x=1$.

Comparing this example with Ex. 1, we see that by changing the factor $x-5$ to $x-1$ we have joined the infinite branch and the loop, making a continuous curve crossing itself at the point ( 1,0 ).

Ex. 3. $y= \pm \sqrt{(x+2)^{2}(x-1)}$

$$
= \pm(x+2) \sqrt{x-1} .
$$

The line $x=1$ divides the plane (fig. 28) into two sections.

If $x>1$, the radical is real and there is a part of the graph in the corresponding section of the plane. If $x<1$, the radical is imaginary and there will be no points of the graph except for such values of $x$ as make the coefficient of the radical zero. There is but one such value, -2 , and therefore there is but one point of the graph, $(-2,0)$, to the left of the line $x=1$. The graph consists, then, of the isolated point $A$ and the infinite branch (fig. 28).

Comparing this example also with Ex. 1, we see that by changing the factor $x-5$ to $x+2$ we have reduced the loop to a single point, leaving the infinite branch as such.


Fig. 28

Ex. 4. $y= \pm \sqrt{-(x+4)(x+2)^{2}(x-4)}$

$$
= \pm(x+2) \sqrt{-(x+4)(x-4)} .
$$

The lines $x=-4$ and $x=4$ divide the plane (fig. 29) into three sections.

If $-4<x<4$, the radical is real and there is a part of the graph in the corresponding portion of the plane. If $x<-4$ or $x>4$, the radical is imaginary; and since in the corresponding sections there is no value of $x$ which makes $x+2$ zero, there can be no part of the graph in those sections. It is represented in fig. 29.

Ex. 5. $2 x^{2}+y^{2}+3 x-4 y-5=0$.
Solving for $y$, we have

$$
y=2 \pm \sqrt{-2 x^{2}-3 x+9}
$$
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or, after the expression under the radical sigu has been factored,

$$
y=2 \pm \sqrt{-2\left(x-\frac{3}{2}\right)(x+3)} .
$$

The lines $x=-3$ and $x=\frac{3}{2}$ divide the plane (fig. 30) into three sections, and proceeding as hefore, we find that the curve is entirely in the midulle section (that is, when $-3<x<\frac{3}{2}$ ) and that the line $y=2$ is an axis of symmetry.

If now we should solve for $x$ in terms of $y$, we shoukl find another axis of symmetry, $x=-\frac{3}{4}$, and that the curve is bounded by the lines $y=-1.2$ and $y=5.2$.


Fig. 30
13. Infinite values. If the expression defining a function contains fractions, the function is not defined for a value of $x$ which makes the denominator of any fraction zero. But if $x=a$ is a value which makes the denominator zero, but not the numerator, and if $x$ is allowed to approach $a$ as a limit, the value of the function increases indefinitely and is said to become infinite. The graph of a function then runs up or down indefinitely, approaching the line $x=a$ indefinitely near but never reaching it.

This is expressed concisely by the formula

$$
\frac{c}{0}=\infty .
$$

Other important formulas involving infinity are

$$
\frac{c}{\infty}=0, \quad \infty \times c=\infty, \quad \frac{\infty}{c}=\infty,
$$

which may be explained in a similar manner. For example, to obtain the meaning of $\frac{c}{\infty}$, we may write $\frac{c}{x}$ and then allow $x$ to increase indefinitely. It is obvious that the quotient decreases in numerical value and may be made as small as we please by taking $x$ large enough. This is the meaning of the formula $\frac{c}{\infty}=0$.

Ex. 1. $y=\frac{1}{x-2}$.
It is evident that $y$ is real for all values of $x$; also, if $x<2, y$ is negative, and if $x>2, y$ is positive. Moreover, as $x$ increases toward $2, y$ is negative and becomes indefinitely great ; while as $x$ decreases toward $2, y$ is positive and becomes indefinitely great. We can accordingly assign all values to $x$ except 2 . The curve is represented in fig. 31.

It is seen that the nearer to 2 the value assigned to $x$, the nearer the corresponding point of the curve to the line $x=2$. In fact, we can make this distance as small as we please by choosing an appropriate value for $x$. At the same time the point recedes indefinitely from $O X$ along the curve.

Now, when a straight line has such a position with respect to a curre that as the two are indefinitely prolonged the distance between them approaches zero as a limit, the straight line is


Fig. 31 called an asymptote of the curve.

It follows from the above definition that the line $x=2$ and also the line $y=0$ are asymptotes of this curve. In this example it is to be noted that the asymptote $x=2$ is determined by the value of $x$ which makes the function infinite.

It is clear that all equations of the type

$$
y=\frac{1}{x-a}
$$

represent curves of the same general shape as that plotted in fig. 31.

Ex. 2. $y=\frac{1}{x+2}+\frac{1}{x-2}$.
If $x=-2$ or if $x=2, y$ is infinite; hence these two values may not be assigned to $x$, all other values, however, being possible. The curve is represented in fig. 32.

By a discussion similar to that of Ex. 1 it may be proved that the lines $x=-2$ and $x=2$, which correspond to the values of $x$ which make the function infinite, and also the line $y=0$, are asymptotes of the curve.

This curve is a special case of that represented by

$$
y=\frac{1}{x-a}+\frac{1}{x-b}
$$
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and it is not difficult to see how the curve represented by

$$
y=\frac{1}{x-a}+\frac{1}{x-b}+\frac{1}{x-c}+\cdots
$$

will look for any number of terms.

Ex. 3. $y=\frac{1}{(x-2)^{2}}$.
All values of $x$ may be assumed except 2. The curve is represented in fig. 33. It is evident that the lines $x=2$ and $y=0$ are asymptotes.

This curve is a special case of that represented by

$$
y=\frac{1}{(x-a)^{2}}
$$

which is itself a special case of

$$
y=\frac{1}{(x-a)^{2}}+\frac{1}{(x-b)^{2}}+\cdots
$$



Fig. 33

Ex. 4. $y^{2}=\frac{1}{x-3}$.
We solve for $y$, forming the equation $y= \pm \sqrt{\frac{1}{x-3}}$. The line $x=3$ (fig. 34) divides the plane into two sections, and it is evident that there can be no part of the curve in that section for which $x<3$. Moreover, this line $x=3$ is an asymptote, as in the preceding examples. The curve, which is a special case of that represented by

$$
y^{2}=\frac{1}{x-a},
$$

is represented in fig. 34. It is to be noted that the axis of $x$ also is an asymptote.

Ex. 5. $y=\frac{x^{2}+1}{x}$.


Fig. 34

To plot this curve we write the equation in the equivalent form

$$
\begin{equation*}
y=x+\frac{1}{x} \tag{1}
\end{equation*}
$$

It is evident that all values except 0 may be assigned to $x$, that value being excluded as it makes $y$ infinite. Let us also draw the line

$$
\begin{equation*}
y=x, \tag{2}
\end{equation*}
$$

a straight line passing through the origin and bisecting the first and the third quadrants.

Comparing equations (1) and (2), we see that if any value $x_{1}$ is assigned to $x$, the corresponding ordinates of (1) and (2) are respectively $x_{1}+\frac{1}{x_{1}}$ and $x_{1}$ and that they differ by $\frac{1}{x_{1}}$. Moreover, the numerical value of this difference decreases as greater numerical values are assigned to $x_{1}$, and it can be made less than any assigned quantity however small ly taking $x_{1}$


Fig. 35 sufficiently great. It follows that the line $y=x$ is an asymptote of the curve. It is also evident that the line $x=0$, determined by the value of $x$ which makes the function infinite, is an asymptote. The curve is represented in fig. 35.
14. Intersection of graphs. Let
and

$$
\begin{align*}
& f_{m}(x, y)=0  \tag{1}\\
& f_{n}(x, y)=0
\end{align*}
$$

be the equations of two curves. It is evident that any point common to the two curves will have coürdinates satisfying both (1) and (2), and that, conversely, any values of $x$ and $y$ which satisfy both (1) and (2) are coördinates of a point common to the two curves. Hence, to find the points of intersection of two curves, solve their erputions simultaneously.

The simplest case which can occur is that where each equation is of the first degree and hence ( $\$ 31$ ) represents a straight line. In general there is a single solution, whieh locates the single point of intersection of the two straight lines. If no solution can be found, it is evident that the lines are parallel.

Other important cases are the two following:
Case I. $f_{1}(x, y)=0$ and $f_{n}(x, y)=0$. Let

$$
\begin{align*}
& f_{1}(x, y)=0,  \tag{1}\\
& f_{n}(x, y)=0, \tag{2}
\end{align*}
$$

be a linear equation and an equation of the $n$th degree, where $n>1$. The degree of a curce is defined as equal to the degree of its equation. Accordingly this problem is to find the points of intersection of a straight line and a curve of the $n$th degree, and the method of solution is as follows:

Solve (1) for either $x$ or $y$ and substitute the result in (2). If, for example, we solve (1) for $y$, the result of substituting this value in (2) will in general be an equation of the $n$th degree in $x$, the real roots of which are the abscissas of the required points of intersection. The ordinates of the points of intersection are now found by substituting in succession in (1) the values of $x$ which have been found.

If two roots $x_{1}$ and $x_{2}$ of the equation in $x$ are equal, the corresponding ordinates are equal and the two points coincide.

We may regard this case as a limiting case when the position of the curves is changed so as to make $x_{1}$ and $x_{2}$ approach each other; that is, so as to make the points of intersection of the straight line and the curve approach each other along the curve. Accordingly the straight line represented by equation (1) is, by definition, tangent to the curve represented by equation (2). In general the tangent line simply touches the curve, without cutting it, as in the case of the circle.

Ex. 1. Find the points of intersection of

$$
\begin{equation*}
3 x-2 y-4=0 \tag{1}
\end{equation*}
$$

and $\quad x^{2}-4 y=0$.
Solving (1) for $y$ and substituting the result in (2), we have $x^{2}-6 x+8=0$, the roots of which are 2 and 4. Substituting these values of $x$ in (1), we find the corresponding values of $y$ to be 1 and 4 . Therefore the points of intersectiou are $(2,1)$ and $(4,4)$ (fig. 36).

Ex. 2. Find the points of intersection of

$$
\begin{equation*}
6 x-4 y-9=0 \tag{1}
\end{equation*}
$$

and $\quad x^{2}-4 y=0$.

$$
\begin{equation*}
x^{2}-4 y=0 . \tag{2}
\end{equation*}
$$

Solving (1) for $y$ and substituting the result in (2), we have $x^{2}-6 x+9=0$. The roots of this equation are equal, each being 3 . Hence the straight line is tangent to the curve. Substituting 3 for $x$ in (1), we find $y=\frac{9}{4}$; hence the point of tangency is (3, $\frac{9}{4}$ ) (fig. 37 ).
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Ex. 3. Find the points of intersection of

$$
\begin{align*}
3 x-2 y-5 & =0  \tag{1}\\
\text { and } \quad x^{2}-4 y & =0 . \tag{2}
\end{align*}
$$

Proceeding as in the two previous examples, we obtain $x^{2}-6 x+10=0$, the roots of which are $3 \pm \sqrt{-1}$. Hence the straight line does not intersect the curve (fig. 38). The corresponding values of $y$ are $2 \pm \frac{3}{2} \sqrt{-1}$.

Ex. 4. Find the points of intersection of
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$$
\begin{equation*}
y=2 x \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
y^{2}=x(x-3)^{2} \tag{2}
\end{equation*}
$$

Substituting the value of $y$ from (1) in (2), we have
or

$$
\begin{array}{ll} 
& x\left[(x-3)^{2}-4 x\right] \\
\text { or } & x\left[x^{2}-10 x+9\right]
\end{array}=0,
$$



Fig. 40

Its roots are 0,1 , and 9 . The corresponding values of $y$ are found from (1) to be 0,2 , and 18. Therefore the points of intersection are $(0,0)$, ( 1,2 ), and ( 9,18 ) (fig. 39).

Ex. 5. Find the points of intersection of

$$
\begin{align*}
& y=3 x+2  \tag{1}\\
& y=x^{3} \tag{2}
\end{align*}
$$

Substituting in (2), we have

$$
x^{3}-3 x-2=0
$$

or $\quad(x-2)(x+1)^{2}=0$.


Fig. 39

Its roots are $2,-1,-1$. The corresponding values of $y$, found from (1), are $8,-1,-1$. Therefore the points of intersection are $(2,8)$ and $(-1,-1)$, the latter being a point of tangency (fig. 40).

Ex. 6. Find the points of intersection of

$$
\begin{align*}
2 x+y-4 & =0  \tag{1}\\
y^{2} & =x\left(x^{2}-12\right) . \tag{2}
\end{align*}
$$

and
After substitution we have $x^{3}-4 x^{2}+4 x-16=0$, or $(x-4)\left(x^{2}+4\right)=0$, the roots of which are 4 and $\pm 2 \sqrt{-1}$. The corresponding values of $y$, found from (1), are -4 and $4 \mp 4 \sqrt{-1}$. The only real solution of equations (1) and (2) being $x=4$ and $y=-4$, the straight line and the curve intersect in the single point $(4,-4)$ (fig. 41).

Case II. $f_{m}(x, y)=0$ and $f_{n}(x, y)=0$.
Let

$$
\begin{equation*}
f_{m}(x, y)=0 \tag{1}
\end{equation*}
$$

be an equation of the $m$ th degree, and

$$
\begin{equation*}
f_{n}(x, y)=0 \tag{2}
\end{equation*}
$$

be an equation of the $n$th degree, where


Fig. 41 $m$ and $n$ are both greater than unity. The method is the same as in the preceding case; that is, the elimination of either $x$ or $y$, the solution of the resulting equation, and the determination of the corresponding values of the unknown quantity eliminated. The equation resulting from the elimination is in general of degree $m n$, and the number of simultaneous solutions of the original equations is $m n$. If all these solutions are real and distinct, the corresponding curves intersect at $m n$ points. If, however, any of these solutions are imaginary, or are alike if real, the corresponding curves will intersect at a number of points less than $m n$. Hence two curves of degrees $m$ and $n$ respectively can intersect at mn points and no more.

Ex. 7. Find the points of intersection of
and

$$
\begin{array}{r}
y^{2}-2 x=0 \\
x^{2}+y^{2}-8=0 . \tag{2}
\end{array}
$$

Sultracting (1) from (2), we eliminate $y$, thereby obtaining the equation $x^{2}+2 x-8=0$, the roots of which are -4 and 2. Substituting 2
and -4 in either (1) or (2), we find the corresponding values of $y$ to be $\pm 2$ and $\pm 2 \sqrt{-2}$. The real solntions of the equations are accordingly $x=2, y= \pm 2$, and the corresponding curves intersect at the points $(2,2)$ and (2, - 2) (fig. 42).

From the figure it is also evident that the value -4 for $x$ must make $y$ imaginary, as hoth curves lie entirely to the right of the line $x=-4$.

Ex. 8. Find the points of intersection of

$$
\begin{equation*}
x^{2}-3 y=0 \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
y^{2}-3 x=0 \tag{2}
\end{equation*}
$$

Substituting in (2) the value of $y$ from (1), we have $x^{4}-27 x=0$. This equation may be written
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$$
x(x-3)\left(x^{2}+3 x+9\right)=0
$$

the roots of which are 0,3 , and $\frac{-3 \pm 3 \sqrt{-3}}{2}$. Substituting these values of $x$ in (1), we find the corresponding values of $y$ to be 0,3 , and $\frac{-3 \mp 3 \sqrt{-3}}{2}$. Therefore the real solutions of these equations are $x=0$, $y=0$ and $x=3, y=3$. If we had substituted the values of $x$ in (2), we should have at first seemed to find an additional real solution, $y=-3$ when $x=3$. But -3 for $y$ makes $x$ imaginary in (1), as no part of $(1)$ is below the axis of $x$. Geometrically, the line $x=3$ intersects the curves (1) and (2) in a common proint and also intersects ( ${ }^{2}$ ) in another point. Therefore the only real solutions of these equations are the ones noted above, and the corresponding curves intersect at the two


Fig. 43 points $(0,0)$ and $(3,3)$ (fig. 43).

We see, moreorer, that any results found must be tested by sulstitution in both of the original equations.

The remaining two solutions of these equations, found ly letting $x=\frac{-3 \pm 3 \sqrt{-3}}{2}$, are imaginary.

Ex. 9. Find the points of intersection of

$$
\begin{align*}
2 x^{2}+3 y^{2} & =35  \tag{1}\\
x y & =6 . \tag{2}
\end{align*}
$$

and
Since these equations are homogeneous quadratic equations, we place

$$
\begin{equation*}
y=m x \tag{3}
\end{equation*}
$$

and substitute for $y$ in both (1) and (2). The results are $2 x^{2}+3 m^{2} x^{2}=35$ and $m x^{2}=6$, whence

$$
\begin{align*}
& x^{2}=\frac{35}{2+3 m^{2}}  \tag{4}\\
& x^{2}=\frac{6}{m} . \tag{5}
\end{align*}
$$

Therefore

$$
\begin{equation*}
\frac{35}{2+3 m^{2}}=\frac{6}{m}, \tag{}
\end{equation*}
$$

from which we find $m=\frac{3}{2}$ or $\frac{4}{9}$. If $m=\frac{3}{2}$, then, from (5), $x= \pm 2$; and from (3) the corresponding values of $y$ are $\pm 3$.

If $m=\frac{4}{9}$, in like manner we


Fig. 44 find $x= \pm \frac{3}{2} \sqrt{6}$ and $y= \pm \frac{2}{3} \sqrt{6}$.

Therefore the curves intersect at the four symmetrically situated points $(2,3),(-2,-3),\left(\frac{3}{2} \sqrt{6}, \frac{2}{3} \sqrt{6}\right),\left(-\frac{3}{2} \sqrt{6},-\frac{2}{3} \sqrt{6}\right)$ (fig. 44).

Ex. 10. Find the points of intersection of

$$
\begin{align*}
2 y^{2} & =x-2  \tag{1}\\
\text { and } \quad x^{2}-4 y^{2} & =4 . \tag{2}
\end{align*}
$$

Eliminating $y$, we have

$$
x^{2}-2 x=0,
$$

the roots of which are 0 and 2. When $x=0$ we find from either (1) or (2)
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$y= \pm \sqrt{-1}$, and when $x=2$ either (1) or (2) reduces to $y^{2}=0$, whence $y=0$. Therefore these two curves are tangent at the point ( 2,0 ) (fig. 45).
15. Real roots of an equation. It is evident that the real roots of the equation $f(x)=0$ determine points on the axis of $x$ at which the curve $y=f(x)$ crosses or touches that axis. Moreover, if $x_{1}$ and $x_{2}\left(x_{1}<x_{2}\right)$ are two values of $x$ such that
$f\left(x_{1}\right)$ and $f\left(x_{2}\right)$ are of opposite algebraic sign, the graph is on one side of the axis when $x=x_{1}$, and on the other side when $x=x_{2}$. Therefore it must have crossed the axis an odd number of times between the points $x=x_{1}$ and $x=x_{2}$. Of course it may have touched the axis at any number of intermediate points. Now if $f(x)$ has a factor of the form $(x-a)^{k}$, the curve $y=f(x)$ crosses the axis of $x$ at the point $x=a$ when $k$ is odd, and touches the axis of $x$ when $k$ is even. In each case the equation $f(x)=0$ is said to have $k$ equal roots, $x=a$. Since then a point of crossing corresponds to an odd number of equal roots of an equation and a point of touching corresponds to an even number of equal roots, it follows that the equation $f(x)=0$ has an odd number of real roots between $x_{1}$ and $x_{2}$, if $f\left(x_{1}\right)$ and $f\left(x_{2}\right)$ have opposite signs.

The above gives a ready means of locating the real roots of an equation in the form $f(x)=0$, for we have only to find two values of $x$, as $x_{1}$ and $x_{2}$, for which $f(x)$ has different signs. We then know that the equation has an odd number of real roots between these values, and the nearer together $x_{1}$ and $x_{2}$, the more nearly do we know the values of the intermediate roots. In locating the roots in this mamer it is not necessary to construct the corresponding graph, though it may be helpful.

Ex. Find a real root of the equation $x^{3}+2 x-17=0$, accurate to two decimal places.

Denoting $x^{3}+2 x-17$ by $f(x)$ and assigning successive integral values to $x$, we find $f(2)=-5$ and $f(3)=16$. Hence there is a real root of the equation between 2 and 3 .

We now assign values to $x$ between 2 and 3 , at intervals of one tenth, as $2.1,2.2,2.3$, etc., and we begin with the values nearer 2 , since $f(2)$ is nearer zero than is $f(3)$. Proceeding in this way we find $f(2.3)=-.233$ and $f(2.4)=1.621$; hence the root is between 2.3 and 2.1 .

Now, assigning values to $x$ between 2.3 and 2.4 at intervals of one hundredth, we find $f(2.31)=-.054$ and $f(2.32)=.127$; hence the roet is between 2.31 and 2.32 .

To determine the last decimal place accurately, we let $x=2.315$ and find $f(2.315)=.037$. Hence the root is between 2.31 and 2.315 and is 2.31, accurate to two decimal places.

If $f(2.315)$ had been negative, we should have known the root to be between 2.315 and 2.32 and to be 2.32 , accurate to two decimal places.

## PROBLEMS

Plot the graphs of the following equations:

1. $3 x+4 y-7=0$.
2. $2 x-5 y+6=0$.
3. $x+7 y=0$.
4. $4 x-3=0$.
5. $3 y+8=0$.
6. $y=4 x^{2}+4 x-3$.
7. $y=4 x^{2}-2 x+3$.
8. $y=6-x-x^{2}$.
9. $y=-3 x^{2}+4 x$.
10. $y=(x+2)(x-1)(x-3)$.
11. $y=\left(x^{2}-1\right)(2 x+9)$.
12. $y=x^{3}+4 x^{2}$.
13. $y=(x-3)(2 x+1)^{2}$.
14. $y=x^{3}-8 x^{2}+15 x$.
15. $y=2 x^{3}+3 x^{2}-14 x$.
16. $y=x^{3}-x^{2}-4 x+4$.
17. $y=x^{3}-a^{2} x$.
18. $y=(x+1)(x-4)(x-3)^{2}$.
19. $y=(x-1)(x+3)\left(x^{2}+2\right)$.
20. $y=(x-1)^{2}\left(2 x^{2}+6 x+5\right)$.
21. $y^{2}=(x-2)\left(x^{2}-9\right)$.
22. $y^{2}=(x+3)\left(6 x-x^{2}-8\right)$.
23. $9 y^{2}=(x+2)(2 x-1)^{2}$.
24. $4 y^{2}=x^{3}+4 x^{2}$.
25. $9 y^{2}=\left(x^{2}-1\right)\left(4 x^{2}-25\right)$.
26. $y^{2}=\left(1-x^{2}\right)\left(4 x^{2}-25\right)$.
27. $4 y^{2}=9 x^{4}-x^{6}$.
28. $y^{2}=(2 x+3)\left(4 x^{2}-9\right)$.
29. $y^{2}=(x-2)^{2}(3-2 x)$.
30. $y^{2}=\left(2+x-x^{2}\right)(x+2)^{2}$.
31. $y^{2}=x^{2}(x-5)^{2}(2 x-3)$.
32. $4 y^{2}=(x-1)^{2}\left(4 x^{2}-4 x-3\right)$.
33. $y^{2}=x(x+2)^{2}(x+3)^{2}$.
34. $y^{2}=(2 x-3)\left(x^{2}+1\right)$.

$$
\text { 35. } y^{2}=(x-1)(2 x-1)^{2}\left(x^{2}+3 x+3\right) \text {. }
$$

$$
\text { 36. } x^{2}+y^{2}-4 x+6 y+9=0 \text {. }
$$

37. $x^{2}-4 y+4 y^{2}=0$.
38. $x^{2}-y^{2}-2 x+4 y-4=0$.
39. $9 x^{2}+36 y^{2}-96 y+28=0$.
40. $x^{3}+3 x^{2}-y^{2}-x-3=0$.
41. $y^{3}=x\left(x^{2}-9\right)$.
42. $y^{3}=x^{2}(x+3)$.
43. $(y+1)^{3}=(x+1)\left(x^{2}-9\right)$.
44. $x^{2}-y^{4}(5+y)=0$.
45. $x^{2}-y^{3}+y^{2}+2 y=0$.
46. $(y+3)^{2}=x(x-2)^{2}$.
47. $(y-2)^{2}=(x-2)^{2}(x-5)$.
48. $(y-x)^{2}=16-x^{2}$.
49. $(x+y)^{2}=y^{2}(y+1)$.
50. $x^{2}-4 x y-5 y^{2}+9 y^{4}=0$.
51. $\left(\frac{x}{a}\right)^{\frac{2}{3}}+\left(\frac{y}{b}\right)^{\frac{2}{3}}=1$.
52. $\left(\frac{x}{a}\right)^{2}+\left(\frac{y}{b}\right)^{\frac{2}{3}}=1$.
53. $x^{\frac{1}{2}}+y^{\frac{1}{2}}=a^{\frac{1}{2}}$.
54. $\left(\frac{x}{a}\right)^{\frac{1}{3}}+\left(\frac{y}{b}\right)^{\frac{1}{3}}=1$.
55. $y^{2}\left(a^{2}+x^{2}\right)=x^{2}\left(a^{2}-x^{2}\right)$.
56. $a^{4} y^{2}+b^{2} x^{4}=a^{2} b^{2} x^{2}$.
57. $16 a^{4} y^{2}=b^{2} x^{2}\left(u^{2}-2 a x\right)$.
58. $x y=16$.
59. $x y=-16$.
60. $2 y-x y=12$.
61. $(y+1)^{2}=\frac{1}{x+2}$.
62. $y=\frac{1}{(x+1)^{2}}-\frac{1}{(x+4)^{2}}$.
63. $y^{2}=\frac{x^{8}}{x^{2}-5 x-6}$.
64. $y^{2}=\frac{x-1}{(x+1)(x+3)}$.
65. $x^{2} y^{2}+25=9 y^{2}$.
66. $y^{2}=\frac{x(x+1)}{x-1}$.
67. $4 y=2 x+\frac{1}{2 x}$.
68. $y=x+\frac{1}{x^{2}}$.
69. $y-1=3(x-2)+\frac{3}{x-2}$.
70. $y=x^{2}+\frac{1}{x}$.
71. $y=\frac{1}{x}-\frac{1}{x^{3}}$.
72. $x y^{2}=4 a^{2}(2 a-x)$.
73. $y^{2}=\frac{x^{8}}{2 a-x}$.
74. $y^{2}=\frac{x^{2}(a+x)}{a-x}$.
75. $y^{2}\left(x^{2}+a^{2}\right)=u^{2} x^{2}$.
76. $y\left(x^{2}+a^{2}\right)=a^{2}(a-x)$.

Find the points of intersection of the following pairs of loci:

$$
\begin{aligned}
& \text { 77. } 3 x-y-2=0,5 x-3 y+2=0 \text {. } \\
& \text { 78. } 6 x-24 y+19=0,12 x+3 y+4=0 \text {. } \\
& \text { 79. } 2 x-y-2=0, x^{2}+y^{2}=25 \text {. } \\
& \text { 80. } 2 x-3 y+9=0, x^{2}+y^{2}+2 x+4 y-S=0 \text {. } \\
& \text { 81. } 4 x+5 y-20=0, x^{2}+y^{2}-2 x-3=0 \text {. } \\
& \text { 82. } 2 y+3 x-5=0, x^{2}-2 x-2 y+4=0 \text {. } \\
& \text { 83. } 3 x-2 y+6=0, y^{2}+4 y+x+7=0 \text {. } \\
& \text { 84. } x-4 y+1=0,4 y^{2}+4 y-4 x+5=0 \text {. } \\
& \text { 85. } 3 x+2 y-7=0,5 x^{2}+4 y^{2}=21 \text {. } \\
& \text { 86. } 7 x-2 y+4=0,21 x^{2}-4 y^{2}-12=0 \text {. } \\
& \text { 87. } x-2 y=0, x^{2} y^{2}+36=2 \check{5} y^{2} \text {. } \\
& \text { 88. } 2 x-y-1=0,4 y^{2}=(x+2)(2 x-1)^{2} \text {. } \\
& \text { 89. } x+2 y-2=0, y+x^{2} y=1 \text {. } \\
& \text { 90. } x^{2}+y^{2}=25,16 x^{2}+27 y^{2}=576 \text {. } \\
& \text { 91. } x^{2}+y^{2}=12, x^{2}-8 y+8=0 \text {. } \\
& \text { 92. } 4 x y=1,2 x^{2}+2 y^{2}=1 \text {. }
\end{aligned}
$$

$$
\begin{aligned}
& \text { 93. } 32 y^{2}-9 x^{3}=0,8 y^{2}-9 x=0 . \\
& \text { 94. } 2 y^{2}=3-x, y^{2}=\frac{x^{8}}{2-x} . \\
& \text { 95. } x^{2}-y^{3}=0, x^{2}+y^{2}-4 y-4=0 . \\
& \text { 96. } 7 x^{2}=25-5 y, y-2=\frac{8}{x^{2}+4} . \\
& \text { 97. } y-2=\frac{1}{x-1}, 16(y-2)=(x-1)^{3} \text {. }
\end{aligned}
$$

Find the real roots, accurate to two decimal places, of the following equations:

$$
\begin{array}{cl}
\text { 98. } x^{3}+2 x-6=0 . & \text { 101. } x^{4}-4 x^{3}+4=0 . \\
\text { 99. } x^{3}+x+11=0 . & \text { 102. } x^{3}-3 x^{2}+6 x-11=0 . \\
\text { 100. } x^{4}-11 x+5=0 . & \text { 103. } x^{3}+3 x^{2}+4 x+7=0 .
\end{array}
$$

## CHAPTER III

## CHANGE OF COÖRDINATE AXES

16. Introduction. So far we have dealt with the coördinates of any point in the plane on the supposition that the axes of coördinates are fixed, and therefore to a given point corresponds one, and only one, pair of coörclinates, and, conversely, to any pair of coördinates corresponds one, and only one, point. But it is sometimes advantageous to change the position of the axes, that is, to make a transformation of coördinates, as it is called. In such a case we need to know the relations between the coördinates of a point with respect to one set of axes and the coördinates of the same point with respect to a second set of axes.

The equations expressing these relations are called formulas of transformation. It must be borne in mind that a transformation of coördinates never alters the position of the point in the plane, the coördinates alone being changed because of the new standards of reference adopted.
17. Change of origin. In this case a new origin is chosen, but the new axes are respectively parallel to the original axes.

Let $O X$ and $O Y$ (fig. 46) be the original axes, and $O^{\prime} \Gamma^{\prime \prime}$ and $O^{\prime} Y^{\prime}$ the new axes intersecting at $O^{\prime}$, the coorrdinates of $O^{\prime}$ with respect to the original axes being $x_{0}$ and $y_{0}$.


Fig. 46 Let $P$ be any point in the plane, its coördinates being $x$ and $y$ with respect to $O X$ and $O Y$, and $x^{\prime}$ and $y^{\prime}$ with respect to $O^{\prime} X^{\prime}$ and $O^{\prime} Y^{\prime}$. Draw $P M M^{\prime}$ parallel to $O Y$, intersecting $O X$ and $O^{\prime} X^{\prime}$ at $M$ and $I^{\prime}$ respectively.

Then

$$
O M=x, M P=y
$$

$$
\begin{aligned}
O^{\prime} M^{\prime} & =x^{\prime}, \quad M^{\prime} P=y^{\prime} \\
N O^{\prime} & =x_{0}, \quad O N=y_{0}
\end{aligned}
$$

But

$$
O M=N M^{\prime}=N O^{\prime}+O^{\prime} M^{\prime},
$$

and

$$
\begin{aligned}
M P & =M M^{\prime}+M^{\prime} P=O N+M^{\prime} P . \\
x & =x_{0}+x^{\prime}, \quad y=y_{0}+y^{\prime},
\end{aligned}
$$

which are the required formulas of transformation.
Ex. 1. The coördinates of a certain point are $(3,-2)$. What will be the coördinates of this same point with respect to a new set of axes parallel respectively to the first set and intersecting at $(1,-1)$ with respect to $O X$ and $O Y$ ?

Here $x_{0}=1, y_{0}=-1, x=3$, and $y=-2$. Therefore $3=1+x^{\prime}$ and $-2=-1+y^{\prime}$, whence $x^{\prime}=2$ and $y^{\prime}=-1$.

Ex. 2. Transform the equation $y^{2}-2 y-3 x-5=0$ to a new set of axes parallel respectively to the original axes and intersecting at the point ( $-2,1$ ).

The formulas of transformation are $x=-2+x^{\prime}, y=1+y^{\prime}$. Therefore the equation becomes
or

$$
\left(1+y^{\prime}\right)^{2}-2\left(1+y^{\prime}\right)-3\left(-2+x^{\prime}\right)-5=0,
$$

$y^{2}-3 x^{\prime}=0$.
As no point of the curve has been moved in the plane by this transformation, the curve has been changed in no way whatever. Its equation is different because it is referred to new axes.

After the work of transformation has been completed the primes may be dropped. Accordingly the equation of this example may be written $y^{2}-3 x=0$, or $y^{2}=3 x$, the new axes being now the only ones considered.
18. One important use of transformation of coördinates is the simplification of the equation of a curve. In Ex. 2 of the last article, for example, the new equation $y^{2}=3 x$ is simpler than the original equation. It is obvious, however, that the position of the new origin is of fundamental importance in thus simplifying the equation, and we shall now solve examples illustrating methods of determining the new origin to advantage.

Ex. 1. Transform the equation $y^{2}-4 y-x^{3}-3 x^{2}-3 x+3=0$ to new axes parallel respectively to the original axes, so choosing the origin that there shall be no terms of the first degree in $x$ and $y$ in the new equation.

The formulas of transformation are

$$
x=x_{0}+x^{\prime} \quad \text { and } \quad y=y_{0}+y^{\prime}
$$

where suitable values of $x_{0}$ and $y_{0}$ are to be determined. The equation becomes

$$
\left(y_{0}+y^{\prime}\right)^{2}-4\left(y_{0}+y^{\prime}\right)-\left(x_{0}+x^{\prime}\right)^{3}-3\left(x_{0}+x^{\prime}\right)^{2}-3\left(x_{0}+x^{\prime}\right)+3=0
$$

or, after expanding and collecting like terms,

$$
\begin{aligned}
& y^{\prime 2}+\left(2 y_{0}-4\right) y^{\prime}-x^{\prime 3}-\left(3 x_{0}+3\right) x^{\prime 2}-\left(3 x_{0}^{2}+6 x_{0}+3\right) x^{\prime} \\
& \quad+\left(y_{0}^{2}-4 y_{0}-x_{0}^{3}-3 x_{0}^{2}-3 x_{0}+3\right)=0 .
\end{aligned}
$$

By the conditions of the problem we are to choose $x_{0}$ and $y_{0}$ so that

$$
2 y_{0}-4=0, \quad 3 x_{0}^{2}+6 x_{0}+3=0
$$

two equations from which we find $x_{0}=-1$ and $y_{0}=2$.
Therefore $(-1,2)$ should be chosen as the new origin, and the new equation is $y^{\prime 2}-x^{\prime 3}=0$, or $y^{2}=x^{3}$ after the primes are droped.

## Ex. 2. Transform the equation

$$
16 x^{2}+25 y^{2}+61 x-150 y-111=0
$$

to new axes parallel respectively to the original axes, so choosing the origin that there shall be no terms of the first degree in $x$ and $y$ in the new equation.

We may solve this example by the method used in solving Ex. 1, but since the equation is of the second degree, the following method is very. desirable.

Rewriting, we have
whence

$$
16\left(x^{2}+4 x+4\right)+25\left(y^{2}-6 y+9\right)=400
$$

or

$$
16(x+2)^{2}+25(y-3)^{2}=400
$$

Placing now

$$
x=-2+x^{\prime}, \quad y=3+y^{\prime}
$$

we have as our new equation $\quad 16 x^{\prime 2}+25 y^{\prime 2}=400$,
the new origin of coördinates being at the point $(-2,3)$ with respect to the original axes.

## 19. Change of direction of axes.

Case I. Rotation of axes. Let $O X$ and $O Y$ (fig. 47) be the original axes, and $O X^{\prime}$ and $O Y^{\prime}$ be the new axes, making $\angle \phi$ with $O X$ and $O Y$ respectively. Then $\angle X O Y^{\prime}=90^{\circ}+\phi$ and $\angle Y O X^{\prime}=90^{\circ}-\phi$.

Let $P$ be any point in the plane, its coördinates being $x$ and $y$ with respect to $O X$ and $O Y$, and $x^{\prime}$ and $y^{\prime}$ with respect to $O X^{\prime}$ and $O Y^{\prime}$. Then, by construction, $O M=x$, $O V=y, \quad O M^{\prime}=x^{\prime}$, and $M^{\prime} P=y^{\prime}$. Draw $O P$.

The projection of $O P$ on $O X$ is


Fig. 47 $O M$, and the projection of the broken line $O M^{\prime} P$ on $O X$ is $O M^{\prime} \cos \phi+M M^{\prime} P \cos \left(90^{\circ}+\phi\right)$, or $O M^{\prime} \cos \phi-M^{\prime} P \sin \phi$.

Therefore

$$
O M=O M^{\prime} \cos \phi-M^{\prime} P \sin \phi
$$

by $\S 2$.
In like manner the projection of $O P$ on $O Y$ is $O N$, and the projection of the broken line $O M^{\prime} P$ on $O Y$ is $O M^{\prime} \cos \left(90^{\circ}-\phi\right)$ $+M^{\prime} P \cos \phi$.

Therefore $\quad O N=O M^{\prime} \sin \phi+M^{\prime} P \cos \phi$, by $\S 2$.

Replacing $O M, O N, O M^{\prime}, M^{\prime} P$ by their values, we have

$$
\begin{aligned}
& x=x^{\prime} \cos \phi-y^{\prime} \sin \phi \\
& y=x^{\prime} \sin \phi+y^{\prime} \cos \phi
\end{aligned}
$$

Ex. 1. Transform the equation $x y=5$ to new axes having the same origin as the original axes and making an angle of $45^{\circ}$ with them.

Iere $\phi=45^{\circ}$, and the formulas of transformation are $x=\frac{x^{\prime}-y^{\prime}}{\sqrt{2}}$, $y=\frac{x^{\prime}+y^{\prime}}{\sqrt{2}}$

Substituting and simplifying, we have as the new equation $x^{2}-y^{2}=10$.
Ex. 2. Transform the equation $34 x^{2}+41 y^{2}-24 x y=100$ to new axes with the same origin as the original axes, so choosing the angle $\phi$ that the new equation shall have no term in $x y$.

The formulas of transformation are

$$
\begin{aligned}
& x=x^{\prime} \cos \phi-y^{\prime} \sin \phi \\
& y=x^{\prime} \sin \phi+y^{\prime} \cos \phi
\end{aligned}
$$

where $\phi$ is to be determined.
Substituting in the equation and collecting like terms, we have

$$
\begin{aligned}
\left(34 \cos ^{2} \phi\right. & \left.+41 \sin ^{2} \phi-24 \sin \phi \cos \phi\right) x^{2} \\
& +\left(34 \sin ^{2} \phi+41 \cos ^{2} \phi+24 \sin \phi \cos \phi\right) y^{2} \\
& +\left(24 \sin ^{2} \phi+14 \sin \phi \cos \phi-24 \cos ^{2} \phi\right) x y=100
\end{aligned}
$$

By the conditions of the problem we are to choose $\phi$ so that

$$
24 \sin ^{2} \phi+14 \sin \phi \cos \phi-24 \cos ^{2} \phi=0
$$

One value of $\phi$ satisfying this equation is $\tan ^{-1} \frac{3}{4}$. Accordingly we substitute $\sin \phi=\frac{3}{5}$ and $\cos \phi=\frac{4}{5}$, and the equation reduces to $x^{2}+2 y^{2}=4$.

Case II. Interchange of axes. If the axes of $x$ and $y$ are simply interchanged, their directions are changed, and hence such a transformation is of the type under consideration in this article. The formulas for such a transformation are evidently $x=y^{\prime}, y=x^{\prime}$.

Case III. Rotation and interchange of axes. Finally, if the axes are rotated through an angle $\phi$ and then interchanged, the formulas, being merely a combination of the two already found, are

$$
x=y^{\prime} \cos \phi-x^{\prime} \sin \phi, \quad y=y^{\prime} \sin \phi+x^{\prime} \cos \phi
$$

A special case of some importance occurs when $\phi=270^{\circ}$. We have then $x=x^{\prime}, y=-y^{\prime}$.

Cases II and III, it should be added, occur much less frequently than Case I.

If both the origin and the direction of the axes are to be changed, the processes may evidently be performed successively, preferably in this order: (1) change of origin; (2) change of direction.
20. Oblique coördinates. Up to the present time we have always constructed the coördinate axes at right angles to each other. This is not necessary, however, and in some problems, indeed, it is of advantage to make the axes intersect at some other angle. Accordingly, in fig. 48, let $O X$ and $O Y$ intersect at some angle $\omega$ other than $90^{\circ}$.

We now define $x$ for any point in the plane as the distance from $O Y$ to the point, measured parallel to $O X$, and $y$ as the distance from $O X$ to the point, measured parallel to $O Y$. The algebraic sigus are determined according to the rules adopted in $\S 4$.

It is immediately evident that the rectangular coördinates are but a special case of this new type of coördinates, called oblique coördinates, since the new definitions of $x$ and $y$ include those previously given. In fact, the term Cartesian, or rectilinear, coördinates includes


Fig. 48 both the rectangular and the oblique.

Oblique coördinates are usually less convenient than rectangular ones and are very little used in this book. If necessary, the formulas obtained by using rectangular coördinates can be transformed into similar ones in oblique coördinates by the formulas of the following article. When no angle is specified the angle between the axes is understood to be a right angle.
21. Change from rectangular to oblique axes. Let $O X$ and $O Y$ (fig. 49) be the original axes, at right angles to each other, and $O X^{\prime}$ and $O Y^{\prime}$ the new axes, making angles $\phi$ and $\phi^{\prime}$ respectively with $O X$. Then $\omega=\phi^{\prime}-\phi$. Let $P$ be any point in the plane, its rectangular coördinates being $x$ and $y$, and its oblique coördinates being $x^{\prime}$ and $y^{\prime}$.


Fig. 49

Draw $P M$ parallel to $O Y, P M^{\prime}$ parallel to $O Y^{\prime}, M^{\prime} N$ parallel to $O Y$, and $R M^{\prime} N^{\prime}$ parallel to $O X$. Then $\angle R M^{\prime} P=\phi^{\prime}$.

But $O M=O N+N M=O N+M^{\prime} N^{\prime}=O M^{\prime} \cos \phi+M^{\prime} P \cos \phi^{\prime}$,
$M P=M N^{\prime}+N^{\prime} P=N M^{\prime}+N^{\prime} P=O M^{\prime} \sin \phi+M^{\prime} P \sin \phi^{\prime}$.
Therefore

$$
\begin{aligned}
& x=x^{\prime} \cos \phi+y^{\prime} \cos \phi^{\prime}, \\
& y=x^{\prime} \sin \phi+y^{\prime} \sin \phi^{\prime} .
\end{aligned}
$$

Ex. Transform the equation $\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}=1$ to the lines $y= \pm \frac{b}{a} x$ as axes.
Here let $\phi=\tan ^{-1}\left(-\frac{b}{a}\right)$, and $\phi^{\prime}=\tan ^{-1} \frac{b}{a}$. The formulas of transformation become

$$
x=\frac{a}{\sqrt{a^{2}+b^{2}}}\left(x^{\prime}+y^{\prime}\right), \quad y=\frac{b}{\sqrt{a^{2}+b^{2}}}\left(-x^{\prime}+y^{\prime}\right) .
$$

Substituting and simplifying, we have as the new equation $x y=\frac{a^{2}+b^{2}}{4}$. Unless $b=a$, the axes are oblique and $\omega=2 \tan ^{-1} \frac{b}{a}$.
22. Degree of the transformed equation. In reviewing this chapter we see that the expressions for the original coorrdinates in terms of the new are all of the first degree. Hence the result of any transformation cannot be of higher degree than the original equation. On the other hand, the result cannot be of lower degree than the original equation ; for it is evident that if any equation is transformed to new axes and then back to the original axes, it must resume its original form exactly. Hence, if the degree had been lowered by the first transformation, it must be increased to its original value by the second transformation. But this is impossible, as we have just noted.

It follows that the degree of an equation is unchanged by any single transformation of coördinates or by any number of successive transformations. In particular, the proposition that any equation of the first degree represents a straight line is true for oblique, as for rectangular, coördinates.

## PROBLEMS

1. What are the new coördinates of the points $(3,4),(-3,6)$, and $(4,-7)$ if the origin is transferred to the point $(2,-3)$, the new axes being parallel to the old?
2. Transform the equation $x^{2}+9 y^{2}-4 x+18 y+8=0$ to new axes parallel to the old axes and meeting at the point $(2,-1)$.
3. Transform the equation $2 x^{2}+2 y^{2}-2 x+2 y-7=0$ to new axes parallel to the old axes and meeting at the point $\left(\frac{1}{2},-\frac{1}{2}\right)$.
4. Transform the equation $x^{2}-y^{2}+2 x-3=0$ to new axes parallel to the old axes and meeting at the point $(-1,0)$.
5. Transform the equation $y^{8}-3 y^{2}+3 x^{2}+3 y+12 x+11=0$ to new axes parallel to the old axes and meeting at the point $(-2,1)$.
6. Transform the equation $y^{2}-4 x-6 y+5=0$ to new axes parallel to the old axes, so choosing the new origin that the new equation shall contain only terms in $y^{2}$ and $x$.
7. Transform the equation $x^{2}+2 x+4 y-3=0$ to new axes parallel to the old, so choosing the new origin that the new equation shall contain only terms in $x^{2}$ and $y$.
8. Transform the equation $2 x^{2}-4 y^{2}+12 x+16 y-7=0$ to new axes parallel to the old, so choosing the origin that there shall be no terms of the first degree in the new equation.
9. Transform the equation $4 x^{2}+9 y^{2}-4 x+12 y+4=0$ to new axes parallel to the old, so choosing the origin that there shall be no terms of the first degree in the new equation.
10. Transform the equation $x y-3 y+2 x-12=0$ to new axes parallel to the old, so choosing the origin that there shall be no terms of the first degree in the new equation.
11. Transform the equation $6 x y-10 x+3 y-19=0$ to new axes parallel to the old, so choosing the origin that there shall be no terms of the first degree in the new equation.
12. Show that any equation of the form $x y+a x+b y+c=0$ can always be reduced to the form $x y=k$ by choosing new axes parallel to the old, and determine the value of $k$.
13. Show that the equation $y^{2}+a y+b x+c=0(b \neq 0)$ can always be reduced to the form $y^{2}+b x=0$ by choosing new axes parallel to the given ones.
14. Show that the equation $a x^{2}+b y^{2}+c x+d y+e=0(a \neq 0, b \neq 0)$ can always be put in the form $a x^{2}+b y^{2}=k$ by choosing new axes parallel to the old, and determine the value of $k$.
15. What are the coördinates of the points $(0,2),(2,0),(2,-\boldsymbol{2})$ if the axes are rotated through an angle of $60^{\circ}$ ?
16. What are the coördinates of the points $(1,2),(2,2),(2,-1)$ if the axes are rotated through an angle of $45^{\circ}$ ?
17. What are the coördinates of the points $(1,2),(-1,-2)$, $(1,-2)$ if the axes are rotated through an acute angle $\tan ^{-1 \frac{3}{4}}$ ?
18. Transform the equation $2 x^{2}+2 y^{2}-3 x y-7=0$ to a new set of axes by rotating the original axes through an angle of $45^{\circ}$.
19. Transform the equation $4 x^{2}+2 \sqrt{3} x y+2 y^{2}-5=0$ to a new set of axes by rotating the original axes through a positive angle of $30^{\circ}$.
20. Transform the equation $4 x^{2}-12 x y+9 y^{2}-14=0$ to a new set of axes making a positive angle $\tan ^{-1} \frac{2}{3}$ with the original set.
21. Transform the equation $5 x^{2}+4 x y+8 y^{2}-36=0$ to a new set of axes by rotating the original axes through a positive angle $\tan ^{-1}\left(-\frac{1}{2}\right)$.
22. Transform the equation $4 x^{2}+15 x y-4 y^{2}-34=0$ to a new set of axes making a positive angle tan $n^{-\frac{3}{5}}$ with the original axes.
23. Show that the equation $x^{2}+y^{2}=a^{2}$ will be unchanged in form by transformation to any pair of rectangular axes if the origin is unehanged.
24. Transform the equation $x^{2}-y^{2}=49$ to new axes bisecting the angles between the original axes.
25. Transform the equation $5 x^{2}+2 x y+5 y^{2}-12=0$ to one which has no $x y$-term, by rotating the axes through the proper angle.
26. Transform the equation $6 x^{2}+24 x y-y^{2}-150=0$ to one which has no $x y$-term, by rotating the axes through the proper angle.
27. Transform the equation $16 x^{2}-24 x y+9 y^{2}-30 x-40 y=0$ to one which has no $x y$-term, by rotating the axes through the proper angle.
28. Transform the equation $41 x^{2}+24 x y+34 y^{2}-100 x-50 y$ $-100=0$ to one which has no $x y$-term, ly rotating the axes throngl2 the proper angle.
29. Transform the equation $11 x^{2}-6 \sqrt{3} x y+5 y^{2}+(22-$ $12 \sqrt{3}) x-(20+6 \sqrt{3}) y+3-12 \sqrt{3}=0$ to a new set of axes making an angle of $60^{\circ}$ with the original axes and interseeting at the point $(-1,2)$ with respect to the original axes.
30. Transform the equation $4 x^{2}+25 y y^{2}=100$ from reetangular axes to oblique axes with the same origin and making the angles $\tan ^{-1} \frac{1}{5}$ and $\tan ^{-1}\left(-\frac{4}{5}\right)$ respectively with $O X$.
31. Transform the equation $9 x^{2}-4 y^{2}=36$ from rectangular axes to oblique axes with the same origin and making the angles $\tan ^{-1} \frac{3}{2}$ and $\tan ^{-1}\left(-\frac{3}{2}\right)$ respectively with $O X$.
32. Transform the equation $9 x^{2}-4 y^{2}=36$ from rectangular axes to oblique axes with the same origin and making the angles $\tan ^{-13} \frac{3}{4}$ and $\tan ^{-1} 3$ respectively with $O X$.
33. Prove that the formulas for changing from a set of rectangular axes to a set of oblique axes having the same origin and the same axis of $x$ are

$$
\begin{aligned}
& x=x^{\prime}+y^{\prime} \cos \omega \\
& y=y^{\prime} \sin \omega
\end{aligned}
$$

where $\omega$ is the angle between the oblique axes.
34. By rotating the axes through an angle of $45^{\circ}$ and changing the origin, prove that the equation $x^{\frac{1}{2}}+y^{\frac{1}{2}}=a^{\frac{1}{2}}$ can be transformed into $y^{2}=\sqrt{2} a x$, and sketch the curve.
35. The equation of the Folium of Descartes is $x^{3}+y^{3}-3 a x y=0$. Rotate the axes through an angle of $45^{\circ}$ and sketch the curve.

## CHAPTER IV

## GRAPHS OF TRANSCENDENTAL FUNCTIONS

23. Definition. Any function of $x$ which is not algebraic is called transcendental. The elementary transcendental functions are the trigonometric, the inverse trigonometric, the exponential, and the logarithmic functions, the definitions and the simplest properties of which are supposed to be known to the student. In this chapter we shall discuss the graphs of these functions.
24. Trigonometric functions.

Ex. 1. $y=\sin x$.
The values of $y$ are found from a table of trigonometric functions. In plotting it is desirable to express $x$ in circular measure; for example, for the angle $180^{\circ}$ we lay off $x=\pi=3.1416$. When $x$ is a multiple of $\pi, y=0$; when $x$ is an odd multiple of $\frac{\pi}{2}$, $y= \pm 1$; for other values of $x$, $y$ is numerically less than 1 .


Fig. 50 The graph consists of an indefinite number of congruent arches, alternately above and below the axis of $x$, the width of each arch being $\pi$ and the height being 1 (fig. 50 ).


The curve $y=\sin x$ may be constructed without the use of tables, by a method illustrated in fig. 51.

Let $P_{1}$ be any point on the circumference of a circle of radius 1 with its center at $C$, and let $A O$ be a diameter of the circle extended
indefinitely. With a pair of dividers lay off on $\alpha O$ produced a distance $O N_{1}$ equal to the are $O I_{1}$. This may be done by considering the arc $O P_{1}$ as composed of a number of straight lines each of which differs inappreciably from its arc. From $N_{1}$ draw a line perpendicular to $A O$, and from $P_{1}$ draw a line parallel to $\mathcal{A} O$. Let these lines intersect in $Q_{1}$. Then $N_{1} Q_{1}=M M_{1} P_{1}=C P_{1} \sin O C P_{1}$. But $C P_{1}=1$, and the circular measure of $O C P_{1}$ is $O P_{1}=O N_{1}$. If, then, we take $O N_{1}=x, N_{1} Q_{1}=y, Q_{1}$ is a point of the curve $y=\sin x$. Py varying the position of the point $P_{1}$ we may construct as many points of the curve as we wish. The figure shows the construction of another point $Q_{2}$.

Ex. 2. $y=a \sin b x$.
When $x$ is a multiple of $\frac{\pi}{b}, y=0$; when $x$ is an odd multiple of $\frac{\pi}{2 b}$, $y= \pm a$; for all other values of $x, y$ is numerically less than $a$. The


Fig. 52
curve is similar in its general shape to that of Ex. 1, but the width of each arch is now $\frac{\pi}{b}$, and its height is $a$. Fig. 52 shows the curve when $a=3$ and $b=2$.

Ex. 3. $y=a \sin (b x+c)$.
Place $x=-\frac{c}{b}+x^{\prime}, y=y^{\prime}$.
The equation then becomes $y^{\prime}=a \sin 7 x^{\prime}$.
The graph is consequently the same as in Ex. 2, the effect of the term $+c$ being merely to shift the origin.

Ex. 4. $y=a \cos b x$.
This may be written $\quad y=a \sin \left(b x+\frac{\pi}{2}\right)$,
which is a curve of Ex. 3. Hence the graph of the cosine function differs from that of the sine function only in its position.

Ex. 5. $y=\sin x+\frac{1}{2} \sin 2 x$.
The graph is found by adding the ordinates of the two curves $y=\sin x \quad$ and $y=\frac{1}{2} \sin 2 x$, as shown in fig. 53.


Fig. 53

Ex. 6. $y=\sin \frac{\pi}{x}$.
$y=0$ when $\frac{\pi}{x}=k \pi$, that is, when $x=\frac{1}{k}$, where $k$ is any integer. Hence the graph crosses the axis of $x$ at the points $1, \frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \frac{1}{5}$, etc. Between any consecutive two of these points $y$ varies continuously from 0 to $\pm 1$ and back to zero. It follows that as $x$ approaches 0 , the corresponding point on the graph oscillates an infinite number of times back and forth between the straight lines $y= \pm 1$. It is therefore physically impossible to construct the graph in the neighborhood of the origin. This is shown in fig. 54


Fig. 54 by the break in the curve.

The value of $y$ can be calculated for any value of $x$, no matter how small. For example, if $x=\frac{12}{125}, y=\sin \frac{5 \pi}{12}=.9659$. The value of $y$ is not defined for $x=0$, and the function is discontinuous at that point.

Ex. 7. $y=\tan x$.
When $x$ is a multiple of $\pi, y=0$; when $x$ is an odd multiple of $\frac{\pi}{2}, y$ is infinite, in the sense of $\S 13$. The curve has therefore an unlimited number of asymptotes perpendicular to O.I, namely, $x= \pm \frac{\pi}{2}, x= \pm \frac{3 \pi}{2}$, ...., which divide the plane into an infinite number of


Fig. 55 sections, in each of which is a distinct branch of the curve, as shown in fig. 55 .
25. Inverse trigonometric functions. The graphs of the inverse trigonometric functions are evidently the same as those of the direct functions but differently placed with reference to the coördinate axes. It is to be noticed particularly that to any value of $x$ corresponds an infinite number of values of $y$.

Ex. 1. $y=\sin ^{-1} x$.


Fig. 56

From this, $x=\sin y$, and we may plot the graph by assuming values of $y$ and computing those of $x$ (fig. 56).


Fig. 57

## Ex. 2. $y=\tan ^{-1} x$.

Then $x=\tan y$, and the graph is as in fig. 57.
These curves show clearly that to any value of $x$ corresponds an infinite number of values of $y$.
26. Exponential and logarithmic functions. The equation

$$
y=a^{x}
$$

defines $y$ as a continuous function of $x$, called the exponential function, such that to any real value of $x$ corresponds one and only one real positive value of $y$. A proof of this statement depends upon higher mathematics, but the student is already familiar with the methods by which the value of $y$ may be computed for simple values of $x$. If $x$ is an integer $n, y$ is determined by raising $a$ to the $n$th power by multiplication. If $x$ is a positive fraction $\frac{p}{q}, y$ is the $q$ th root of the $p$ th power of $a$. If $x$ is a positive irrational num-- ber, the approximate value of $y$ may be obtained by expressing $x$
approximately as a rational number. If $x=0, y=a^{0}=1$. Finally, if $x=-m$, where $m$ is any positive number, $y=a^{-m}=\frac{1}{a^{m}}$.

Practically, however, the value of $a^{x}$ is most readily obtained by means of the inverse function, the logarithm; for if
then

$$
\begin{aligned}
& y=a^{x}, \\
& x=\log _{a} y .
\end{aligned}
$$

The quantity $a$ is called the base of the system of logarithms and may be any number except 1.

When $a=10$, tables of logarithms are readily accessible. Suppose $a$ is not 10 , and let $b$ be such a number that

$$
\begin{aligned}
10^{b} & =a ; \\
b & =\log _{10} a . \\
y & =a^{x}=\left(10^{b}\right)^{x}=10^{b x} . \\
b x & =\log _{10} y, \\
x & =\frac{\log _{10} y}{b}=\frac{\log _{10} y}{\log _{10} a} .
\end{aligned}
$$

that is,
Then we have
Hence

Ex. 1. The graph of $y=\log _{(1.5)} x$ is shown in fig. 58.
It is to be noticed that the curve has the negative portion of the $y$-axis for an asymptote and has no points corresponding to negative values of $x$.

Ex. 2. The graph of $y=(1.5)^{x}$ is shown in fig. 59 .


Fig. 58


Fig. 59
27. The number $e$. In the theory and the use of the exponential and the logarithmic functions an important part is played by a certain irrational number, commonly denoted by the letter $e$. This number is defined by an infinite series, thus:

$$
e=1+\frac{1}{1}+\frac{1}{2}+\frac{1}{\sqrt[3]{3}}+\frac{1}{4}+\cdots
$$

AC

It can be shown that this series converges; that is, that the greater the number of terms taken the more nearly does their sum approach a certain number as a limit. Assuming this, we may compute $e$ to seven decimal places by taking the first eleven terms. There results

$$
e=2.7182818 \ldots
$$

When $y=e^{x}, x$ is called the natural, or Napierian, logarithm of $y$. The use of Napierian logarithms in theoretical work gives simpler formulas than would result from the use of the common logarithm. Hence in theoretical discussions the expression $\log x$ usually means the Napierian logarithm. On the other hand, when the chief interest is in calculation of numerical values, as in the solution of triangles, $\log x$ usually means $\log _{10} x$. In this book we shall use $\log x$ for $\log _{e} x$.

Tables of values of $\log _{e} x$ and $e^{x}$ are found in many collections of tables and may be used in finding the graphs. It is evident, however, that the graphs will not differ in general shape from those in Exs. 1 and 2 of $\S 26$.

In the following examples we give the graphs of certain other functions which involve $e$ and present other points of interest.


Fig. 60

Ex. 1. $y=e^{-x^{2}}$.
The curve (fig. 60) is symmetrical with respect to $O Y$ and is always above $O \mathrm{X}$. When $x=0, y=1$. As $x$ increases numerically, $y$ decreases, approaching zero. Hence $O X$ is an asymptote.

Ex. 2. $y=\frac{a}{2}\left(e^{\frac{x}{a}}+e^{-\frac{x}{a}}\right)$.
This is the curve (fig. 61) made by a string held at the ends and allowed to hang freely. It is called the catenary.


Fig. 61

Ex. 3. $y=e^{-a x} \sin b x$.
The values of $y$ may be computed by multiplying the ordinates of the curve $y=e^{-a x}$ by the values of $\sin b x$ for the corresponding abscissas. Since the value of $\sin b x$ oscillates between 1 and -1 , the values of $e^{-a x} \sin b x$ cannot exceed those of $e^{-a x}$. Hence the graph lies in the portion of the plane between the curves $y=e^{-a x}$ and $y=-e^{-a x}$. When $x$ is a multiple of $\frac{\pi}{b}, y$ is zero. The graph therefore crosses the axis of $x$ an infinite number of times. Fig. 62 shows the graph when $a=1, b=2 \pi$.


Ex. 4. $y=e^{\frac{1}{x}}$.
When $x$ approaches zero, being positive, $y$ increases without limit. When $x$ approaches zero, being negative, $y$ approaches zero; for example, when
 $y=e^{-1000}=\frac{1}{e^{1000}}$. The function is therefore discontinuous for $x=0$.

The line $y=1$ is an asymptote (fig. 63), for as $x$ increases without limit, being positive or negative, $\frac{1}{x}$ approaches 0 , and $y$ approaches 1 .


Fig. 63


Fig. 64

## PROBLEMS

Plot the graphs of the following equations:

1. $y=\frac{1}{2} \sin 2 x$.
2. $y=3 \sin \frac{x}{2}$.
3. $y=\sin \left(x+\frac{\pi}{3}\right)$.
4. $y=\sin \left(x-\frac{\pi}{6}\right)$.
5. $y=2 \sin 3\left(x-\frac{\pi}{4}\right)$.
6. $y=\frac{1}{3} \sin \frac{x-1}{2}$.

| 7. $y=\frac{1}{2} \sin (2 x+3)$. | 30. $y=\sec \left(x-\frac{\pi}{4}\right)$. |
| :--- | :--- |
| 8. $y=\cos 3 x$. | 31. $y=\sin ^{-1} \frac{x-1}{2}$. |
| 9. $y=3 \cos \frac{x}{4}$ | 32. $y=\cos ^{-1}(x+2)$. |
| 10. $y=2 \cos 3(x+2)$. | 33. $y=\sin ^{-1} \frac{1-x}{1+x}$. |
| 11. $y=2 \cos (2 x-1)$. | 34. $y=\tan ^{-1}(x+1)$. |
| 12. $y=\operatorname{vers} x$. | 35. $y=\tan ^{-1} \frac{1}{1-x}$. |
| 13. $y=2+\sin 3 x$. | 36. $y=e^{1-x}$. |
| 14. $y=2-\frac{1}{2} \cos x$. | 37. $y=e^{-x}$. |
| 15. $y=\sin x+\sin 3 x$. | 38. $y=x^{2} e^{-x}$. |
| 17. $y=\frac{1}{2} \sin x-\frac{1}{5} \sin 2 x$. | 39. $y=x^{\frac{1}{x}}$. |
| 19. $y=1+\sin \frac{1}{2}-\frac{1}{2} \sin \pi x$. | 40. $y=x^{\frac{1-x}{x}}$. |
| 20. $y=\sin x$. | 41. $y=e^{\frac{1}{1-x}}$. |
| 21. $y=\sin x^{2}$. | 42. $y=e^{\frac{1+x}{1-x}}$. |
| 22. $y=x \cos 3 x$. | 43. $y=\frac{1}{2}\left(e^{x}-e^{-x}\right)$. |
| 23. $y=x^{2} \sin \frac{1}{x}$. | 44. $y=\frac{1}{2}\left(e^{x}+e^{-x}\right)$. |
| 24. $y=\operatorname{ctn} x$. | 45. $y=\frac{e^{x}-e^{-x} .}{e^{x}+e^{-x}}$. |
| 25. $y=\frac{1}{3} \tan 2 x$. | 46. $y=e^{-x} \cos x$. |
| 26. $y=2 \tan \frac{x}{2}$. | 47. $y=e^{-3 x} \sin 2 x$. |
| 27. $y=4 \tan \frac{x+1}{3}$. | 48. $y=\log \frac{1-x}{1+x}$. |
| 28. $y=\sec x$. | 49. $y=\log \sin x$. |
| 29. $y=\csc x$. | 50. $y=\log \tan x$. |

## CHAPTER V

## THE STRAIGHT LINE

28. The point-slope equation. If the slope of a straight line and a point on the line are known, the equation of the line is readily found. Let $L K$ (fig. 65) be any straight line, $P_{1}\left(x_{1}, y_{1}\right)$ a known point on it, and $m$ its slope. Take $P^{\prime}(x, y)$, any point on the line. Then, by $\S 6$,

$$
\frac{y-y_{1}}{x-x_{1}}=m .
$$

If $m$ is not infinite, we may clear of fractions and obtain

$$
\begin{equation*}
y-y_{1}=m\left(x-x_{1}\right) . \tag{1}
\end{equation*}
$$

This is an equation which is


Fig. 65 obviously satisfied by the coördinates of any point on $L K$ and by those of no other point. Hence it is the equation of $L K$.

If the line is parallel to $O X, m=0$, and the equation of the line is

$$
\begin{equation*}
y=y_{1} . \tag{2}
\end{equation*}
$$

If the line is parallel to $O Y, m=\propto$, and the equation of the line is

$$
\begin{equation*}
x=x_{1} . \tag{3}
\end{equation*}
$$

Ex. Find the equation of a straight line with the slope $-\frac{2}{3}$, passing through the point ( 5,7 ).

By substituting in the formula, we have
whence

$$
y-7=-\frac{2}{3}(x-5) ;
$$

29. The slope-intercept equation. The equation (1) of $\S 28$ takes a special form when the point $P_{1}$ is taken at $B$ (fig. 65),
where $L K$ cuts the axis of $y$. If $O B=b$, the coördinates of $B$ are $(0, b)$. Then the equation of $L K$ is

$$
y-b=m(x-0)
$$

or, after a simple reduction,

$$
\begin{equation*}
y=m x+b \tag{1}
\end{equation*}
$$

It is of noticed that the equation of a line parallel to the axis of $y$ cannot be put in this form, since the line does not cut $O Y$, but the equation of any other line can be given this form.

Conversely, any equation of the form (1), no matter what are the values of $m$ and $b$, represents a straight line. For a straight line can be drawn with any slope $m$ and any intercept $b$. The equation of this line is then $y=m x+b$, and this equation is satisfied by no point not on the line.
30. The two-point equation. If a straight line is determined by the two points $P_{1}\left(x_{1}, y_{1}\right)$ and $P_{2}\left(x_{2}, y_{2}\right)$, then

$$
m=\frac{y_{2}-y_{1}}{x_{2}-x_{1}},
$$

by $\S 6$, and the equation of the line is by (1), $\S 28$,

$$
\begin{equation*}
y-y_{1}=\frac{y_{2}-y_{1}}{x_{2}-x_{1}}\left(x-x_{1}\right) \tag{1}
\end{equation*}
$$

If $y_{2}=y_{1}$, the line is parallel to $O X$, and its equation is

$$
\begin{equation*}
y=y_{1} \tag{2}
\end{equation*}
$$

If $x_{2}=x_{1}$, the line is parallel to $O Y$, and its equation is

$$
\begin{equation*}
x=x_{1} \tag{3}
\end{equation*}
$$

Ex. Find a straight line through $(1,2)$ and $(-3,5)$.
By formula (1),
or

$$
\begin{aligned}
y-2 & =\frac{5-2}{-3-1}(x-1) \\
3 x+4 y-11 & =0
\end{aligned}
$$

31. The general equation of the first degree. The equation

$$
A x+B y+C=0
$$

where $A, B$, and $C$ may be any numbers or zero, except that $A$ and $B$ cannot be zero at the same time, is called the general
equation of the first degree. We shall prove: The general equation of the first degree with real coefficients always represents a straight line.

1. Suppose $A \neq 0$ and $B \neq 0$. The equation may be written

$$
y=-\frac{A}{B} x-\frac{C}{B} .
$$

This equation is of the form $y=m x+b$ and therefore represents a straight line, by $\S 29$.

It follows that if the equation of a straight line is in the form $A x+B y+C=0$, its slope may be found by solving the equation for $y$ and taking the coefficient of $x$.
2. Suppose $A=0, B \neq 0$. The equation is then

$$
B y+C=0, \quad \text { or } \quad y=-\frac{C}{B}
$$

and represents a straight line parallel to $O X$ at a distance $-\frac{C}{B}$ units from it.
3. Suppose $A \neq 0, B=0$. The equation is then

$$
A x+C=0, \quad \text { or } \quad x=-\frac{C}{A},
$$

and represents a straight line parallel to $O Y^{\circ}$ at a distance $-\frac{C}{A}$ units from it.

Therefore the equation $A x+B y+C=0$ always represents a straight line.
32. Angles. The slope of a straight line enables us to solve many problems relating to angles, some of which we take up in this article.

1. The angle between the axis of $x$ and a known line. Let a known line cut the axis of $x$ at the point $L$. Then there are four angles formed. To avoid ambiguity we shall agree to select that one of the four which is above the axis of $x$ and to the


Fig. 66 right of the line and to consider LT as the initial line of this angle. We shall denote this angle by $\phi$. Then if we take any
point $P$ on the terminal line of $\phi$ and drop the perpendicular $M P$, we have, in the two cases represented by figs. 66 and 67,

$$
\tan \phi=\frac{M P}{L M} .
$$

But $\frac{M P}{L M}$ is equal to the slope of the line, by (2), §6. Therefore

$$
\tan \phi=m
$$

If the straight line is parallel to $O Y, \phi=90^{\circ}$ and $\tan \phi=\infty$. If the


Fig. 67 line is parallel to $O X$, no angle $\phi$ is formed, but since $m=0$, we may say $\tan \phi=0$; whence $\phi=0^{\circ}$ or $180^{\circ}$.
2. Parallel lines. If two lines are parallel, they make equal angles with $O X$, and hence their slopes are equal. It follows that two equations which differ only in the absolute term, such as
and

$$
\begin{aligned}
& A x+B y+C_{1}=0 \\
& A x+B y+C_{2}=0
\end{aligned}
$$

represent two parallel lines. It is to be noticed that these two equations have no common solution (§ 14).

Ex. 1. Find the equation of a straight line passing through $(-2,3)$ and parallel to $3 x-5 y+6=0$.

First method. The slope of the given line is 3 . Therefore the required line is

$$
y-3=3(x+2), \quad \text { or } \quad 3 x-5 y+21=0 .
$$

Seconl methorl. We know that the required equation is of the form

$$
3 x-5 y+C=0
$$

where $C$ is unknown. Since the line passes through $(-2,3)$,

$$
3(-2)-5(3)+C=0,
$$

whence $C=21$. Therefore the required equation is

$$
3 x-5 y+21=0
$$

3. Perpendicular lines. Let $A B$ and $C D$ (fig. 68) be two lines intersecting at right angles. Through $P$ draw $P R$ parallel to $O X$, and let $R P D=\phi_{1}$ and $R P B=\phi_{2}$. Then $\tan \phi_{1}=m_{1}$ and $\tan \phi_{2}=m_{2}$, where $m_{1}$ and $m_{2}$ are the slopes of the lines. But, by hypothesis,
whence

$$
\phi_{2}=\phi_{1}+90^{\circ} ;
$$

$$
\tan \phi_{2}=-\cot \phi_{1}=-\frac{1}{\tan \phi_{1}}
$$

$$
m_{2}=-\frac{1}{m_{1}} .
$$

That is, two straight lines are perpendicular when the slope of one is minus the reciprocal of the slope of the other. 'This theorem may be otherwise expressed by saying that two lines are perpendicular when the product of their slopes is minus unity.

It follows that two straight lines whose equations are of the type

$$
A x+B y+C_{1}=0
$$

and $B x-A y+C_{2}=0$
are perpendicular.


Fig. 68

Ex. 2. Find a straight line through $(5,3)$ perpendicular to $7 x+9 y+1=0$.
First methorl. The slope of the given line is $-\frac{7}{9}$. Therefore the slope of the required line is $\frac{9}{7}$. Therefore the required line is

$$
y-3=\frac{?}{7}(x-5), \quad \text { or } \quad 9 x-7 y-24=0 .
$$

Second method. We know that the equation of the required line is of the form $9 x-7 y+C=0$. Substituting (5, 3), we find $C=-24$. Hence the required line is $9 x-7 y-24=0$.

Ex. 3. Find the equation of the perpendicular bisector of the line joining $(0,5)$ and $(5,-11)$. The point midway between the given points is $\left(\frac{5}{2},-3\right)$, by $\S 7$. The slope of the line joining the given points is $-l_{5}^{5}$, by $\S 6$. Hence the required line passes through $\left(\frac{5}{2},-3\right)$, with the slope $\frac{5}{16}$. Its equation is

$$
y+3=\frac{5}{16}\left(x-\frac{5}{2}\right), \quad \text { or } \quad 10 x-32 y-121=0
$$

4. Angle between two lines. Let $A B$ and $C D$ (fig. 69) intersect at the point $P$, making the angle $B P D$, which we shall call $\beta$. Draw the line $P R$ parallel to $O X$, and place $l R P B=\phi_{1}$ and $R P D=\phi_{2}$. Then

$$
\beta=\phi_{2}-\phi_{1} ;
$$

hence
But $\tan \phi_{1}=m_{1}$ and $\tan \phi_{2}$ $=m_{2}$, where $m_{2}$ is the slope of $C D$ and $m_{1}$ is the slope of $A B$. Therefore

$$
\tan \beta=\frac{m_{2}-m_{1}}{1+m_{1} m_{2}}
$$

If $\phi_{2}$ is always taken greater than $\phi_{1}, \tan \beta$ will be positive or negative according as $\beta$ is acute or obtuse.


Fig. 69

Ex. 4. Find the acute angle between the two lines

$$
2 x-3 y+5=0 \quad \text { and } \quad x+2 y+2=0 .
$$

Since the second line makes the larger angle with $O X$, we place $m_{2}=-\frac{1}{2}, m_{1}=\frac{2}{3}$.

Then, by substituting in the formula,

$$
\tan \beta=\frac{-\frac{1}{2}-\frac{2}{3}}{1-\frac{1}{3}}=-\frac{7}{4} .
$$

Here $\beta$ is an obtuse angle, and the supplementary acute angle is $\tan ^{-1} \frac{7}{4}$.
Ex. 5. Find the equation of a straight line through the point ( $-2,0$ ), making an angle $\tan ^{-1} \frac{2}{3}$ with the line $3 x+4 y+6=0$.

Here $\tan \beta$ is given as $\frac{2}{3}$, and one of the slopes $m_{2}$ or $m_{1}$ is known to be $-\frac{3}{4}$. Since it is unknown which of the slopes is $-\frac{3}{4}$, the problem has two solutions:
(1) Place $m_{2}=-\frac{3}{4}$. Then, by substituting in the formula,

$$
\frac{2}{3}=\frac{-\frac{3}{4}-m_{1}}{1-\frac{3}{4} m_{1}}, \text { whence } m_{1}=-\frac{17}{6} .
$$

The equation of the required line is then

$$
y-0=-\frac{17}{6}(x+2),
$$

or

$$
17 x+6 y+34=0 .
$$

(2) Place $m_{1}=-\frac{3}{4}$. Then

$$
\frac{2}{3}=\frac{m_{2}+\frac{3}{4}}{1-\frac{3}{4} m_{2}}, \text { whence } \quad m_{2}=-\frac{1}{18} .
$$

The equation of the required line is then
or

$$
\begin{aligned}
y-0 & =-\frac{1}{18}(x+2), \\
x+18 y+2 & =0 .
\end{aligned}
$$

33. Distance of a point from a straight line. Let $L K$ (fig. 70) be a given straight line with the equation

$$
A x+B y+C=0
$$

and let $P_{1}\left(x_{1}, y_{1}\right)$ be a given point. It is required to find the length of the perpendicular $P_{1} R$ drawn from $I_{1}^{\prime}$ to $L K$.

Draw the ordinate $M P_{1}$ and let it intersect the line $L K$ in the point $Q$. Then the abscissa of $Q$ is $x_{1}$, and its ordinate may be denoted by $y_{2}$. Since $Q$ is on the line $L K$, we have
whence

$$
A x_{1}+B y_{2}+C=0
$$



Fig. 70

$$
y_{2}=-\frac{A x_{1}+C}{B} .
$$

Then

$$
Q P_{1}=y_{1}-y_{2}=\frac{A \cdot r_{1}+B y_{1}+C}{B} .
$$

It is clear that this expression is a positive quantity when $\left(x_{1}, y_{1}\right)$ lies above the line $L K$ and is a negative quantity when $\left(x_{1}, y_{1}\right)$ lies below $L K$. It is also evident from the triangle $P_{1} Q R$, and from a like triangle in other cases, that the length of $P_{1} R$ is numerically equal to $Q P_{1} \cos \phi$. But $\tan \phi=-\frac{A}{B}$, and hence

$$
\cos \phi=\frac{B}{ \pm \sqrt{A^{2}+B^{2}}} .
$$

We have, then, $\quad P_{1} R=\frac{A x_{1}+B y_{1}+C}{ \pm \sqrt{A^{2}+B^{2}}}$.

We may, if we wish, always choose the + sign in the denominator. Then $P R$ is positive for all points on one side of the line $A x+B y+C=0$ and negative for all points on the other side. To determine which side of the line corresponds to the positive sign, it is most convenient to test some one point, preferably the origin.

Ex. Find the distance from the point $(7,-4)$ to the line $2 x+3 y$ $+8=0$.

By use of the formula,

$$
P_{1} R=\frac{2(7)+3(-4)+8}{\sqrt{13}}=\frac{10}{\sqrt{13}} .
$$

Since the coördinates of the origin, similarly substituted, give a positive sign to the result, the point $(7,-4)$ is on the same side of the line as the origin. A plot verifies this.

## PROBLEMS

1. Find the equation of the straight line passing through $(1,-3)$ with the slope 2.
2. Find the equation of the straight line passing through $(-1$, $-\frac{1}{2}$ ) with the slope -3 .
3. Find the equation of the straight line passing through $(5,-1)$ with its slope the same as that of the straight line determined by $(0,3)$ and $(2,0)$.
4. Find the equation of the straight line passing through $\left(2,-\frac{5}{2}\right)$ with the slope zero.
5. Find the equation of the straight line passing through $\left(\frac{1}{3}, \frac{2}{3}\right)$ with an infinite slope.
6. Find the equation of the straight line of which the slope is $\mathbf{5}$ and the intercept on $O Y$ is -4 .
7. Find the equation of the straight line of which the slope is -3 and the intercept on $O Y$ is $\frac{1}{4}$.
8. Find the equation of the straight line of which the slope is 0 and the intercept on $O Y$ is $-\frac{2}{3}$.
9. Find the equation of the straight line through the points $(-1,-4)$ and $(0,5)$.
10. Find the equation of the straight line through the points $\left(2,-\frac{1}{2}\right)$ and $\left(-1, \frac{1}{4}\right)$.
11. Find the equation of the straight line through the points $(2,-1)$ and $(2,3)$.
12. What is the equation of a straight line the intercepts of which on the axes of $x$ and $y$ are 3 and -4 respectively?
13. What is the equation of the straight line the intercepts of which on the axes of $x$ and $y$ are -5 and -8 respectively?
14. Derive the equation of the straight line the intercepts of which on the axes of $x$ and $y$ are $a$ and $b$ respectively.
15. Find the equation of a straight line through $\left(\frac{2}{3}, \frac{8}{3}\right)$ and the point of intersection of the lines $3 x-5 y-11=0$ and $4 x+y-\tau=0$.
16. Find the equation of the straight line joining the point of intersection of the lines $2 x-y-1=0$ and $x-y+7=0$ and the point of intersection of the lines $x-7 y-1=0$ and $2 x-5 y+1=0$.
17. Find the equation of the straight line passing through $(2,-3)$ and making an angle of $120^{\circ}$ with $O X$.
18. Find the equation of the straight line making an angle of $30^{\circ}$ with $O X$ and cutting off an intercept 3 on $O Y$.
19. A straight line making a zero intercept on $O Y$ makes an angle of $45^{\circ}$ with $O X$. Find its equation.
20. A straight line making a zero angle with $O X$ cuts $O Y$ at a point 3 units from the origin. Find its equation.
21. Find the equation of the straight line through $(2,-3)$ parallel to the line $2 x+y=7$.
22. Find the equation of the straight line through $\left(-\frac{3}{2},-2\right)$ parallel to the line $3 x-2 y+2=0$.
23. Find the equation of the straight line passing through $(-1,-1)$ parallel to the straight line determined by $(-2,6)$ and $(2,1)$.
24. In the triangle $A(-2,-1), B(3,1), C(-1,4)$ a straight line is drawn bisecting the adjacent sides $A B$ and $B C$. Prove by computation that it is parallel to $A C$ and half as long.
25. Find the equation of the straight line passing through the point of intersection of $x-3 y+2=0$ and $5 x+6 y-4=0$ and parallel to $4 x+y+7=0$.
26. Find the equation of the straight line parallel to the line $x+3 y-5=0$ and bisecting the straight line joining $(-2,-3)$ and (5,5).
27. Find the equation of the straight line through the origin perpendicular to the line $3 x+4 y-1=0$.
28. Find the equation of the straight line through $(2,-3)$ perpendicular to the line $7 x-4 y+3=0$.
29. Find the equation of the perpendicular bisector of the straight line joining the points $(-5,-1)$ and $(-3,4)$.
30. A straight line is perpendicular to the line joining the points $(-4,6)$ and $(4,-1)$ at a point one third of the distance from the first point to the second. What is its equation?
31. Find the equation of the straight line perpendicular to $2 x-3 y+7=0$ and bisecting that portion of it which is included between the coördinate axes.
32. Find the equation of the straight line through the point of intersection of $6 x-2 y+8=0$ and $4 x-6 y+3=0$ and perpendicular to $5 x+2 y+6=0$.
33. Find the equation of the perpendicular bisector of the base of an isosceles triangle having its vertices at the points $(4,3),(-1,-2)$, and $(3,-4)$.
34. Find the acute angle between the lines $x-y+4=0$ and $3 x-y+6=0$.
35. Find the acute angle between the lines $2 x-y+8=0$ and $2 x+5 y-4=0$.
36. Find the acute angle between the lines $x+y-5=0$ and $4 x+y-8=0$.
37. Find the acute angle between the line $3 x-2 y+6=0$ and the line joining $(4,-5)$ and $(-3,2)$.
38. Find the acute angle between the straight lines drawn from the origin to the points of trisection of that part of the line $2 x+3 y-12=0$ which is included between the coördinate axes.
39. Show that $x-y+3=0$ bisects one of the angles between the lines $4 x-3 y+11=0$ and $3 x-4 y+10=0$.
40. Find the vertices and the angles of the triangle formed by the lines $3 x+5 y-14=0,9 x-y+22=0$, and $x-y-2=0$
41. Find the equations of the straight lines through the point $(-3,0)$ making an angle $\tan ^{-1} \frac{1}{3}$ with the line $3 x-5 y+9=0$.
42. Find the equations of the straight lines through $(4,-3)$ making an angle of $45^{\circ}$ with the line $3 x+4 y=0$.
43. Find the equations of the straight lines through the point $(-1,-1)$ making an angle $\tan ^{-1} \frac{1}{2}$ with the line $3 x+2 y-6=0$.
44. Find the equations of the straight lines through the point $(2,1)$ making an angle $\tan ^{-1} 2$ with the line $2 x-y+4=0$.
45. Find the equations of the straight lines through the point $(3,1)$ making an angle $\tan ^{-1} 3$ with the line $x+3 y-3=0$.
46. Find the distance of $(2,1)$ from the line $y=3 x+7$.
47. Find the distance of $\left(2,-\frac{3}{2}\right)$ from the line $x+2 y-4=0$.
48. Find the distance of the point $(b,-a)$ from the line $b x+a y=a b$.
49. The equations of the sides of a triangle are respectively $3 x+5 y-16=0, x-y=0$, and $3 x+y+4=0$. Find the distance of each vertex from the opposite side.
50. The base of a triangle is the straight line joining the points $(-3,1)$ and $(5,-1)$. How far is the third vertex $(6,5)$ from the base?
51. The vertex of a triangle is the point $(5,3)$, and the base is the straight line joining $(-2,2)$ and $(3,-4)$. Find the lengths of the base and the altitude.
52. Find the equations of the medians of the triangle formed by the lines $2 x-3 y+11=0,3 x+y-11=0$, and $x+4 y=0$.
53. Find the foot of the perpendicular drawn from the point $(-1,2)$ to the line $3 x-5 y-21=0$.
54. Find the distance between the two parallel lines $2 x+3 y-8=0$ and $2 x+3 y-10=0$.
55. Find the distance between the two parallel lines $3 x-5 y+1=0$ and $3 x-5 y-7=0$.
56. A triangle has the vertices $(2,4),(3,-1)$, and $(-5,3)$. Find the distance from the vertex $(2,4)$ to the point of intersection of the median lines.
57. A straight line is drawn through $(2,-3)$ perpendicular to the line $3 x-4 y+6=0$. How near does it pass to the point $(6,8)$ ?
58. Determine the value of $m$ so that the line $y=m x+3$ shall pass through the point of intersection of the lines $y=2 x+1$ and $y=x+5$.
59. A straight line passes through the point $\left(-\frac{1}{2}, 4\right)$, and its nearest distance to the origin is 2 units. What is its slope?
60. One diagonal of a parallelogram joins the points $(3,-1)$ and $(-3,-3)$. One end of the other diagonal is $(2,3)$. Find its equation and its length.
61. Perpendiculars are let fall from the point $(9,5)$ upon the sides of the triangle the vertices of which are at the points $(8,8)$, $(0,8)$, and $(4,0)$. Show that the feet of the three perpendiculars lie on a straight line.
62. Find a point on the line $2 x+3 y-6=0$ equidistant from the points $(4,4)$ and $(6,1)$.
63. Find a point on the line $5 x-3 y+15=0$ the distance of which from the axis of $x$ equals $\frac{2}{3}$ its distance from the axis of $y$.
64. A point is equally distant from $(3,2)$ and $(-3,4)$, and the slope of the straight line joining it to the origin is $\frac{3}{5}$. Where is the point?
65. A point is 8 units distant from the origin, and the slope of the straight line joining it to the origin is $-\frac{1}{4}$. What are its coördinates?
66. A point is 5 units distant from the point $(1,-2)$, and the slope of the line joining it to $(0,-8)$ is $\frac{1}{2}$. Find the point.
67. Find the points on the straight line determined by $(1,1)$ and $(-2,-3)$ which are 15 units distant from either of the given points.
68. Prove analytically that the locus of points equally distant from two points is the perpendicular bisector of the straight line joining them.
69. Prove analytically that the medians of a triangle meet in a point.
70. Prove analytically that the perpendiculars from the vertices of a triangle to the opposite sides meet in a point.
71. Prove analytically that the straight lines joining the middle points of the adjacent sides of any quadrilateral form a parallelogram.
72. Prove analytically that the perpendicular bisectors of the sides of a triangle meet in a point.
73. Prove analytically that the perpendiculars from any two vertices of a triangle to the median from the third vertex are equal.
74. Prove analytically that the straight lines drawn from a vertex of a parallelogram to the middle points of the opposite sides trisect a diagonal.

## CHAPTER VI

## CERTAIN CURVES

34. Locus problems. A curve is often defined as the locus of a point which has a certain geometric property. It is then usually possible to obtain the equation of the curve by expressing this property by means of an equation involving the coördinates of any point of the locus. This is illustrated in the following examples:

Ex. 1. Find the locus of a point at a distance 3 from the straight line $4 x+3 y-6=0$.

Let $(x, y)$ be any point of the locus. By $\S 33$, the distance of $(x, y)$ from the given straight line is $\pm \frac{4 x+3 y-6}{5}$. Hence, by the conditions of the problem,

$$
\pm \frac{4 x+3 y-6}{5}=3
$$

which reduces to $4 x+3 y-21=0$, or $4 x+3 y+9=0$.
These are the equations of two straight lines parallel to the given line.
Ex. 2. Find the locus of a point at a distance 9 from the point $(-5,-3)$.

Let $(x, y)$ be any point of the locus. Its distance from $(-5,-3)$ is, by $\S 5, \sqrt{(x+5)^{2}+(y+3)^{2}}$. Hence, by the conditions of the problem,

$$
\sqrt{(x+5)^{2}+(y+3)^{2}}=9
$$

which reduces to $x^{2}+y^{2}+10 x+1 ; y-47=0$.
This is the equation of the required locus. The curve may be plotted from the equation or may be drawn with compasses, as it is obvionsly a circle.

In the following articles we shall employ the methods just illustrated, to obtain the equations of certain important curves. An equation thus obtained may be used both for plotting the curve and for examining its properties.
35. The circle. A circle is the locus of a point at a constant distance from a fixed point. The fixed point is the center of the circle, and the constant distance is the radius.

Let ( $h, k$ ) be the center $C$ (fig. 71), and let $r$ be the radius of the circle. Then if $P(x, y)$ is a point on the circle, $x$ and $y$ must satisfy the equation -

$$
\begin{equation*}
(x-h)^{2}+(y-k)^{2}=r^{2} \tag{1}
\end{equation*}
$$

by $\S 5$.
Conversely, if $x$ and $y$ satisfy the equation (1), the point $(x, y)$ is at a distance $r$ from $(h, k)$ and therefore lies on the circle.

Therefore (1) is the equation of the circle.

Equation (1) expanded gives
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$$
x^{2}+y^{2}-2 h x-2 k y+h^{2}+k^{2}-r^{2}=0 ;
$$

and if this is multiplied by any quantity $A$, it becomes

$$
\begin{equation*}
A x^{2}+A y^{2}+2 G x+2 F y+C=0 \tag{2}
\end{equation*}
$$

where

$$
h=-\frac{G}{A}, \quad k=-\frac{F}{A}, \quad h^{2}+k^{2}-r^{2}=\frac{C}{A} .
$$

Ex. The equation of a circle with the center $\left(\frac{1}{2},-\frac{1}{3}\right)$ and the radius $\frac{2}{3}$ is
which reduces to

$$
\left(x-\frac{1}{2}\right)^{2}+\left(y+\frac{1}{3}\right)^{2}=\frac{4}{9}
$$

$$
12 x^{2}+12 y^{2}-12 x+8 y-1=0 .
$$

36. Conversely, the equation

$$
A x^{2}+A y^{2}+2 G x+2 F y+C=0
$$

where $A \neq 0$, represents a circle if it represents any curve at all.
To prove this we will follow the method of Ex. 2, § 18, and write the equation in the form

$$
A\left(x+\frac{G}{A}\right)^{2}+A\left(y+\frac{F}{A}\right)^{2}=\frac{G^{2}+F^{2}-A C}{A}
$$

There are then three possible cases:

1. $G^{2}+F^{2}-A C>0$. The equation is then of the type (1), $\S 35$, where $h=-\frac{G}{A}, k=-\frac{F}{A}, r^{2}=\frac{G^{2}+F^{2}-A C}{A}$, and therefore represents a circle with the center $\left(-\frac{F}{A},-\frac{F}{A}\right)$ and the radius

## $\sqrt{\frac{G^{2}+F^{2}-A C}{A}}$.

2. $G^{2}+F^{2}-A C=0$. The equation is then

$$
\left(x+\frac{G}{A}\right)^{2}+\left(y+\frac{F}{A}\right)^{2}=0,
$$

which can be satisfied by real values of $x$ and $y$ only when $x=-\frac{G}{A}$ and $y=-\frac{F}{A}$. Hence the equation represents the point $\left(-\frac{G}{A},-\frac{F}{A}\right)$. This may be called a circle of zero radius, regarding it as the limit of a circle as the radins approaches zero.
3. $G^{2}+F^{2}-A C<0$. The equation can then be satisfied by no real values of $x$ and $y$, since the sum of two positive quantities cannot be negative. Hence the equation represents no curve.

Ex. 1. The equation $2 x^{2}+2 y^{2}+2 x-2 y-5=0$ may be written

$$
\left(x+\frac{1}{2}\right)^{2}+\left(y-\frac{1}{2}\right)^{2}=3,
$$

and represents a circle with the center $\left(-\frac{1}{2}, \frac{1}{2}\right)$ and the radius $\sqrt{3}$. This circle can now be drawn with compasses, the methods of Chapter II not being required.

Ex. 2. The equation $x^{2}+y^{2}-2 x+4 y+5=0$ may lue written

$$
(x-1)^{2}+(y+2)^{2}=0,
$$

and is satisfied only by the point $(1,-2)$.
Ex. 3. The equation $x^{2}+y^{2}-2 x+4 y+7=0$ may be written

$$
(x-1)^{2}+(y+2)^{2}=-2,
$$

and represents no curve.
37. To find equation of a circle which will satisfy given conditions, it necessary and sufficient to determine the three quantities $h, k, r$, or the ratios of the four quantities $A, G, F, C$. Each condition imposed upon the circle leads usually to an equation involving these quantities. In order to determine the three quantities i.... necessary and in general sufficient to have three equations. Hence in general, three conditions are necessary and sufficient ${ }^{+r}$ aine a circle.

It is 1 tant to enumerate all possible conditions which may be $\ldots \mu_{\perp}$ dd upon a circle, but the following three may be mentir :

1. $I_{1} n_{0}$ the condition be imposed upon the circle to pass through the known point $\left(x_{1}, y_{1}\right)$. Then $\left(x_{1}, y_{1}\right)$ must satisfy the equation of the circle; therefore $h, k$, and $r$ must satisfy the condition

$$
\left(x_{1}-h\right)^{2}+\left(y_{1}-k\right)^{2}=r^{2} .
$$

2. Let the condition be imposed upon the circle to be tangent to the known straight line $A x+B y+C=0$. Then the distance fron the center of the circle to this line must equal the radius; therefore, by $\S 33, h, k$, and $r$ must satisfy the condition.

$$
\frac{A \hbar+B k+C}{\sqrt{A^{2}+B^{2}}}= \pm r
$$

The sign will be ambiguous unless from other conditions of the problem it is known on which side of the line the center lies.
3. Let it be required that the center of the circle should lie on the line $A x+B y+C=0$. Then $h$ and $k$ must satisfy the condition

$$
A h+B k+C=0 .
$$

Ex. 1. Find the equation of the circle through the three points $(2,-2)$, $(7,3)$, and $(6,0)$.

The quantities $h, k$, and $r$ must satisfy the three conditions

$$
\begin{aligned}
(2-h)^{2}+(-2-k)^{2} & =r^{2}, \\
(7-h)^{2}+(3-k)^{2} & =r^{2}, \\
(6-h)^{2}+(0-k)^{2} & =r^{2} .
\end{aligned}
$$

Solving these, we have $h=2, k=3$, and $r=5 . \quad$. 'efore the required equation is

$$
\begin{aligned}
(x-2)^{2}+(y-3)^{2} & =25 \\
x^{2}+y^{2}-4 x-6 y-12 & =0
\end{aligned}
$$

Ex. 2. Find the equation of the circle which passes ${ }^{41}$ mingh the points $(2,-3)$ and $(-4,-1)$ and has its center on the line 3 y $\urcorner x-18=0$.

The quantities $h, k$, and $r$ must satisfy the condi'inns

$$
\begin{array}{r}
(2-k)^{2}+(-3-k)^{2}=r^{2} \\
(-4-h)^{2}+(-1-k)^{2}=r^{2} \\
3 k+h-18=0
\end{array}
$$

Solving these equations, we find $h=\frac{3}{2}, k=\frac{1}{2}, r^{2}=\frac{14}{2} 5$. . Therefore the required equation is
or

$$
\begin{aligned}
\left(x-\frac{3}{2}\right)^{2}+\left(y-1_{2}^{2}\right)^{2} & =1_{\frac{1}{2}} 5 \\
x^{2}+y^{2}-3 x-11 y-40 & =0
\end{aligned}
$$

Ex. 3. Find the equation of a circle which is tangent to the lines

$$
17 x+y-35=0 \quad \text { and } \quad 13 x+11 y+50=0
$$

and has its center on the line $88 x+70 y+15=0$.
The quantities $h, k$, and $r$ must satisfy the conditions

$$
\frac{17 h+k-35}{\sqrt{290}}= \pm r
$$

$$
\begin{aligned}
& \frac{13 h+11 k+50}{\sqrt{2} 90}= \pm r \\
& 88 h+70 k+15=0
\end{aligned}
$$

These equations have the two solutions

$$
\begin{array}{lll}
h=-\frac{5}{6}, & k=\frac{5}{6}, & r=\frac{\sqrt{290}}{6} \\
h=5, & k=-\frac{13}{2}, & r=\frac{3 \sqrt{290}}{20}
\end{array}
$$

Hence each of the two circles
and

$$
40 x^{2}+40 y^{2}-400 x+520 y+2429=0
$$

satisfies the conditions of the problem.
38. The ellipse. An ellipse is the locus of a point the sum of the distances of which from two fixed points is constant.

The two fixed points are called the foci. Let them be denoted by $F^{\prime}$ and $F^{\prime}$ (fig. 72), and let the axis of $x$ be taken through them, and the origin halfway between them. Then if $P$ is any point on the ellipse and $2 a$ represents the constant sum of its distances from the foci, we have

$$
\begin{equation*}
F^{\prime} P+F P=2 a \tag{1}
\end{equation*}
$$

From the triangle $F^{\prime} P F^{\prime}$ it follows that

$$
F^{\prime} F<2 u .
$$
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Hence there is a point $A$ on the axis of $x$ and to the right of $F$ which satisfies the definition. We have, then,
or

$$
F^{\prime} A+F A=2 a
$$

whence

\[

\]

The quantity $e$ is called the eccentricity of the ellipse.
Then the points $F$ and $F^{\prime}$ are $( \pm a e, 0)$. Computing the values of $F^{\prime} P$ and $F^{\prime} P$ by $\S 5$ and substituting in (1), we have

$$
\begin{equation*}
\sqrt{(x+a e)^{2}+y^{2}}+\sqrt{(x-a e)^{2}+y^{2}}=2 a . \tag{2}
\end{equation*}
$$

By transposing the second radical to the right-hand side of the equation, squaring, and reducing, we have

$$
\begin{equation*}
a-e x=\sqrt{(x-a e)^{2}+y^{2}}=F P . \tag{3}
\end{equation*}
$$

Similarly, by transposing the first radical in (2), we have

$$
\begin{equation*}
a+e x=\sqrt{(x+a e)^{2}+y^{2}}=F^{\prime} P \tag{t}
\end{equation*}
$$

Either (3) or (4) leads to the equation
or

$$
\begin{gather*}
\left(1-e^{2}\right) x^{2}+y^{2}=a^{2}\left(1-e^{2}\right)  \tag{5}\\
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{a^{2}\left(1-e^{2}\right)}=1 . \tag{6}
\end{gather*}
$$

Since $e<1$, the denominator of the second fraction is positive, and we place

$$
\begin{gather*}
a^{2}\left(1-e^{2}\right)=l^{2},  \tag{7}\\
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1 . \tag{8}
\end{gather*}
$$

We have now shown that any point which satisfics (1) has coördinates which satisfy (8).

We may show, conversely, that any point whose coürdinates satisfy ( 8 ) is such as to satisfy (1). Let us assume ( 8 ) as given. We can then obtain ( 6 ) and (5), and (5) may be put in each of the two forms

$$
\begin{aligned}
& x^{2}+2 a e x+a^{2} e^{2}+y^{2}=a^{2}+2 a e x+e^{2} x^{2}, \\
& x^{2}-2 a e x+a^{2} e^{2}+y^{2}=a^{2}-2 a e x+e^{2} x^{2},
\end{aligned}
$$

the square roots of which are respectively

$$
\begin{aligned}
F^{\prime} P & = \pm(a+e x), \\
F P & = \pm(a-e x) .
\end{aligned}
$$

These lead to one of the four following equations:

$$
\begin{aligned}
F^{\prime} P^{\prime}+P^{\prime} & =2 a, \\
F^{\prime} P^{\prime}-P^{\prime} & =2 a, \\
-F^{\prime} P^{\prime}+P^{\prime} & =2 a, \\
-F^{\prime} P-P P^{\prime} & =2 a .
\end{aligned}
$$

Of these, the last one is impossible, since the sum of two negative numbers cannot be positive; and the second and third are impossible, since the difference between $F P$ and $F^{\prime} P$ inust be less than $F^{\prime} F$, which is less than $2 a$. Hence any point which satisfies (8) satisfies (1), and therefore (8) is the equation of the ellipse.
39. Placing $y=0$ in ( 8 ), $\S 38$, we find $x= \pm a$. Placing $x=0$, we find $y= \pm b$. Hence the ellipse intersects $O X$ in two points, $A(a, 0)$ and $A^{\prime}(-a, 0)$, and intersects $O Y$ in two points, $B(0, b)$ and $B^{\prime}(0,-b)$. The points $A$ and $A^{\prime}$ are called the vertices of the
ellipse. The line $A A^{\prime}$, which is equal to $2 a$, is called the major axis of the ellipse, and the line $B B^{\prime}$, which is equal to $2 b$, is called the minor axis.

Solving (8) first for $y$ and then for $x$, we have
and

$$
\begin{aligned}
& y= \pm \frac{b}{a} \sqrt{a^{2}-x^{2}} \\
& x= \pm \frac{a}{b} \sqrt{i^{2}-y^{2}} .
\end{aligned}
$$

These equations show that the ellipse is symmetrical with respect to both $O X$ and $O Y$, that $x$ can have no value numerically greater than $a$, and that $y$ can have no value numerically greater than $b$. If we construct the rectangle $K L M N$ (fig. 73), which has $O$ for a center and sides equal to $2 a$ and $2 b$ respectively, the ellipse will lie entirely within it; and if the curve is constructed in one quadrant, it can be found by symmetry in all quadrants. The form of the curve is shown
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40. Any equation of the form (8), $\S 38$, in which $a>b$, represents an ellipse with the foci on $O X$. For if we place, as in $\S 38$, $b^{2}=a^{2}\left(1-e^{2}\right)$, we find, for the eccentricity of the ellipse,

$$
e=\frac{\sqrt{a^{2}-b^{2}}}{a}
$$

and may fix $F$ and $F^{\prime}$, which in $\S 38$ were arbitrary in position, by the relation $O F=-O F^{\prime}=a e$.

The foci may be found graphically by placing the point of a compass on $B$ and describing an are with the radius $a$. This are will intersect $A A^{\prime}$ in the foci; for since $O B=b$ and $O F=\sqrt{a^{2}-b^{2}}, B F=a$.

It may be noted that the nearer the foci are taken together, the smaller is $e$ and the more nearly $b=a$. Hence $a$ circle may be considered as an ellipse with coincident foci and equal axes.

Similarly, an equation of the form (8), §38, in which $b>a$, represents an ellipse in which the foci lie on $O Y$ at a distance $\sqrt{b^{2}-a^{2}}$ from 0 . In this case $B B^{\prime}=2 b$ is the major axis and $A A^{\prime}=2 a$ is the minor axis.

Finally, any equation of the form

$$
\frac{(x-h)^{2}}{a^{2}}+\frac{(y-k)^{2}}{l^{2}}=1
$$

represents an ellipse with its center at the point $(h, k)$ and its axes parallel to $O X$ and $O Y$ respectively; for if the axes are shifted to a new origin at $(h, k)$ by the formulas of $\S 17$, this equation assumes the form (8), § 38 .

Ex. 1. Show that $4 x^{2}+6 y^{2}+4 x-12 y-1=0$ is the equation of an ellipse, and find its center, semiaxes, and eccentricity.

Following the method of Ex. 2, § 18, we may write the equation in the form
or

$$
\begin{aligned}
4\left(x+\frac{1}{2}\right)^{2}+6(y-1)^{2} & =8 \\
\frac{\left(x+\frac{1}{2}\right)^{2}}{2}+\frac{(y-1)^{2}}{\frac{4}{3}} & =1 .
\end{aligned}
$$

Hence this curve is an ellipse with its center at $\left(-\frac{1}{2}, 1\right)$ and its major and minor axes equal respectively to $2 \sqrt{2}$ and $\frac{4 \sqrt{3}}{3}$. Its eccentricity is $\frac{1}{\sqrt{3}}$.

Ex. 2. Find the equation of an ellipse with the eccentricity $\frac{1}{3}$ and its foci at the pints $(-1,4),(7,4)$.

Since the center is halfway between the foci, the center is the point $(3,4)$. The major axis of the ellipse is parallel to $O_{X} X$, since it contains the foci. Since each focus is at a distance ae from the center,

$$
\begin{aligned}
a e & =4 . \\
a & =12 . \\
b^{2} & =a^{2}\left(1-e^{2}\right)=128 .
\end{aligned}
$$

But $e=\frac{1}{3}$, therefore $\quad a=12$.
Then, from (7), § 38,
The equation of the ellipse is therefore

$$
\frac{(x-3)^{2}}{144}+\frac{(y-4)^{2}}{128}=1,
$$

which reduces to $8 x^{2}+9 y^{2}-48 x-72 y-936=0$.
41. The hyperbola. An hyperbola is the locus of a point the difference of the distances of which from two fixed points is constant.

The two fixed points are called the foci. Let them be $F$ and $F^{\prime \prime}$ (fig. 74 ), and let $F F^{\prime \prime}$ be taken as the axis of $x$, the origin being halfway between $F$ and $F^{\prime}$. Then if $P$ is any point on the hyperbola and $2 a$ is the constant difference of its distances from $F^{\prime}$ and $F^{\prime}$, we have either

$$
\begin{align*}
& F^{\prime} P-F P  \tag{1}\\
\text { or } \quad & \quad F P-F^{\prime} P=2 a
\end{align*}
$$

Since in the triangle $F^{\prime} P F$ the difference of the two sides $F P$ and $F^{\prime} P$ is less than $F^{\prime} F$, it follows that $F^{\prime} F>2 a$.
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There is therefore at least one point $A$ between $O$ and $F$ which satisfies the definition.

Then

$$
F^{\prime} A-A F=2 a,
$$

or

$$
\left(F^{\prime} O+O A\right)-(O F-O A)=2 a ;
$$

whence

$$
O A=a .
$$

We may therefore place

$$
\frac{O F}{O A}=e, \text { where } e>1 .
$$

The quantity $e$ is called the eccentricity of the hyperbola.
Then the points $F$ and $F^{\prime}$ are ( $\pm a e, 0$ ), and equations (1) and (2) become
and

$$
\begin{align*}
& \sqrt{(x+a e)^{2}+y^{2}}-\sqrt{(x-a e)^{2}+y^{2}}=2 a  \tag{3}\\
& \sqrt{(x-a e)^{2}+y^{2}}-\sqrt{(x+a e)^{2}+y^{2}}=2 a . \tag{4}
\end{align*}
$$

By transposing one of the radicals to the right-hand side of these equations, squaring, and reducing, we obtain from either (3) or (4)

$$
\begin{align*}
& \left(1-e^{2}\right) x^{2}+y^{2}=a^{2}\left(1-e^{2}\right),  \tag{5}\\
& \frac{x^{2}}{a^{2}}+\frac{y^{2}}{a^{2}\left(1-e^{2}\right)}=1 . \tag{6}
\end{align*}
$$

But since $e>1, a^{2}\left(1-e^{2}\right)$ is a negative quantity, and we may write $a^{2}\left(1-e^{2}\right)=-b^{2}$, thus obtaining

$$
\begin{equation*}
\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}=1, \tag{7}
\end{equation*}
$$

an equation satisfied by the coorrdinates of any point which satisfies (1).

Proceeding as in $\S 38$, we may prove, conversely, that any point whose coürdinates satisfy (7) is such as to satisfy either (1) or (2), and hence is a point of the hyperbola.
42. If we place $y=0 \mathrm{in}$ ( 7 ),$\S 41$, we have $x= \pm \alpha$. Hence the curve intersects $O X$ in two points, $A$ and $A^{\prime}$, called the vertices. If $x=0, y$ is imaginary. Hence the curve does not intersect $O I$.

Solving (7), $\S 41$, for $y$ and $x$ respectively, we have

$$
\begin{aligned}
& y= \pm \frac{b}{a} \sqrt{x^{2}-a^{2}} \\
& x= \pm \frac{a}{b} \sqrt{y^{2}+l^{2}} .
\end{aligned}
$$

and

These show that the curve is symmetrical with respect to both $O X$ and $O Y$, that $x$ can have no value numerically less than a, and that $y$ can have all values.

Moreover, the equation for $y$ can be written

$$
y= \pm \frac{b}{a} x \sqrt{1-\frac{a^{2}}{x^{2}}} .
$$
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As $x$ increases, the term $\frac{a^{2}}{x^{2}}$ decreases, approaching zero as a limit. Hence the more the hyperbola is prolonged, the nearer it comes to the straight lines $y= \pm \frac{b}{a} x$. Therefore the straight lines $y= \pm \frac{b}{a} x$ are the asymptotes of the hyperbola. They are the diagonals of the rectangle constructed as in fig. 75 and are used conyeniently as guides in drawing the curve. The line $A A^{\prime}$
is called the transverse axis, and the line $B B^{\prime}$ the conjugate axis, of the hyperbola. The shape of the curve is shown in figs. 74 and 75 .
43. Any equation of the form (7), §41, where $a$ and $b$ are any positive real values, represents an hyperbola with the foci on $O X$. For if we place $-b^{2}=a^{2}\left(1-e^{2}\right)$, we find for the eccentricity of the hyperbola

$$
e=\frac{\sqrt{a^{2}+b^{2}}}{a}
$$

and may find the position of the foci from the equations

$$
O F=-O F^{\prime}=a e
$$

Similarly, any equation of the form

$$
-\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1
$$

represents an hyperbola with the foci on $O Y$.
If the two hyperbolas,

$$
\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}=1 \quad \text { and } \quad-\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1
$$

have the same values for $a$ and $b$, each is said to be the conjugate hyperbola to the other.

If $b=a$, the hyperbola is called an equilateral hyperbola, and its equation is either $x^{2}-y^{2}=a^{2}$ or $-x^{2}+y^{2}=a^{2}$.

Finally, it is evident that either
or

$$
\begin{array}{r}
\frac{(x-h)^{2}}{a^{2}}-\frac{(y-k)^{2}}{b^{2}}=1 \\
-\frac{(x-h)^{2}}{a^{2}}+\frac{(y-k)^{2}}{b^{2}}=1
\end{array}
$$

is the equation of an hyperbola with its center at the point $(h, k)$.
44. The parabola. A parabola is the locus of a point equally distant from a fixed point and a fixed straight line. The fixed point is called the focus and the fixed straight line the directrix. Let the line through the focus perpendicular to the directrix
be taken as the axis of $x$, and let the origin be taken on this line, halfway between the focus and the directrix. Let us denote the abscissa of the focus by $p$. In fig. 76 let $F$ be the focus, $R S$ the directrix intersecting $O X$ at $D$, and $P$ any point on the curve. Then $F$ is $(p, 0)$, $D$ is $(-p, 0)$, and the equation of $R S$ is $x=-p$. Draw from $P$ a line parallel to $O X$, intersecting $R S$ in $N$. If $F$ is on the right of $R S, P$ must also lie on the right of $R S$, and, by the definition,

$$
F P=N P .
$$
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If, on the other hand, $F$ is on the left of $\operatorname{RS}, P$ is also on the left of RS, and

$$
F P=P N=-N P .
$$

In either case

$$
\overline{F P}^{2}=\overline{N P}^{2} .
$$

But, by §5,
$\overline{F P}{ }^{2}=(x-p)^{2}+y^{2}$,
and

$$
N P=x+p ;
$$

hence

$$
\begin{align*}
(x-p)^{2}+y^{2} & =(x+p)^{2}, \\
y^{2} & =4 p x . \tag{1}
\end{align*}
$$

Any point on the parabola then satisfies equation (1). Conversely, it is easy to show that if a point satisfies (1), it lies so that $F P= \pm N P$, and hence lies on the parabola.

Equation (1) shows that the curve is symmetrical with respect to $O X$, that $x$ must have the same sign as $p$, and that $y$ increases as $x$ increases numerically. The position of the curve is as shown in fig. 76 when $p$ is positive. When $p$ is negative, $F$ lies at the left of $O$, and the curve extends toward the negative end of the axis of $x$.

Similarly, the equation $x^{2}=4 p y$ represents a parabola for which the focus lies on the axis of $y$, and which extends toward the positive or the negative end of the axis of $y$ according as $p$ is positive or negative. In all cases $O$ is called the vertex of the parabola, and the line determined by $O$ and $F$ is called its axis.

A more general equation of the parabola is evidently
or

$$
\begin{aligned}
& (y-k)^{2}=4 p(x-h) \\
& (x-h)^{2}=4 p(y-k),
\end{aligned}
$$

the vertex in either case being at the point $(k, k)$. The work of locating the parabola in the plane is illustrated in the following example.

Ex. Show that $y^{2}+y-3 x+1=0$ is a parabola, and locate it in the plane.

The equation may be written
or

$$
\begin{aligned}
y^{2}+y & =3 x-1, \\
y^{2}+y+\frac{1}{4} & =3 x-1+\frac{1}{4}, \\
\left(y+\frac{1}{2}\right)^{2} & =3\left(x-\frac{1}{4}\right) .
\end{aligned}
$$

Hence the vertex is at the point $\left(\frac{1}{4},-\frac{1}{2}\right)$; the equation of the axis is $y+\frac{1}{2}=0$, or $2 y+1=0$; the focus is at the point $\left(\frac{1}{4}+\frac{3}{4},-\frac{1}{2}\right)$, or $\left(1,-\frac{1}{2}\right)$; and the equation of the directrix is $x-\frac{1}{4}=-\frac{3}{4}$, or $2 x+1=0$.
45. If $P_{1}\left(x_{1}, y_{1}\right)$ and $P_{2}\left(x_{2}, y_{2}\right)$ are two points on the parabola $y^{2}=4 p x$ (fig. 77), then

$$
\begin{aligned}
& y_{1}^{2}=4 p x_{1} \\
& y_{2}^{2}=4 p x_{2}
\end{aligned}
$$

whence

$$
\begin{equation*}
\frac{y_{1}^{2}}{y_{2}^{2}}=\frac{x_{1}}{x_{2}}, \tag{1}
\end{equation*}
$$

which may be written

$$
\begin{equation*}
\frac{\left(2 y_{1}\right)^{2}}{\left(2 y_{2}\right)^{2}}=\frac{x_{1}}{x_{2}} \tag{2}
\end{equation*}
$$
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if both numerator and denominator of the left-hand fraction are multiplied by 4 .

From the symmetry of the parabola, $2 y_{1}=Q_{1} P_{1}$ and $Q_{2} P_{2}=2 y_{2}$; and since $x_{1}=O M_{1}$ and $x_{2}=O M_{2}$, (2) becomes

$$
\begin{equation*}
\frac{{\overline{Q_{1} P_{1}}}_{Q_{2} P_{2}^{2}}}{}=\frac{O M M_{1}}{O M_{2}} . \tag{3}
\end{equation*}
$$

That is, the squares of any two chords of a parabola which are perpendicular to the axis of the parabola are to each other as their distances from the vertex of the parabola.

The figure bounded by the parabola and a chord perpendicular to the axis of the parabola, as $Q_{1} O P_{1}$ (fig. 77), is called a parabolic seyment. The chord is called the base of the segment, the vertex of the parabola is called the vertex of the segment, and the distance from the vertex to the base is called the altitude of the segment.
46. The conic. A conic is the locus of a point the distance of which from a fixed point is in a constant ratio to its distance from a fixed straight line.

The fixed point is called the foous, the fixed line the directrix, and the constant ratio the eccentricity.

We shall take the directrix as the axis of $y$ (fig. 78), and a line through the focus $r^{\prime}$ as the axis of $x$, and shall call the focus ( $c, 0$ ), where $c$ represents $O F$ and is positive or negative according as $F^{\prime}$ lies to the right or the left of $O$.

Let $P$ be any point on the conic; connect $P$ and $F$, and draw $P N$ perpendicular to $O$ S. Then, by definition,

$$
\begin{equation*}
F P= \pm e \cdot N P \tag{1}
\end{equation*}
$$
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according as $P$ is on the right or the left of $O$ I. In both cases

$$
\overline{F P}^{2}=e^{2} \cdot \overline{N P^{2}} .
$$

But $\overline{F P}^{2}=(x-c)^{2}+y^{2}$, by $\S 5$, and $N P^{\prime}=x$. Therefore for any point on the conic

$$
\begin{equation*}
(x-c)^{2}+y^{2}=e^{2} x^{2} \tag{2}
\end{equation*}
$$

It is easy to show, conversely, that if the coördinates of $I$ ' satisfy (2), $P$ satisfies (1). Hence (2) is the equation of the conic.

It is clear that the parabola is a special case of a conic, for the definition of the latter becomes that of the former when $e=1$.

It is also not difficult to show that the ellipse is a special case of a conic, where the eccentricity is $e$ of $\S 38$ and $<1$.

For if $P$ (fig. 79) is a point on the ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$, we found in $\S 38$ that

$$
\begin{array}{ll}
F P=a-e x, & F^{\prime} P=a+e x ; \\
F P=e\left(\frac{a}{e}-x\right), & F^{\prime} P=e\left(\frac{a}{e}+x\right) .
\end{array}
$$

If now we take the point $D$ so that $O D=\frac{a}{e}$, and $D^{\prime}$ so that $O D^{\prime}=-\frac{a}{e}$, and if we draw the lines $D S$ and $D^{\prime} S^{\prime}$ perpendicular to OA, the line $N^{\prime} P N$ perpendicular to $D S$, and the ordinate $M P$, we have
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$$
\begin{aligned}
& \frac{a}{e}-x=O D-O M=M D=P N \\
& \frac{a}{e}+x=D^{\prime} O+O M=D^{\prime} M=N^{\prime} P
\end{aligned}
$$

Therefore

$$
F P=e \cdot P N, \quad F^{\prime} P=e \cdot N^{\prime} P
$$

The ellipse has, therefore, two directrices at the distances $\pm \frac{a}{e}$ from the center. When the ellipse is a circle, $e=0$ and the directrices are at infinity.

In a similar manner we may show that the hyperbola is a special case of a conic where $e>1$.
47. The witch. Let $O B A$ (fig. 80) be a circle, $O A$ a diameter, and $L K$ the tangent to the circle at $A$. From $O$ draw any line intersecting the circle at $B$ and $L K$ at $C$. From $B$ draw a line parallel to $L K$ and from $C$ a line perpendic-
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To obtain its equation we will take the origin at $O$ and the line $O A$ as the axis of $y$. We will call the length of the diameter of the circle $2 a$. Then, by continuing $C P$ until it meets $O X$ at $M$ and calling $(x, y)$ the coördinates of $P$, we have

$$
\begin{equation*}
O M=x, \quad M P=y, \quad O A=M C=2 a . \tag{1}
\end{equation*}
$$

In the triangle $O M C, \frac{M P}{M C}=\frac{O B}{O C}=\frac{O B \cdot O C}{\overline{O C}^{2}}$.
Draw $A B$. Then $O B A$ is a right angle, and consequently

$$
O B \cdot O C=\overline{O A}^{2} ; \quad \text { also } \overline{O C}^{2}=\overline{O M}^{2}+\overline{M C}^{2} .
$$

Therefore $\frac{M P}{M C}=\frac{\overline{O A}^{2}}{\overline{O M}^{2}+M C^{2}}$; (2)
that is,

$$
\begin{equation*}
\frac{y}{2 a}=\frac{4 a^{2}}{x^{2}+4 a^{2}} ; \tag{3}
\end{equation*}
$$

and finally, $\quad y=\frac{8 a^{3}}{x^{2}+4 u^{2}}$.
Solving ( 4 ) for $x$, we have

$$
x= \pm 2 a \sqrt{\frac{2 a-y}{y}} .
$$

This shows that the curve is symmetrical with respect to $O Y$, that $y$ cannot be negative nor greater than $2 a$, and that $y=0$ is an asymptote.
48. The cissoid. Let $O D A$ (fig. 81) be a circle with the diameter $O A$, and let $L K$ be the tangent to the circle at $A$. Through $O$ draw any line intersecting the circle in $D$ and $L K$ in $E$. On $O E$ lay off a distance $O P$, equal to $D E$. Then the locus of $P$ is a curve called the cissoid.
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To find its equation we will take $O$ as the origin of coördinates and $O A$ as the axis of $x$, and will call the diameter of the circle $2 a$. Join $A$ and $D$ and draw $M P$ perpendicular to $O A$.

Denoting angle MOP by $\theta$, we have

$$
\begin{align*}
& O E=2 a \sec \theta,  \tag{1}\\
& O D=2 a \cos \theta ;  \tag{2}\\
& \text { whence } \\
& D E=O E-O D=2 a(\sec \theta-\cos \theta) .  \tag{3}\\
& \text { Therefore } \\
& O P=2 a(\sec \theta-\cos \theta) .  \tag{t}\\
& \text { Now } \\
& x=O M=O P \cos \theta \\
& =2 a\left(1-\cos ^{2} \theta\right) \\
& =2 a \sin ^{2} \theta \text {. }  \tag{5}\\
& \text { But } \\
& \sin \theta=\frac{M P}{O P}=\frac{y}{\sqrt{x^{2}+y^{2}}} . \tag{6}
\end{align*}
$$

Substituting in (5), we have
whence

$$
\begin{align*}
x & =\frac{2 a y^{2}}{x^{2}+y^{2}}  \tag{7}\\
y^{2} & =\frac{x^{3}}{2 a-x} . \tag{8}
\end{align*}
$$

This equation is satisfied by the coördinates of any point upon the cissoid. It may be written

$$
y= \pm x \sqrt{\frac{x}{2 a-x}} .
$$

From this it appears that the curve is symmetrical with respect to $O X$, that no value of $x$ can be greater than $2 a$ or less than 0 , and that the line $x=2 a$ is an asymptote.
49. The strophoid. Let $L K$ and $R S$ (fig. 82) be two straight lines intersecting at right angles at $O$, and let $A$ be a fixed point on $L K$. Through $A$ draw any straight line intersecting $R S$ in $D$, and lay off
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To find its equation take $L K^{-}$as the axis of $x$ and $R S$ as the axis of $y$, and let $O A=a$. By the definition, the point $P$ may fall in any one of the four quadrants. If we take the positive direction on $A D$ as measured from $A$ towards $D$, we have

$$
O D=P D
$$

when $P$ is in the first quadrant,

$$
O D=-P D
$$

when $P$ is in the second quadrant,

$$
-O D=-P D
$$

when $P$ is in the third quadrant, and

$$
-O D=I D
$$

when $P$ is in the fourth quadrant.
These four equations are equivalent to the single equation

$$
\begin{equation*}
\overline{O D}^{2}=\overline{P D}^{2} . \tag{1}
\end{equation*}
$$

Draw PM parallel to $O Y$ and denote the angle MLAP by $\theta$.
Then

$$
\begin{align*}
& O D=a \tan \theta  \tag{2}\\
& P D=x \sec \theta . \tag{3}
\end{align*}
$$

and
Substituting in (1), we have

$$
\begin{align*}
a^{2} \tan ^{2} \theta & =x^{2} \sec ^{2} \theta  \tag{4}\\
\tan \theta & =\frac{M I}{M A}=\frac{y}{a-x} . \tag{5}
\end{align*}
$$

Substituting in (4), we have

$$
\begin{equation*}
a^{2}\left[\frac{y^{2}}{(a-x)^{2}}\right]=x^{2}\left[1+\frac{y^{2}}{(a-x)^{2}}\right], \tag{6}
\end{equation*}
$$

which may be reduced to $\quad y= \pm x \sqrt{\frac{a-x}{a+x}}$.
This shows that the curve is symmetrical with respect to $O X$, that no value of $x$ can be less than $-a$ or greater than $+a$, and that $x=-a$ is an asymptote.
50. Use of the equation of a curve. The use of the equation of a curve in solving geometrical problems is illustrated in the following problems:

Ex. 1. Prove that in the ellipse the squares of the ordinates of any two points are to each other as the products of the segments of the major axis made by the feet of these ordinates.

We are to prove that (fig. 83)

$$
\frac{\overline{M_{1} \Gamma_{1}^{2}}}{\overline{M_{2} P_{2}{ }^{2}}}=\frac{A^{\prime} M_{1} \cdot M_{1} A}{A^{\prime} M_{2} \cdot M_{2} A} .
$$

Let $P_{1}$ be ( $x_{1}, y_{1}$ ) and let $P_{2}$ be $\left(x_{2}, y_{2}\right)$. Then
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$$
\frac{x_{1}^{2}}{a^{2}}+\frac{y_{1}^{2}}{b^{2}}=1, \quad \frac{x_{2}^{2}}{a^{2}}+\frac{y_{2}^{2}}{b^{2}}=1
$$

whence

$$
\frac{y_{1}^{2}}{y_{2}^{2}}=\frac{a^{2}-x_{1}^{2}}{a^{2}-x_{2}^{2}}=\frac{\left(a+x_{1}\right)\left(a-x_{1}\right)}{\left(a+x_{2}\right)\left(a-x_{2}\right)}
$$

But $y_{1}=M_{1} P_{1}, a+x_{1}=A^{\prime} O+O M_{1}=A^{\prime} M_{1}, a-x_{1}=O A-O M_{1}=M M_{1} A$, $y_{2}=M_{2} P_{2}, a+x_{2}=A^{\prime} M_{2}, a-x_{2}=M_{2} A$. Hence the proposition is proved.

Ex. 2. If $M_{1} P_{1}$ is the ordinate of a point $P_{1}$ of the parabola $y^{2}=4 p x$, and a straight line drawn through the middle point of $M_{1} P_{1}$ parallel to the axis of $x$ cuts the curve at $Q$, prove that the intercept of the line $M_{1} Q$ on the axis of $y$ equals $\frac{2}{3} M_{1} P_{1}$.

Let $P_{1}$ (fig. 84) be ( $x_{1}, y_{1}$ ). Then $x_{1}=\frac{y_{1}^{2}}{4 p}$, from the equation of the parabola.

By construction, the ordinate of $Q$ is $\frac{y_{1}}{2}$. Since $Q$ is on the parabola, its


Fig. 84 abscissa is found by placing $y=\frac{y_{1}}{2}$ in $y^{2}=4 p x$. Then $Q$ is $\left(\frac{y_{1}^{2}}{16 p}, \frac{y_{1}}{2}\right)$; and $M$ is $\left(x_{1}, 0\right)$, which is the same as $\left(\frac{y_{1}^{2}}{4 p}, 0\right)$. Hence the equation of $M_{1} Q$
is, by $\S 30$,

$$
8 p x+3 y_{1} y-2 y_{1}^{2}=0 .
$$

The intercept of this line on $O Y$ is $\frac{2}{3} y_{1}=\frac{2}{3} M_{1} P_{1}$, which was to be proved.
51. Empirical equations. We have met in $\S 8$ examples of related quantities for which pairs of corresponding values have been found by experiment, but for which the functional relation connecting the quantities is not known. In such a ease it is often desirable to find an equation which will represent this relation, at least approximately. The method, in general, is to plot the points as in $\S 8$ and then fit a curve to them. At best this work is approximate, the result depending largely on the judgment of the worker, and in complicated cases it demands methods too advanced for this book. We shall discuss a few simple examples, to illustrate merely the fundamental principles involved.

The simplest case is that in which the plotted points appear to lie on a straight line, or nearly so. If the two related quantities are $x$ and $y$, the relation between them is expressed by the equation

$$
\begin{equation*}
y=m x+b \tag{1}
\end{equation*}
$$

where $m$ and $b$ are to be determined to fit the data. In practice the points are plotted, and it appears that a straight line may be so drawn that the points cither lie on it or are close to it and about evenly distributed on both sides of it. The straight line having been drawn, its equation may be found ly means of two points on it, which may be either two of the original data or any two points of the graph. 'This method is illustrated in Ex. 1.

Closely connected with this case are two others. Suppose the relation between the two quantities $x$ and $y$ is known or assumed to be of the form
or

$$
\begin{align*}
& y=u x^{n}  \tag{2}\\
& y=a b^{x},
\end{align*}
$$

where $a, b$, and $n$ are to be determined to fit the given numerical values of $x$ and $y$. By taking the logarithms of both sides of these equations, we have respectively

$$
\begin{align*}
& \log y=n \log x+\log a  \tag{4}\\
& \log y=(\log b) x+\log a \tag{5}
\end{align*}
$$

or, if we place $\log y=y^{\prime}, \log x=x^{\prime}, \log a=b^{\prime}, \log b=m$,

$$
\begin{align*}
& y^{\prime}=n x^{\prime}+l^{\prime},  \tag{6}\\
& y^{\prime}=m x+b^{\prime} \tag{7}
\end{align*}
$$

We may now plot the points ( $x^{\prime}, y^{\prime}$ ) or $\left(x, y^{\prime}\right)$ and determine the straight line on which they lie approximately. The equations (6) and (7) having thus been found, the return to equations (2) and (3) is easy. This method is illustrated in Ex. 2.

When the use of a straight line either directly or by aid of logarithms fails, the attempt may be made to fit a parabola

$$
\begin{equation*}
y=a+b x+c x^{2} \tag{9}
\end{equation*}
$$

to the points of the plot. Since three points are sufficient to determine the constants of the equation, the parabola may be made to pass through any three of the plotted points. This parabola may then be tested to see if it passes reasonably near to the other points. This method is illustrated in Ex. 3.

Other curves with equations of the form

$$
y=a+b x+c x^{2}+d x^{3}+\cdots+l x^{n}
$$

may also be used. In this case the number of points through which the curve may be exactly drawn is equal to the number of arbitrary coefficients.

In all these cases it is often convenient to use different scales for $x$ and $y$, the proper allowance being made in the calculations. This is illustrated in Ex. 2.

Ex. 1. Corresponding values of two related quantities $x$ and $y$ are given by the following table:

| $x$ | 1 | 2 | 4 | 6 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $y$ | 1.3 | 2.2 | 2.9 | 3.9 | 6.1 |

Find the empirical equation connecting them.

We plot the points $(x, y)$ and draw the straight line as shown in fig. 85 . The straight line is seen to pass through the points $(0,1)$ and (2, 2). Its equation is therefore

$$
y=.5 x+1
$$

which is the required equation.


Fig. 85

Ex. 2. Corresponding values of pressure and volume taken from an indicator card of an air compressor are as follows:

| $p$ | 18 | 21 | 26.5 | 33.5 | 44 | 62 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v$ | .635 | .556 | .475 | .397 | .321 | .243 |

Find the relation between them in the form $p v^{n}=c$.
Writing the assumed relation in the form $p=c r^{-n}$ and taking the logarithms of both sides of the equation, we have
or

$$
\log p=-n \log v+\log c
$$

where

$$
y=-n x+b
$$

The corresponding values of $x$ and $y$ are

| $x=\log v$ | -.1972 | -.2549 | -.3233 | -.4012 | -.4935 | -.6144 |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $y=\log p$ | 1.2553 | 1.3222 | 1.4232 | 1.5250 | 1.6435 | 1.7924 |

We assume on the $x$-axis a scale twice as large as that on the $y$-axis, plot the points $(x, y)$, and draw the straight line as shown in fig. 86 . The construction should be made on large-scale plotting paper. The line is seen to $1^{\text {rass through }}$ the points $(-.05,1.075)$ and $(-.46,1.6)$. Its equation is therefore

$$
y=-1.28 x+1.01
$$

Hence $n=1.28, \log c=1.01$, $c=10.2$, and the required relation between $p$ and $v$ is

$$
p v^{1.28}=10.2 .
$$



Ex. 3. Corresponding values of two related quantities $x$ and $y$ are given by the following table:

| $x$ | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $y$ | 1.37 | .68 | .41 | .54 | 1.05 |

Find the empirical equation connecting them.

If we plot the points as in fig. 87, they suggest a parabola. Accordingly we assume

$$
y=a+b x+c x^{2}
$$

and determine $a, b$, and $c$, so that the curve will pass through the first, third, and last points. The equations for $a, b$, and $c$ are

$$
\begin{aligned}
1.37 & =a+b+c, \\
.41 & =a+3 b+9 c, \\
1.05 & =a+5 b+25 c ;
\end{aligned}
$$

whence $a=2.45, b=-1.28$, and $c=.2$. The required equation is therefore

$$
y=2.45-1.28 x+.2 x^{2} .
$$



Fig. 87

If we substitute for $x$ in this equation the values 2 and 4 , we find the corresponding values of $y$ to be .69 and.53. This shows that the curve passes reasonably near to the points of the plot which were not used in computing the coefficients.

## PROBLEMS

1. Find the equations of the locus of a point the distance of which from the axis of $x$ equals five times its distance from the axis of $y$.
2. Find the equations of the locus of a point the distance of which from the axis of $x$ is 3 more than twice its distance from the axis of $y$.
3. Find the equation of the locus of a point the distances of which from $(2,-1)$ and $(-3,2)$ are equal.
4. Find the equations of the locus of a point equally distant from the lines $3 x-5 y-15=0$ and $5 x-3 y+1=0$.
5. Find the equations of the bisectors of the angles between the lines $9 x+2 y-3=0$ and $7 x-6 y+2=0$.
6. Find the equations of the bisectors of the angles between the lines $3 x+4 y-7=0$ and $12 x-5 y+1=0$.
7. A point moves so that its distance from the axis of $y$ equals its distance from the point $(5,0)$. Find the equation of its locus.
8. Find the equation of the locus of a point the distance of which from the axis of $x$ is one half its distance from $(0,2)$.
9. A point moves so that the square of its distance from the point $(0,3)$ equals the cube of its distance from the axis of $y$. Find the equation of its locus.
10. Find the equation of the locus of a point the distance of which from the line $x=3$ is equal to its distance from $(4,-2)$.
11. Find the equation of the locus of a point which moves so that the slope of the straight line joining it to $(1$, ( $)$ is one greater than the slope of the straight line joining it to the origin.
12. A point moves so that its distance from the origin is always equal to the slope of the straight line joining it to the origin. Find the equation of its locus.
13. Find the equation of the locus of a point the distance of which from the line $3 x+4 y-6=0$ is twice its distance from $(2,1)$.
14. Find the equation of the circle having the center $(3,-5)$ and the radius 4.
15. Find the equation of the circle having the center $\left(-\frac{4}{5}, \frac{3}{3}\right)$ and the radius 2 .
16. Find the points at which the axis of $x$ intersects the circle having as diameter the straight line joining $(1,2)$ and $(-3,-4)$.
17. Find the equation of the circle having as diameter that part of the line $3 x-4 y+12=0$ which is included between the coorrdinate axes.
18. Find the equation of the circle having as diameter the common chord of the two circles

$$
x^{2}+y^{2}+4 x-4 y-2=0 \text { and } x^{2}+y^{2}-2 x+2 y-14=0 .
$$

19. Find the equations of the circles of radius $a$ which are tangent to the axis of $y$ at the origin.
20. Find the center and the radius of the circle

$$
x^{2}+y^{2}+26 x+16 y-42=0 .
$$

21. Find the center and the radius of the circle

$$
2 x^{2}+2 y^{2}+6 x+3 y-10=0
$$

22. Find the equation of a straight line passing through the center of the circle $x^{2}+y^{2}-4 x+2 y-5=0$ and perpendicular to the line $x-2 y+1=0$. How near the origin does the line pass?
23. Prove that two circles are concentric if their equations differ only in the absolute term.
24. Show that the circles $x^{2}+y^{2}+2 G x+2 F y+C=0$ and $x^{2}+y^{2}+2 G^{\prime} x+2 F^{\prime} y+C^{\prime}=0$ are tangent to each other if

$$
\sqrt{\left(G-G^{\prime}\right)^{2}+\left(F-F^{\prime}\right)^{2}}=\sqrt{G^{2}+F^{2}-C} \pm \sqrt{G^{\prime 2}+F^{\prime 2}-C^{\prime}} .
$$

25. Find the equation of the circle which passes through the points $(0,2),(2,0)$, and $(0,0)$.
26. Find the equation of the circle circumscribing the triangle with the vertices $(0,1),(-2,0)$, and $(0,-1)$.
27. Find the equation of the circle circumscribing the isosceles triangle of which the altitude is 5 and the base is the line joining the points $(-4,0)$ and $(4,0)$.
28. Find the equation of the circle circumscribed about the triangle the sides of which are $x+2 y-3=0,3 x-y-2=0$, and $2 x-3 y-6=0$.
29. Find the equation of the circle passing through the point $(-3,4)$ and concentric with the circle $x^{2}+y^{2}+3 x-4 y-1=0$.
30. A circle which is tangent to both coördinate axes passes through $(4,-2)$. Find its equation.
31. The center of a circle which is tangent to the axes of $x$ and of $y$ is on the line $3 x-5 y+15=0$. What is its equation?
32. A circle of radius 5 passes through the points $(4,-2)$ and $(5,-3)$. What is its equation?
33. The center of a circle which passes through the points $(-2,4)$ and $(-1,3)$ is on the line $2 x-3 y+2=0$. What is its equation?
34. A circle which is tangent to $O X$ passes through $(-1,2)$ and $(6,9)$. What is its equation?
35. The center of a circle which is tangent to the two parallel lines $x-2=0$ and $x-6=0$ is on the line $y=3 x-6$. What is its equation?
36. The center of a circle is on the line $2 x+y+3=0$. The circle passes through the point $(3,1)$ and is tingent to the line $4 x-3 y-14=0$. What is its equation?
37. The center of a circle is on the line $x+2 y-10=0$ and the circle is tangent to the two lines $2 x-3 y+9=0$ and $3 x-2 y+1=0$. What is its equation?
38. Given the ellipse $9 x^{2}+25 y^{2}=225$, find its semiaxes, eccentricity, and foci.
39. Given the ellipse $3 x^{2}+4 y^{2}=2$, find its semiaxes, eccentricity, and foci.
40. Find the vertices, eccentricity, and foci of the ellipse $4 x^{2}+2 y^{2}=1$.
41. Find the center, vertices, eccentricity, and foci of the ellipse $4 x^{2}+9 y^{2}+16 x-18 y-11=0$.
42. Find the center, vertices, eccentricity, and foci of the ellipse $16 x^{2}+9 y^{2}-16 x+6 y-139=0$.
43. Find the equation of the ellipse when the origin is at the left-hand vertex and the major axis lies along $O X$.
44. Find the equation of the ellipse when the origin is taken at the lower extremity of the minor axis and the minor axis lies along $O Y$.
45. Determine the semiaxes $a$ and $l$ in the ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$ so that it shall pass through $(2,3)$ and $(-1,-4)$.
46. Find the equation of an ellipse if its axes are 8 and 4 , its center is at $(2,-3)$, and its major axis is parallel to $O \mathbf{X}$.
47. Find the equation of an ellipse if its axes are $\frac{2}{5}$ and $\frac{1}{3}$, its center is at $(1,-1)$, and its major axis is parallel to $O Y$.
48. If the vertices of an ellipse are $( \pm 6,0)$ and its foci are ( $\pm 4,0$ ), find its equation.
49. Find the equation of an ellipse when the vertices are $( \pm 4,0)$ and one focus is $(2,0)$.
50. Find the equation of an ellipse when the vertices are $(0,2)$ and $(0,-4)$ and one focus is at the origin.
51. Find the equation of the ellipse the foci of which are $( \pm 4,0)$ and the major axis of which is 10 .
52. Find the equation of the ellipse the foci of which are $(0, \pm 3)$ and the major axis of which is 12 .
53. Find the equation of an ellipse when its center is at the origin, one focus is at the point $(-4,0)$, and the minor axis is equal to 6.
54. Find the equation of the ellipse the foci of which are $(1, \pm 2)$ and the major axis of which is 6 .
55. Find the equation of an ellipse the eccentricity of which is $\frac{2}{3}$ and the foci of which are $(0, \pm 5)$.
56. The center of an cllipse is at the origin and its major axis lies on $O X$. If its major axis is 6 and its eccentricity is $\frac{1}{2}$, find its , equation.
57. The center of an ellipse is at ( $-2,3$ ), and its major axis is parallel to $O Y$ and 8 units in length. Its eccentricity is $\frac{1}{3}$. Find its equation.
58. The center of an ellipse is at $(1,2)$, its eccentricity is $\frac{1}{4}$, and the length of its major axis, which is parallel to $O Y$, is 8 . What is the equation of the ellipse?
59. Find the equation of an ellipse the eccentricity of which is $\frac{1}{3}$ and the ordinate at the focus is 4 , the center being at the origin and the major axis lying on $O X$.
60. Find the eccentricity and the equation of an ellipse if the foci lie halfway between the center and the vertices, the center being at the origin and the major axis lying on $O X$.
61. Find the equation and the eccentricity of an ellipse if the ordinate at the focus is one third the minor axis, the center being at the origin and the major axis lying on $O X$.
62. Find the eccentricity of an ellipse if the straight line connecting the positive ends of the axes is parallel to the straight line joining the center to the upper end of the ordinate at the left-hand focus.
63. Given the hyperbola $\frac{x^{2}}{25}-\frac{y^{2}}{4}=1$, find its eccentricity, foci, and asymptotes.
64. Given the hyperbola $4 x^{2}-9 y^{2}=36$, find its eccentricity, foci, and asymptotes.
65. Find the center, eccentricity, foci, and asymptotes of the hyperbola $9 x^{2}-4 y^{2}-36 x-24 y-36=0$.
66. Find the center, eccentricity, foci, and asymptotes of the hyperbola $2 x^{2}-3 y^{2}+4 x+12 y+4=0$.
67. Find the equation of an hyperbola if its transverse axis is $\sqrt{3}$, its conjugate axis $\sqrt{\frac{3}{5}}$, its center at $(1,-2)$, and its transverse axis parallel to $O \mathrm{~N}$.
68. Find the equation of an hyperbola if its transverse axis is 5 , its conjugate axis 3 , its center $(-2,3)$, and its transverse axis parallel to $O Y$.
69. Find the equation of the hyperbola when the origin is at the left-hand vertex, the transverse axis lying on $O X$.
70. Find the equation of an hyperbola if the foci are $( \pm 4,0)$ and the transverse axis is 6 .
71. Find the equation of an hyperbola if the foci are $(0, \pm 3)$ and the transverse axis is 4 .
72. An hyperbola has its center at $(1,2)$ and its transverse axis is parallel to $O X$. If its eccentricity is $\frac{4}{3}$ and its transverse axis is 5 , find its equation.
73. Find the equation of an hyperbola when the vertices are $(7,1)$ and $(-1,1)$ and the eccentricity is $\frac{5}{4}$.
74. Find the equation of an hyperbola the vertices of which are halfway between the center and the foci, the center being at $O$ and the transverse axis lying on $O X$.
75. Find the equation of the hyperbola which has the lines $y= \pm \frac{3}{5} x$ for its asymptotes and the points $( \pm 2,0)$ for its foci.
76. Find the equation of the hyperbola which has the asymptotes $y= \pm \frac{3}{4} x$ and passes through the point $(2,1)$.
77. Find the equation of an equilateral hyperbola which passes through $(3,-1)$ and has its axes on the coördinate axes.
78. Show that the eccentricity of an equilateral hyperbola is equal to the ratio of a diagonal of a square to its side.
79. If the vertices of an hyperbola lie two thirds of the distances from the center to the foci, find the angles between the transverse axis and the asymptotes.
80. Express the angle between the asymptotes in terms of the eccentricity of the hyperbola.
81. An ellipse and an hyperbola have the vertices of each at the foci of the other. If the equation of the ellipse is $\frac{x^{2}}{16}+\frac{y^{2}}{9}=1$, find that of the hyperbola. Find the equations of the directrices of the two curves.
82. Show that $\frac{x^{2}}{u^{2}-k^{2}}+\frac{y^{2}}{b^{2}-k^{2}}=1$, where $k$ is an arbitrary quantity, represents an ellipse confocal to $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$ when $k^{2}<b^{2}$, and represents an hyperbola confocal to $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$ when $k^{2}>b^{2}$ but $<a^{2}, a^{2}$ being greater than $b^{2}$.
83. Find the vertex, axis, focus, and directrix of the parabola $y^{2}+4 y-6 x+7=0$.
84. Find the vertex, axis, focus, and directrix of the parabola $4 x^{2}+4 x+3 y-2=0$.
85. Determine $p$ so that the parabola $y^{2}=4 p x$ shall pass through the point $(-2,4)$.
86. The vertex of a parabola is at the point $(2,3)$, and the parabola passes through the origin of coördinates. Find its equation, its axis being parallel to $O X$.
87. The vertex of a parabola is at the point $\left(-1 \frac{1}{2}, 2\right)$, and the parabola passes through the point $(-1,-1)$. Find its equation, its axis being parallel to $O Y$.
88. Find the equation of the parabola when the origin is at the focus and the axis of the parabola lies on $O X$.
89. Find the equation of the parabola when the axis of the curve and its directrix are taken as the axes of $x$ and $y$ respectively.
90. The vertex of a parabola is $(3,2)$ and its focus is $(5,2)$. Find its equation.
91. The vertex of a parabola is $(-1,2)$ and its focus is $(-1,0)$. Find its equation.
92. Find the equation of the parabola of which the focus is $(2,-1)$ and the directrix is the line $y-4=0$.
93. The vertex of a parabola is at the point $(-2,-5)$ and its directrix is the line $x-3=0$. Find its equation.
94. The vertex of a parabola is at $(5,-2)$ and its directrix is the line $y+4=0$. Find its equation.
95. The focus of a parabola is at the point $(4,-1)$ and its directrix is the line $y-x=0$. Construct the curve from its definition and derive its equation. What is the equation of its axis?
96. The altitude of a parabolic segment is 8 ft . and the length of its base is 14 ft . A straight line drawn across the segment perpendicular to its axis is 7 ft . long. How far is it from the vertex of the segment?
97. An arch in the form of a parabolic curve, the axis being vertical, is 40 ft . across the bottom, and the highest point is 12 ft . above the horizontal. What is the length of a beam placed horizontally across the arch 3 ft . from the top?
98. The cable of a suspension bridge hangs in the form of a parabola. The roadway, which is horizontal and 300 ft . long, is supported by vertical wires attached to the cable, the longest wire being 90 ft . and the shortest being 20 ft . Find the length of a supporting wire attached to the roadway 50 ft . from the middle.
99. Any section of a given parabolic mirror made by a plane passing through the axis of the mirror is a parabolic segment of which the altitude is 8 in . and the length of the base is 12 in . Find the perimeter of the section of the mirror made by a plane perpendicular to its axis and 6 in . from its vertex.
100. Given the ellipse $4 x^{2}+9 y^{2}=36$, find its foci and directrices.
101. Given the ellipse $5 x^{2}+3 y^{2}=1$, find its foci and directrices.
102. Given the hyperbola $5 x^{2}-10 y^{2}=50$, find its foci and directrices.
103. Find the equation of an ellipse when the foci are $( \pm 3,0)$ and the directrices are $x= \pm 7$.
104. Find the center, vertices, foci, and directrices of the ellipse $9 x^{2}+25 y^{2}+30 x+40 y-184=0$.
105. Find the center, vertices, foci, and directrices of the hyperbola $5 x^{2}-4 y^{2}+10 x+16 y-31=0$.
106. Find the equation of a circle through the vertex and the ends of the double ordinate at the focus of the parabola $y^{2}=4 p x$.
107. Find the equation of the circle through the vertex, the focus, and the upper end of the ordinate at the focus of the parabola $y^{2}-8 x=0$.
108. Find the equation of a circle which passes through the vertex and the focus of the parabola $y^{2}=8 x$ and has its center on the line $x-y+2=0$.
109. Find the equation of the locus of a point which moves so that the slope of the straight line joining it to the focus of the parabola $x^{2}=8 y$ is three times the eccentricity of the ellipse $16 x^{2}+9 y^{2}-144=0$.
110. Find the equation of the cissoid when the origin is at the center of the circle used in its definition, the direction of the axes being as in $\$ 48$.
111. Find the equation of the cissoid when its asymptote is the axis of $y$ and its axis is the axis of $x$.
112. Find the equation of the strophoid when the asymptote is the axis of $y$, the axis of $x$ being as in $\S 49$.
113. Find the equation of the strophoid when the origin is at $A$ (fig. 82), the axes being parallel to those of $\$ 49$.
114. Show that the lines $y= \pm x$ intersect the strophoid at the origin only, and find the equation of the curve referred to these lines as axes.
115. Find the equation of the witch when $L K$ (fig. 80 ) is the axis of $x$ and $O A$ the axis of $y$.
116. Find the equation of the witch when the origin is taken at the center of the circle used in constructing it, the axes being parallel to those of $\S 47$.
117. Show that the locus of a point which moves so that the sum of its distances from two fixed straight lines is constant is a straight line.
118. Find the equations of the locus of a point equally distant from two fixed straight lines.
119. A point moves so that its distances from two fixed points are in a constant ratio $k$. Show that the locus is a circle except when $k=1$.
120. A point moves so that the sum of the squares of its distances from the sides of an equilateral triangle is constant. Show that the locus is a circle and find its center.
121. A point moves so that the square of its distance from the base of an isosceles triangle is equal to the product of its distances from the other two sides. Show that the locus is a circle and an hyperbola which pass through the vertices of the two base angles.
122. A point moves so that the sum of the squares of its distances from the four sides of a square is constant. Find its locus.
123. A point moves so that the sum of the squares of its distances from any number of fixed points is constant. Find its locus.
124. Find the locus of a point the square of the distance of which from a fixed point is proportional to its distance from a fixed straight line.
125. Find the locus of a point such that the lengths of the tangents from it to two concentric circles are inversely as the radii of the circles.
126. A point moves so that the length of the tangent from it to a fixed circle is equal to its distance from a fixed point. Find its locus.
127. Find the locus of a point the tangents from which to two fixed circles are of equal length.
128. Straight lines are drawn through the points $(-a, 0)$ and $(a, 0)$ so that the difference of the angles they make with the axis of $x$ is $\tan ^{-1} \frac{1}{a}$. Find the locus of their point of intersection.
129. The slope of a straight line passing through $(u, 0)$ is twice the slope of a straight line passing through $(-a, 0)$. Find the locus of the point of intersection of these lines.
130. A point moves so that the product of the slopes of the straight lines joining it to $A(-a, 0)$ and $B(\prime, 0)$ is constant. Prove that the locus is an ellipse or an hyperbola.
131. If, in the triangle $A B C, \tan A \tan \frac{1}{2} B=2$ and $A B$ is fixed, show that the locus of $C$ is a parabola with its vertex at $A$ and its focus at $B$.
132. Given the base $2 b$ of a triangle and the sum $s$ of the tangents of the angles at the base. Find the locus of the vertex.
133. Find the locus of the center of a circle which is tangent to a fixed circle and a fixed straight line.
134. Prove that the loeus of the center of a circle which passes through a fixed point and is tangent to a fixed straight line is a parabola.
135. A point moves so that its shortest distance from a fixed circle is equal to its distance from a fixed diameter of that circle. Find its locus.
136. If a straight line is drawn from the origin to any point $Q$ of the line $y=a$, and if a point $P$ is taken on this line such that its ordinate is equal to the abscissa of $Q$, find the locus of $P$.
137. $A O B$ and $C O D$ are two straight lines which hisect each other at right angles. Find the locus of a point $P$ sueh that $P A \cdot P B=P C \cdot P D$.
138. $A B$ and $C D$ are perpendicular diameters of a circle and $M$ is any point on the circle. Through $M, I M$ and $B M$ are drawn. $A M$ intersects $C D$ in $N$, and from $N$ a straight line is drawn parallel to $A B$, meeting $B M$ in $P$. Find the locus of $P$.
139. Given a fixed straight line $A B$ and a fixed point $Q$. From any point $R$ in $A B$ a perpendicular to $A B$ is drawn, equal in length to $l i Q$. Find the locus of the end of this perpendicular.
140. $O$ is a fixed point and $A B$ is a fixed straight line. A straight line is drawn from $O$, meeting $A B$ at $Q$, and in $O Q$ a point $P$ is taken so that $O P \cdot O Q=k^{2}$. Find the locus of $P$.
141. Let $O A$ be the diameter of a fixed circle. From $B$, any point on the circle, draw a straight line perpendicular to $O A$, meeting it in $D$. Prolong the line $D B$ to $P$, so that $O D: D B=O A: D P$. Find the locus of $P$.
142. A perpendicular is drawn from the focus of an hyperbola to an asymptote. Show that its foot is at distances $a$ and $b$ from the center and the focus respectively.
143. Two straight lines are drawn through the vertex of a parabola at right angles to each other and meeting the curve at $P$ and $\Omega$. Show that the line $P Q$ cuts the axis of the parabola in a fixed point.
144. In the parabola $y^{2}=4 p x$ an equilateral triangle is so inscribed that one vertex is at the origin. What is the length of one of its sides?
145. Prove that in the ellipse half of the minor axis is a mean proportional between $A F$ and $F \cdot I^{\prime}$.
146. Show that in an equilateral hyperbola the distance of a point from the center is a mean proportional between the focal distances of the point.
147. If from any point $P$ of an hyperbola $P K$ is drawn parallel to the transverse axis, cutting the asymptotes in $Q$ and $l$, prove $P Q \cdot P R=a^{2}$. If $P K$ is drawn parallel to the conjugate axis, prove $P Q \cdot P R=-b^{2}$.
148. Prove that the product of the distances of any point of the hyperbola from the asymptotes is constant.
149. Prove that in the hyperbola the squares of the ordinates of any two points are to each other as the products of the segments of the transverse axis made by the feet of these ordinates.
150. Straight lines are drawn through a point of an ellipse from the two ends of the minor axis. Show that the product of their intercepts on $O X$ is constant.
151. $P_{1}$ is any point of the parabola $y^{2}=4 p x$, and $P_{1} Q$, which is perpendicular to $O P_{1}$, intersects the axis of the parabola in $Q$. Prove that the projection of $P_{1} Q$ on the axis of the parabola is always $4 p$.
152. Show that the focal distance of any point on the hyperbola is equal to the length of the straight line drawn through the point parallel to an asymptote to meet the corresponding directrix.
153. Show that the following points lie approximately on a straight line, and find its equation :

| $x$ | 4 | 9 | 13 | 20 | 22 | 25 | 30 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $y$ | 2.1 | 4.6 | 7 | 12 | 12.9 | 14.5 | 18.2 |

154. For a galvanometer the deflection $D$, measured in millimeters on a proper scale, and the current $I$, measured in microamperes, are determined in a series of readings as follows:

| $I$ | 29.1 | 48.2 | 72.7 | 92.0 | 118.0 | 140.0 | 165.0 | 199.0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $I$ | 0.0493 | 0.0821 | 0.123 | 0.154 | 0.197 | 0.234 | 0.274 | 0.328 |

Find an empirical law connecting $D$ and $I$.
155. For a copper-nickel thermocouple the relation between the temperature $t$ in degrees and the thermoelectric power in microvolts is given by the following table:

| $t$ | 0 | 50 | 100 | 150 | 200 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $p$ | 24 | 25 | 26 | 26.9 | 27.5 |

Find an empirical law connecting $t$ and $p$.
156. The safe loads in thousands of pounds for beams of the same cross-section but of various lengths in feet are found as follows:

| Length | 10 | 11 | 12 | 13 | 14 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Load | 123.6 | 121.5 | 111.8 | 107.2 | 101.3 | 90.4 |

Find the empirical equation connecting the data.
157. The relation between the pressure $p$ and the volume $v$ of a gas is found experimentally as follows:

| Pressure | 20 | 23.5 | 31 | 42 | 59 | 78 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Volume | 0.619 | 0.540 | 0.442 | 0.358 | 0.277 | 0.219 |

Find an empirical equation connecting $p$ and $v$ in the form $p v^{n}=c$.
158. The deflection $a$ of a loaded beam with a constant load is found for various lengths $l$ as follows:

| $l$ | 1000 | 900 | 800 | 700 | 600 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $a$ | 7.14 | 5.22 | 3.64 | 2.42 | 1.50 |

Find an empirical equation comnecting $a$ and $l$ in the form $a=k l^{n}$.
159. The relation between the length $l$ (in mm.) and the time $t$ (in seconds) of a swinging pendulum is found as follows:

| $l$ | 63.4 | 80.5 | 90.4 | 101.3 | 107.3 | 140.6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $t$ | 0.806 | 0.892 | 0.960 | 1.010 | 1.038 | 1.198 |

Find an empirical equation connecting $l$ and $t$ in the form $t=k l^{n}$.
160. For a dynamometer the relation between the deflection $\theta$, when the unit $\theta=\frac{2 \pi}{400}$, and the current $I$, measured in amperes, is as follows:

| $\theta$ | 40 | 86 | 120 | 160 | 201 | 240 | 280 | 320 | 362 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $I$ | 0.147 | 0.215 | 0.252 | 0.293 | 0.329 | 0.360 | 0.390 | 0.417 | 0.442 |

Find an empirical equation connecting $I$ and $\theta$ in the form $I=k \theta^{n}$.
161. In a chemical experiment the relation between the concentration $y$ of undissociated hydrochloric acid is connected with the concentration $x$ of hydrogen ions as shown in the table:

| $x$ | 1.68 | 1.22 | 0.784 | 0.426 | 0.092 | 0.047 | 0.0096 | 0.0049 | 0.00098 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $y$ | 1.32 | 0.676 | 0.216 | 0.074 | 0.0085 | 0.00315 | 0.00036 | 0.00014 | 0.000018 |

Find an empirical law connecting the two quantities in the form $y=k x^{n}$.
162. Show that the values of $x$ and $y$ as given in the following table are connected by a relation of the form $y=c c^{x}$, and find $c$ and $a$.

| $x$ | 8 | 10 | 12 | 14 | 16 | 18 | 20 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $y$ | 3.2 | 4.6 | 7.3 | 9.8 | 15.2 | 24.6 | 36.4 |

163. In a certain chemical reaction the concentration $c$ of sodim acetate produced at the end of the stated number of minutes $t$ is as follows:

| $t$ | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $c$ | 0.00837 | 0.0070 | 0.00586 | 0.00492 | 0.00410 |

Assuming that the law is of the form $c=u l^{\prime}$, find the equation connecting the concentration with the time.
164. The molal heat capacity at constant temperature is for water vapor at various temperatures as follows :

| Temp. | 10 | 100 | 500 | 700 | 1000 |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | Cap. | 8.8 | 8.6 | 8.4 | 8.6 |

Determine the law in the form $C=a+b t+r t^{2}$.
165. Assuming Boyle's law, $p^{\prime \prime}=c$, determine $c$ graphically from the following pairs of observed values:

| $p$ | 39.92 | 42.17 | 45.80 | 48.52 | 51.89 | 60.47 | 65.97 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v$ | 40.37 | 38.32 | 35.32 | 33.29 | 31.22 | 26.86 | 24.53 |

166. The distance $p$ of an object from a lens and the distance $p^{\prime}$ of its image are found by experiment as follows :

| $p$ | 320 | 240 | 180 | 140 | 120 | 100 | 80 | 60 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p^{\prime}$ | 21.35 | 21.80 | 22.50 | 23.20 | 23.80 | 24.60 | 26.20 | 29.00 |

Assuming the law $\frac{1}{p}+\frac{1}{p^{\prime}}=\frac{1}{f}$, where $f$ is the focal length of the lens, compute $f$ graphically by plotting the reciprocals of $p$ and $p^{\prime}$.

## CHAPTER VII

## PARAMETRIC REPRESENTATION

52. Definition. Consider the two equations

$$
\begin{equation*}
x=f_{1}(t), \quad y=f_{2}(t) \tag{1}
\end{equation*}
$$

where $f_{1}(t)$ and $f_{2}(t)$ are two functions of an independent variable $t$. If we assign to $t$ any value in (1), we determine $x$ and $y$ and may plot a point with these coördinates. In this way a value of $t$ determines a point in the plane. So other values of $t$ determine other points, which together determine a curve.

The two equations (1) then represent the curve. The variable $t$ is called a parameter, and the equations (1) are called the parametric representation of the curve. It is sometimes easy to eliminate $t$ from the equations (1) and obtain thus a Cartesian equation of the curve, but this elimination is not essential and is not always desirable.

Ex. 1. $x=t^{2}, y=t$.
Giving $t$ in succession the values $-3,-2,-1,0$, $1,2,3$, we find the corresponding points $(9,-3)$, $(4,-2),(1,-1),(0,0)$, $(1,1),(4,2),(9,3)$. These points, if plotted, may be connected by the curve of


Fig. 88 fig. 88, and as many intermediate points as desired may be found. In this case we may easily eliminate $t$ from the equations and obtain $x=y^{2}$. The curve is a parabola.

Ex. 2. $x=t^{3}+2 t^{2}, y=t^{3}-t$.
Giving $t$ in succession the values $-2,-\frac{3}{2},-1,-\frac{1}{2}, 0, \frac{1}{2}, 1$, we find as corresponding points $(0,-6),\left(\frac{9}{8},-\frac{1}{8}\right),(1,0),\left(\frac{3}{8}, \frac{3}{8}\right),(0,0)$, $\left(\frac{5}{8},-\frac{3}{8}\right),(3,0)$.

These points give the curve shown in fig. 89. If more details as to the shape of the loop are wanted, more values of $t$ must be assumed intermediate to those we have used. Elimination of $t$ in this example is possible but hardly desirable.

Ex. 3. $x=a \cos ^{3} t, y=a \sin ^{3} t$.
If values of $t$ are assumed at convenient intervals between $t=0^{\circ}$ and $t=360^{\circ}$, the curve may be foumd to be as in fig. 90. The elimination of $t$ gives the equation $x^{\frac{2}{3}}+y^{\frac{2}{3}}=a^{\frac{2}{3}}$. The curve is called the fourcusped hypocycloid (§58).

As the examples show, the parameter $t$ is in general simply an inte-


Fig. 89 pendent variable to which values are assigned at pleasure. In problems of mechanics, however, the parameter frequently represents time. In this case the curve of equaltions (1) represents the path of a moving point, the position of the point at any instant being given by the equations. Any of the above examples may be interpreted in this way. Other illustrations will be found in the examples of §§ 53 and 54.

In some cases, also, it is possible to give a geometric interpretation to the parameter $t$. This is illustraterl


Fig. 90 by the curves which follow, where in each case the parameter is a certain angle.
53. The circle. Let $P(x, y)$ (fig. 91) be any point on a circle with its center at the origin $O$ and its radius equal to $a$. Let $\phi$ be the angle made by $O P$ and $O X$. Then, from the definition of the sine and cosine,

$$
\begin{aligned}
& x=a \cos \phi \\
& y=a \sin \phi
\end{aligned}
$$

are the parametric equations of the circle with $\phi$ as the arbitrary parameter.

Ex. A particle moves in a circle at a constant rate $k$. Then, if $s$ represents the are traversed in the time $t$,

$$
s=k: t \quad \text { and } \quad \phi=\frac{s}{a}=\frac{k \cdot t}{a}
$$



Fig. 91

Therefore the equations of the circle are

$$
x=a \cos \frac{k t}{a}, \quad y=a \sin \frac{k t}{a}
$$

54. The ellipse. In a circle with radius $a$ let the abscissa of every point $Q$ (fig. 92) be left unchanged and its ordinate be altered in a fixed ratio $b: a$, where $b$ is any length whatever. The point $Q$ then takes such a position as $P$, where in the figure $b<a$. The parametric equations of the locus of $P$. are therefore, from $\S 53$,

$$
\begin{aligned}
& x=a \cos \phi \\
& y=b \sin \phi
\end{aligned}
$$

The elimination of $\phi$ from these equations gives $\left(\frac{x}{a}\right)^{2}+\left(\frac{y}{b}\right)^{2}=1$, showing that


Fig. 92 the locus of $P$ is an ellipse.
$\phi$ is called the eccentric angle of a point on the ellipse, and the circle $x^{2}+y^{2}=a^{2}$ is called the auxiliary circle.

Ex. A particle $Q$ moves at a constant rate along the auxiliary circle of an ellipse ; required the motion of its accompanying point $P$.

As in $\S 53, \phi=\frac{k i t}{a}$. Hence the equations of the path are

$$
x=a \cos \frac{k t}{a}, \quad y=b \sin \frac{k t}{a}
$$

55. The cycloid. If a circle rolls upon a straight line, each point of the circumference describes a curve called a cycloid.

Let a circle of radius a roll upon the axis of $x$, and let $C$ (fig. 93 ) be its center at any time of its motion, $\nu$ its point of contact with $O X$, and $P$ the point on its circumference which

describes the cycloid. Take as the origin of coördinates, $O$, the point found by rolling the circle to the left until $P$ meets $O_{x} I$.

Then $O_{N} N=\operatorname{arc} P N$.

Draw $M P$ and $C N$, each perpendicular to $O X, P R$ parallel to $O . F^{\prime}$, and connect $C$ and $P$. Let

$$
\text { angle } \mathcal{N C} P=\phi
$$

Then

$$
\begin{aligned}
x & =O M=O N-M N \\
& =\operatorname{arc} N P-\Gamma R \\
& =a \phi-a \sin \phi \\
y & =M M=N C-I C \\
& =a-a \cos \phi .
\end{aligned}
$$

Hence the parametric representation of the cycloid is

$$
\begin{aligned}
& x=a(\phi-\sin \phi), \\
& y=a(1-\cos \phi) .
\end{aligned}
$$

By eliminating $\phi$, the equation of the cycloid may be written

$$
x=a \cos ^{-1} \frac{a-y}{a} \pm \sqrt{2 a y-y^{2}},
$$

but this is less convenient than the parametric representation.
At each point where the cycloid meets $O X$ a sharp vertex called a cusp is formed. The distance between two consecutive cusps is evidently $2 \pi a$.
56. The trochoid. When a circle rolls upon a straight line, any point upon a radius, or upon a radius produced, describes a curve called a trochoid.

Let the circle roll upon the axis of $x$, and let $C$ (figs. 94 and $95)$ be its center at any time, $N$ its point of contact with the

axis of $x, P(x, y)$ the point which describes the trochoid, and $K$ the point in which the line $C P$ meets the circle. Take as the origin $O$ the point found by rolling the circle toward the left until $K$ is on the axis of $x$. Then

$$
O N=\operatorname{arc} N K
$$



Draw $P M$ and $C N$ perpendicular to $O X$, and through $P$ a line parallel to $O N$, meeting $C N$, or $C N$ produced, in $R$. Let the radius of the circle be $a, C P$ be $h$, and angle $N C P$ be $\phi$. Then

$$
\begin{aligned}
x & =O M=O M-M N \\
& =\operatorname{arc} M K-P R \\
& =a \phi-h \sin \phi \\
y & =M P=N C-H C \\
& =a-h \cos \phi .
\end{aligned}
$$

57. The epicycloid. When a circle rolls upon the outside of a fixed circle, each point of the circumference of the rolling circle describes a curve called an epicyeloid.

Let $O$ (fig. 96 ) be the center of the fixed circle, $C$ the center of the rolling circle, $N$ its point of contact with the fixed circle, and $P(x, y)$ the point which describes the epicycloid. Determine the point $K$ by rolling the circle $C$ until $P$ meets the circumference of $O$. Then

$$
\operatorname{arc} \pi N=\operatorname{arc} N P .
$$

Take $O$ as the origin of coördinates and $O K$ as the axis of $x$. Draw $P M$ and $C L$ perpendicular to $O X$, P'S parallel to $O X$, meeting $C L$ in $R$, and connect $O$ and $C$. Let the radius of the


Fig. 96 rolling circle be $a$, that of the fixed circle $b$, and denote the angle $O C P$ by $\theta$, the angle $K^{\circ} O C$ by $\phi$. Then

$$
\operatorname{arc} K Y=l \phi, \quad \operatorname{arc} \mathcal{P} P=a \theta ;
$$

whence

$$
b \phi=a \theta .
$$

We now have $x=O M=O L+L M$

$$
\begin{aligned}
& =O C \cos K O C-C P \cos S P C \\
& =(a+b) \cos \phi-a \cos (\phi+\theta) \\
& =(a+b) \cos \phi-a \cos \frac{a+b}{a} \phi \\
y & =M P=L C-R C \\
& =O C \sin K O C-C P \sin S P C \\
& =(a+b) \sin \phi-a \sin (\phi+\theta) \\
& =(a+b) \sin \phi-a \sin \frac{a+b}{a} \phi .
\end{aligned}
$$

The curve consists of a number of congruent arches, the first of which corresponds to values of $\theta$ between 0 and $2 \pi$, that is, to values of $\phi$ between 0 and $\frac{2 a \pi}{b}$. Similarly, the $k$ th arch corresponds to values of $\phi$ between $\frac{2(k-1) a \pi}{b}$ and $\frac{2 k a \pi}{b}$. Hence the curve is a closed curve when, and only when, for some value of $k, \frac{2 k a \pi}{b}$ is a multiple of $2 \pi$. If $a$ and $b$ are incommensurable, this is impossible, but if $\frac{a}{b}=\frac{p}{q}$, where $\frac{p}{q}$ is a rational fraction in its lowest terms, the smallest value of $k=q$. The curve then consists of $q$ arches and winds $p$ times around the fixed circle.
58. The hypocycloid. When a circle rolls upon the inside of a fixed circle, each point of the rolling circle describes a curve called the hypocycloid. If the axes and the notation are as in the previous article, the equations of the hypocycloid are

$$
\begin{aligned}
& x=(b-a) \cos \phi+a \cos \frac{b-a}{a} \phi, \\
& y=(b-a) \sin \phi-a \sin \frac{b-a}{a} \phi .
\end{aligned}
$$

The proof is left to the student. The curve is shown in fig. 97.

In the special case in which the radius of the rolling circle is one fourth that of the fixed circle, we have $b=4 a$. Then


Fig. 97

$$
\begin{aligned}
& x=a(3 \cdot \cos \phi+\cos 3 \phi)=4 a \cos ^{3} \phi=b \cos ^{3} \phi \\
& y=a(3 \sin \phi-\sin 3 \phi)=4 a \sin ^{3} \phi=b \sin ^{3} \phi
\end{aligned}
$$

This is the four-cusped hypocycloid of Ex. 3, §52.
59. The involute of the circle. If a string, kept tant, is unwound from the circumference of a circle, its end describes a curve called the involute of the circle. Let $O$ (fig. 98) be the center of the circle, $a$ its radius, and $A$ the point at which
the end of the string is on the circle. Take $O$ as the origin of coördinates and $O A$ as the axis of $x$. Let $P(x, y)$ be a point on the involute, $P K$ the line drawn from $P$ tangent to the circle at $K$, and $\phi$ the angle YOK. Then $P K$ represents a portion of the unwinding string, and hence

$$
K P=\operatorname{arc} A K=a \phi .
$$

Now it is clear that for all positions of the point $K$, $O K$ makes an angle $\phi-\frac{\pi}{2}$ with $O I$. Hence the projection of $O K$ on $O X$ is always $O \hbar \cos \phi=a \cos \phi$, and its projection on $O Y$ is


Fig. 98 OK $\cos \left(\phi-\frac{\pi}{2}\right)=a \sin \phi$. Also K゙P always makes an angle $\phi-\frac{\pi}{2}$ with $O X$ and an angle $\pi-\phi$ with $O I$. Hence the projection of $K P$ on $O X$ is $K P \cos \left(\phi-\frac{\pi}{2}\right)=a \phi \sin \phi$, and its projection on $O Y$ is $K P \cos (\pi-\phi)=-a \phi \cos \phi$. 'The projection of $O I$ ' on $O X$ is $x$, and on $O Y$ is $y$. Hence, by the law of projections, $\S \bumpeq$,

$$
\begin{aligned}
& x=a \cos \phi+a \phi \sin \phi \\
& y=a \sin \phi-a \phi \cos \phi
\end{aligned}
$$

## PROBLEMS

Plot the graphs of the following parametric equations:

1. $x=t^{2}, y=t+1$.
2. $x=\frac{4}{t^{2}}, y=\frac{4}{t}$.
3. $x=\frac{6}{ \pm \sqrt{t+9 t^{2}}}, y=\frac{6 t}{ \pm \sqrt{4+9 t^{2}}}$.
4. $x=t, y=\frac{a^{8}}{a^{2}+t^{2}}$.
5. $x=\frac{2 a}{1+t^{2}}, y=\frac{2 a}{t\left(1+t^{2}\right)}$.
6. $x=2 u \sin ^{2} \phi, y=\frac{2 u \sin ^{3} \phi}{\cos \phi}$.
7. $x=e^{t} \sin t, y=e^{t} \cos t$.
8. $x=a \phi+a \sin \phi, y=a-a \cos \phi$.
9. $x=\frac{3 a}{2} \cos \phi-\frac{a}{2} \cos 3 \phi, y=\frac{3 a}{2} \sin \phi-\frac{a}{2} \sin 3 \phi$.
10. $x=2 a \cos \phi-a \cos 2 \phi, y=2 a \sin \phi-a \sin 2 \phi$.
11. A projectile moves so that the coördinates of its position at any time $t$ are given by the equations $x=60 t, \cdot y=80 t-16 t^{2}$. Plot its path.
12. Find the parametric equations of the parabola $y^{2}=4 p x$ when the parameter is the slope of a straight line through the vertex.
13. Find the parametric equations of the ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$ when the parameter is the slope of a straight line through the center.
14. Find the parametric equations of the cissoid when the parameter is the slope of a straight line through the origin, the axes of coördinates being as in fig. 81.
15. Find the parametric equations of the cissoid when the parameter is the angle $A O P$ (fig. 81).
16. Find the parametric equations of the strophoid when the parameter is the angle $M A P$ (fig. 82 ).
17. When a circle rolls upon the outside of a fixed circle, a point on the radius of the rolling circle at a distance $h$ from its center describes a curve called an epitrochoid. Find its equations.
18. When a circle rolls upon the inside of a fixed circle, a point on the radius of the rolling circle at a distance $h$ from its center describes a curve called an hypotrochoid. Find its equations.
19. If a circle rolls on the inside of a fixed circle of twice its radius, what is the form of the curve generated by a point of the circumference of the rolling circle?
20. $A B$ is a given straight line perpendicular to $O X$ at the point $C$, where $O C=a$. Through $O$ any straight line is drawn, meeting $A B$ at $D$. On $O X$ a point $M$ is taken, to the left of $C$, so that $C M=C D$. Finally, through $M$ a straight line is drawn perpendicular to $O X$, intersecting $O D$ at $P$. Find the parametric equations of the locus of $P$, using the angle $X O D$ as the parameter. Find also the Cartesian equation, name the curve, and sketch the graph.
21. A fixed circle of radius $a$ with its center at $O$ intersects $O X^{-}$ at $A$. The straight line $B C$ is tangent to the circle at $A$. Through $O$ any straight line is drawn, intersecting the cirele at $D$ and intersecting $B C$ at $E$. Through $D$ a straight line is drawn parallel to $O Y$, and through $E$ a straight line is drawn parallel to $O X$. These lines intersect at $P$. Find the parametric equations of the locus of $P$ in terms of the angle $X O D$ as parameter. Find also the Cartesian equation and sketch the curve.
22. A circle of radius $a$ has its center at $O$, the origin of coördinates. The tangent to the circle at any point $A$ meets $O X$ at $M$. Through $M$ a straight line is drawn parallel to $0 Y$, and through $A$ a straight line is drawn parallel to $O X$. These lines intersect at $l$. Find the parametric equations of the locus of $P$, using the angle MO.I as the parameter. Find also the Cartesian equation and sketch the eurve.
23. A circle of radius $a$ has its center at the origin of coördinates $O$. Through $O$ any straight line is drawn, intersecting the circle at $A$. The tangent to the circle at $A$ intersects $O Y$ at $B$. Through $B$ a straight line is drawn parallel to $O X$, meeting 0.1 produced at $l$. Find the parametric equations of the locus of $P$ in terms of the angle MOA as parameter. Find also the Cartesian equation.
24. Let $O A$ be the diameter of a fixed circle and $L K$ the tangent at $A$. From $O$ draw any straight line intersecting the circle at $B$ and $L K$ at $C$, and let $P$ be the middle point of $B C$. Find the parametric equations of the locus of $l$, using the angle $A O P$ as the parameter, $O A$ as the axis of $y$, and $O$ as the origin. Find also the Cartesian equation.
25. A circle of radius $a$ has its center at the origin of coorrdinates $O$, and the straight line $A B$ is tangent to the cirele at $A(\mu, 0)$. From $O$ any straight line is drawn, meeting $A B$ at $E$ and the cirele at $D$. On $O E, O P$ is taken equal to $D E$. Find the parametric equations of the locus of $P$ in terms of the angle $A O P$ as parameter.
26. The straight line $A B$ is perpendicular to $O X$ at $A(a, 0)$. From $O$ a straight line is drawn to any point $C$ of $A B$. The straight line drawn from $C$ perpendicular to $O C$ meets $O X$ at $M$. The perpendicular to $O X$ at $M$ meets $O C$ produced at $P$. Find the parametric equations of the locus of $P$ in terms of the angle $\mathbb{I} O C$ as parameter. Find also the Cartesian equation.
27. $O B C D$ is a rectangle with $O B=a$ and $B C=c$. Any line is drawn through $C$, meeting $O B$ in $E$, and the triangle $E P O$ is constructed so that the angles CEP and EPO are right angles. Find the parametric equations of the locus of $P$, using the angle $D O P$ as the parameter, $O B$ as the axis of $x$, and $O$ as the origin. Find also the Cartesian equation of the locus.
28. A fixed circle has as diameter the straight line joining the origin and the point $A(0,2 a)$. Any point $B$ of the circle is convected with $A$ and $O$, and $B M$ is drawn perpendicular to $O X$, meeting $O X$ at $M$. On $M B, M P$ is laid off equal to $B A$. Find the parametric equations of the locus of $P$ in terms of the angle $X O B$ as parameter. Find also the Cartesian equation.
29. Let $A B$ be a given straight line, $O$ a given point $a$ units from $A B$, and $k$ a given constant. On any straight line through $O$, meet$\operatorname{ing} A B$ in $M$, take $P$ so that $O M \cdot M P=k^{2}$. Find the parametric equations of the locus of $P$, using $O$ as the origin, the perpendicular from $O$ to $A B$ as the axis of $x$, and the angle between $O X$ and $O P$ as the parameter. Also find the Cartesian equation.
30. $A B C$ is a given right triangle of which the sides $A B$ and $B C$ about the right angle at $B$ are always equal to $a$ and $b$ respectively. The triangle moves in the plane $X O Y$ so that $A$ is always on $O Y$ and $B$ is always on $O X . P$ is the middle point of the hypotenuse $A C$. Find the parametric equations of the locus of $P$, using the angle $X B C$ as the parameter.
31. Let $O$ be the center of a circle with radius $a, A$ a fixed point on the circle, and $B$ a moving point on the circle. If the tangent at $B$ meets the tangent at $A$ in $C$, and $P$ is the middle point of $B C$, find the equations of the locus of $P$ in parametric form, using the angle $A O B$ as the arbitrary parameter, $O A$ as the axis of $x$, and $O$ as the origin.
32. A fixed circle has as diameter the straight line joining the origin of coördinates and the point $A(2 a, 0)$, and $L K$ is tangent to the circle at $A$. From $O$ any straight line is drawn, meeting the circle at $D$ and the tangent $L K$ at $E$. On $O E$ a point $P$ is so taken that $P D=D E$ in both length and direction. Find the parametric equations of the locus of $P$ in terms of the angle $A O E$ as parameter. Find also the Cartesian equation.
33. $A$ and $B$ are two points on the axis of $y$ at distances $-a$ and $+a$ respectively from the origin. $A H$ is any straight line through $A$, meeting the axis of $x$ at $H . B K$ is the perpendicular from $B$ on $A H$, meeting it at $K$. Through $K$ a straight line is drawn parallel to the axis of $x$, and through $H$ a straight line is drawn parallel to the axis of $y$. These lines meet in $P$. Find the parametric equations of the locus of $P$, using the angle $B A K$ as the parameter. Also find the Cartesian equation.
34. $Q$ is the point on the auxiliary circle of the ellipse

$$
\begin{equation*}
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1 \tag{a>b}
\end{equation*}
$$

corresponding to the point $P$ of the ellipse. The straight line through $P$ parallel to $O Q$ meets $O X$ at $L$ and $O Y$ at $M$. Prove $P L=b$, and $P M=a$.
35. If a projectile starts with an initial velocity $v$ in an initial direction which makes an angle $\alpha$ with the axis of $x$, taken horizontal, its position at any time $t$ is given by the parametric equations

$$
x=v t \cos \alpha, \quad y=r t \sin \alpha-\frac{1}{2} y t^{2} .
$$

Find the Cartesian equation of the path of the projectile and its nature and position.
36. From the equations of problem 35 determine when and where the projectile strikes a point on the axis of $x$.
37. From the equations of problem 35 determine when, and for what value of $x$, the projectile passes through a point which is at a distance $h$ below the horizontal.
38. From the equations of problem 35, what elevation must be given to a gun that the projectile may pass through a point $b$ units distant from the muzzle of the gun and lying in the horizontal line passing through the muzzle?
39. From the equations of problem 35, what elevation must be given to a gun to obtain a maximum range on a horizontal line passing through the muzzle?
40. A gun stands on a cliff $h$ units above the water. From the equations of problem 35, what elevation must be given to the gun that the projectile may strike a point in the water $b$ units from the base of the cliff?

## CHAPTER VIII

## POLAR COÖRDINATES

60. Coördinate system. So far we have determined the position of a point in the plane by two distances, $x$ and $y$. We may, however, use a distance and a direction, as follows:

Let $O$ (fig. 99), called the origin, or pole, be a fixed point, and let $O M$, called the initial line, be a fixed line. Take $P$ any point in the plane and draw $O P$. Denote $O P$ by $r$ and the angle $M O P$ by $\theta$. Then $r$ and $\theta$ are called the polar coördinates of the point $P(r, \theta)$, and when given will completely determine $P$.

For example, the point $\left(2,15^{\circ}\right)$ is plotted by laying off the angle $M O P=15^{\circ}$ and measuring $O P=2$.
$O P$, or $r$, is called the radius vector, and $\theta$ the vectorial angle, of $P$. These quantities may be either positive or negative. A negative value of $\theta$ is laid off in the direction of the motion of the hands of a clock, a positive angle in the opposite direction. After the


Fig. 99 angle $\theta$ has been constructed, positive values of $r$ are measured from $O$ along the terminal line of $\theta$, and negative values of $r$ from $O$ along the backward extension of the terminal line. It follows that the same point may have more than one pair of coördinates. Thus $\left(2,195^{\circ}\right),\left(2,-165^{\circ}\right),\left(-2,15^{\circ}\right)$, and $\left(-2,-345^{\circ}\right)$ refer to the same point. In practice it is usually convenient to restrict $\theta$ to positive values.

Plotting in polar coördinates is facilitated by using paper ruled as in figs. 100 and 101 . The angle $\theta$ is determined from the numbers at the ends of the straight lines, and the value of $r$ is counted off on the concentric circles, either towards or away from the number which indicates $\theta$, according as $r$ is positive or negative.

When an equation is given in polar coördinates, the corresponding curve may be plotted by giving to $\theta$ convenient
values, computing the corresponding values of $r$, plotting the resulting points, and drawing a curve through them.

Ex. 1. $r=a \cos \theta$.
$a$ is a constant which may be given any convenient value. We may then find from a table $o_{1}$ natural cosines the value of $r$ which corresponds to any value of $\theta$. By plotting the points corresponding to values of $\theta$ from $0^{\circ}$ to $90^{\circ}$, we obtain the are $A B C O$ (fig. 100). Values of $\theta$ from $90^{\circ}$ to $180^{\circ}$ give the are $O D E A$. Values of $\theta$ from $180^{\circ}$ to $270^{\circ}$ give again the


Fig. 100 are $\triangle B C O$, and those from $270^{\circ}$ to $360^{\circ}$ give the arc ODE.1. Values of $\theta$ greater than $360^{\circ}$ can clearly give no points not already found. The curve is a circle (§ 63).

Ex. 2. $r=a \sin 3 \theta$.
As $\theta$ increases from $0^{\circ}$ to $30^{\circ}, r$ increases from 0 to $a$; as $\theta$ increases from $30^{\circ}$ to $60^{\circ}$, $r$ decreases from $a$ to 0 ; the point $(r, \theta)$ traces out the loop $O A O$ (fig. 101). As $\theta$ increases from $60^{\circ}$ to $90^{\circ}$, $r$ is negative and decreases from 0 to $-a$; as $\theta$ increases from $90^{\circ}$ to $120^{\circ}, r$ increases from $-a$ to 0 ; the point $(r, \theta)$ traces ont the loop $O B O$. As $\theta$ increases from $120^{\circ}$ to $180^{\circ}$, the point $(r, \theta)$ traces out the loop OCO. Larger values of $\theta$ give points already found, since $\sin 3\left(180^{\circ}+\theta\right)=-\sin 3 \theta$. The three loops are congruent, becanse $\sin 3\left(60^{\circ}+\theta\right)=-\sin 3 \theta$. This curve is called a rose of three leaves.

Ex. 3. $r^{2}=2 a^{2} \cos 2 \theta$.
Solving for $r$, we have $r= \pm a \sqrt{2 \cos 2 \theta}$.
Hence, corresponding to any values of $\theta$ which make $\cos 2 \theta$ positive, there will be two values of $r$ numerically equal and opposite in sign and two corresponding points of the curve symmetrically situated with respect to the pole. If values are assigned to $\theta$ which make $\cos 2 \theta$ negative, the corresponding values of $r$ will be imaginary and there will be no points on the curve.

Accordingly, as $\theta$ increases from $0^{\circ}$ to $45^{\circ}, r$ decreases numerically from $a$ to 0 , and the portions of the curve in the first and the third quadrant are constructed; as $\theta$ increases from $45^{\circ}$


Fig. 102 to $135^{\circ}, \cos 2 \theta$ is negative, and there is no portion of the curve between the lines $\theta=45^{\circ}$ and $\theta=135^{\circ}$; finally, as $\theta$ increases from $135^{\circ}$ to $180^{\circ}, r$ increases numerically from 0 to $a$, and the portions of the curve in the second and the fourth quadrant are constructed. The curve is now complete, as we should only repeat the curve already found if we assigned further values to $\theta$; it is called the lemniscate (fig. 102).
61. The spirals. Polar coördinates are particularly well adapted to represent certain curves called spirals, of which the more important follow:

Ex. 1. The spiral of Archimedes,

$$
r=u \theta .
$$

In plotting, $\theta$ is usually considered in circular measure. When $\theta=0$, $r=0$, and as $\theta$ increases, $r$ increases, so that the curve winds infinitely often around the origin while receding from


Fig. 103 it (fig. 103). In the figure the heavy line represents the portion of the spiral corresponding to positive values of $\theta$, and the dotted line the portion corresponding to negative values of $\theta$.

Ex. 2. The hyperbolic spiral,

$$
r \theta=a, \quad \text { or } \quad r=\frac{a}{\theta}
$$

As $\theta$ increases indefinitely, $r$ approaches zero. Hence the spiral winds infinitely often around the origin, continually approaching it but never
reaching it (fig. 104). As $\theta$ approaches zero, $r$ increases without limit. If $P$ is a point on the spiral and $N P$ is the perpendicular to the initial line,

$$
N P=r \sin \theta=a \frac{\sin \theta}{\theta} .
$$



Fig. 104 a limit, NP approaches a (§ 95). Therefore the curve comes constantly nearer to, but never reaches, the line $L K^{2}$, parallel to $O M$ at a distance a units from it. This line is therefore an asymptote. In the figure the dotted portion of the curve corresponds to negative values of $\theta$.

Ex. 3. The logarithmic spiral,

$$
r=\epsilon^{\omega \theta} \text {. }
$$

When $\theta=0, r=1$. As $\theta$ increases, $r$ increases, and the curve winds around the origin at increasing distances from it (fig. 105). When $\theta$ is negative and increasing numerically without limit, $r$ approaches zero. Hence the curve winds infinitely often around the origin, continually approaching it. The dotted line in the figure corresponds to negative values of $\theta$.

A property of this spiral is that it cuts the radius vectors at a constant angle. The


Fig. 105 student may prove this after reading § 103.

We shall now give examples of the derivation of the polar equation of a curve from the definition of the curve.
62. The straight line. Let $L K$ (fig. 106) be a straight line perpendicular to $O D$. Let the angle $M O D$ be denoted by $\alpha$, and let $O D=p$; then $p$ is the normal distance of $L K$ from the pole.

Let $P(r, \theta)$ be any point of $L K$. Then, by trigonometry,
or

$$
\begin{equation*}
O P \cos D O P=O D, \tag{1}
\end{equation*}
$$

$r \cos (\theta-\alpha)=p$,
which is the equation of the straight line.


Fig. 106

If $\alpha=0$ and $p=a$, we have the special equation
or

$$
\begin{align*}
r \cos \theta & =a, \\
r & =a \sec \theta . \tag{2}
\end{align*}
$$

If the straight line passes through the origin, $p=0$. The equation of the line then becomes

$$
\begin{align*}
\cos (\theta-\alpha) & =0, \\
\theta & =\frac{\pi}{2}+\alpha, \\
\theta & =c . \tag{3}
\end{align*}
$$

which is of the form
63. The circle. Let $C(b, \alpha)$ be the center and $a$ the radius of a circle (fig. 107). Let $P(r, \theta)$ be any point of the circle, and draw the straight lines $O C, O P$, and $C P$.

By trigonometry, we liave

$$
\overline{O P}^{2}+\overline{O C}^{2}-2 O P \cdot O C \cos P O C=\overline{C P}^{2} .
$$

Noting that $\cos P O C=\cos (\theta-\alpha), \quad O P=r, \quad O C=b$, and $C P=a$, and substituting in the equation, we have the result

$$
\begin{equation*}
r^{2}-2 r b \cos (\theta-a)+b^{2}=a^{2} \tag{1}
\end{equation*}
$$

as the polar equation of the circle.
When the origin is at the center of the circle, $b=0$ and (1) becomes simply

$$
\begin{equation*}
r=a . \tag{2}
\end{equation*}
$$
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When the origin is on the circle, $b=a$ and (1) becomes

$$
\begin{equation*}
r-2 a \cos (\theta-\alpha)=0 \tag{3}
\end{equation*}
$$

which may be written $r=a_{0} \cos \theta+a_{1} \sin \theta$,
where $a_{0}$ and $\alpha_{1}$ are the intercepts on the lines $\theta=0$ and $\theta=\frac{\pi}{2}$ respectively.

When the origin is on the circle and the initial line is a diameter, (3) becomes $\quad r=a_{0} \cos \theta$.

When the origin is on the circle and the initial line is tangent to the circle, (3) becomes

$$
\begin{equation*}
r=a_{1} \sin \theta \tag{5}
\end{equation*}
$$

64. The limaçon. Through any fixed point $O$ (fig. 108) on the circumference of a fixed circle draw any line cutting the circle again at $D$, and lay off on this line a constant length measured from $D$ in either direction. The locus of the points $P$ and $Q$ thus found is a curve called the limaçon.

Take $O$ as the pole, and the diameter $O A$ as the initial line, of a system of polar coördinates, and call the diameter of the circle $a$ and the constant length $b$. Then it is clear that the


Fig. 108 entire locus can be found by causing $O D$ to revolve through an angle of $360^{\circ}$ and laying off $D P=b$, always in the direction of the terminal line of $A O D$.

Let $P$ be $(r, \theta)$, where $\theta=A O D$. Then $r=O D+D P$ when $\theta$ is in the first or the fourth quadrant, and $r=-O D+D P$ when $\theta$ is in the second or the third quadrant. But it appears from the figure that $O I=O .1 \cos \theta$ when $\theta$ is in the first or the fourth quadrant, and that $O D=-O A \cos \theta$ when $\theta$ is in the second or the third quadrant. Hence, for any point on the limaçon,

$$
r=a \cos \theta+b
$$

In studying the shape of the curve there are three cases to be


Fig. 109 distinguished:

1. $b>a . \quad r$ is always positive; the curve appears as in fig. 108 .
2. $b<a . \quad r$ is positive when $\cos \theta>-\frac{b}{a}$, negative when $\cos \theta<-\frac{b}{a}$, and zero when $\cos \theta=-\frac{b}{a}$. The curve appears as in fig. 109.
3. $b=a$. The equation now becomes

$$
r=a(\cos \theta+1)=2 a \cos ^{2} \frac{\theta}{2} .
$$

Here $r$ is positive, except that when $\theta=180^{\circ} r$ is zero. The curve appears as in fig. 110 and is called the cardioid.

The cardioid is an epicycloid for which the radius of the fixed circle equals that of the rolling circle. The proof of this is left to the student.
65. Relation between rectangular and polar coördinates. Let the pole $O$ and the initial line $O M$ of a system of polar coördinates be at the same time the origin and the axis of $x$ of a system of rectangular coördinates. Let $P$ (fig. 111) be


Fig. 110 any point of the plane, $(x, y)$ its rectangular coördinates, and $(r, \theta)$ its polar coördinates. Then, by the definition of the trigonometric functions,

$$
\begin{aligned}
& \cos \theta=\frac{x}{r}, \\
& \sin \theta=\frac{y}{r} .
\end{aligned}
$$

Whence follows, on the one hand,

$$
\begin{align*}
& x=r \cos \theta \\
& y=r \sin \theta \tag{1}
\end{align*}
$$

and, on the other hand,


Fig. 111

$$
\begin{equation*}
r=\sqrt{x^{2}+y^{2}}, \quad \sin \theta=\frac{y}{\sqrt{x^{2}+y^{2}}}, \quad \cos \theta=\frac{x}{\sqrt{x^{2}+y^{2}}} . \tag{2}
\end{equation*}
$$

By means of (1) a transformation can be made from rectangular to polar coördinates, and by means of (2) from polar to rectangular coördinates.

Ex. 1. The equation of the cissoid $(\S 48)$ is

$$
y^{2}=\frac{x^{3}}{2 a-x} .
$$

Substituting from (1) and making simple reductions, we have the polar equation

$$
r=\frac{2 a \sin ^{2} \theta}{\cos \theta}
$$

Ex. 2. The polar equation of the lemniscate (Ex. 3, §60) is

$$
r^{2}=2 a^{2} \cos 2 \theta
$$

Placing $\cos 2 \theta=\cos ^{2} \theta-\sin ^{2} \theta$ and substituting from (2), we have the rectangular equation

$$
\left(x^{2}+y^{2}\right)^{2}=2 a^{2}\left(x^{2}-y^{2}\right)
$$

66. The conic, the focus being the pole. From $\S 46$, the equation of a conic when the axis of $x$ is an axis of the conic and the axis of $y$ is a directrix is

$$
(x-c)^{2}+y^{2}=e^{2} x^{2}
$$

We may transfer to new axes having the focus of the conic as the origin and the axis of the conic as the axis of $x$ by placing

$$
\begin{aligned}
& x=c+x^{\prime}, \quad y=y^{\prime}, \\
& x^{\prime 2}+y^{\prime 2}=e^{2}\left(x^{\prime}+c\right)^{2} .
\end{aligned}
$$

thus obtaining
If we now take a system of polar coördinates having the focus as the pole and the axis of the conic as the initial line, we have

$$
x^{\prime}=r \cos \theta, \quad y^{\prime}=r \sin \theta
$$

The equation then becomes

$$
r^{2}=e^{2}(r \cos \theta+c)^{2},
$$

which is equivalent to the two equations

$$
r=\frac{c e}{1-e \cos \theta}, \quad r=-\frac{c e}{1+e \cos \theta} .
$$

Either of these equations alone will give the entire conic. To see this, place $\theta=\theta_{1}$ in the second equation, obtaining

$$
r_{1}=\frac{-c e}{1+e \cos \theta_{1}}
$$

Now place $\theta=\pi+\theta_{1}$ in the first equation, obtaining $r=-r_{1}$. The points $\left(r_{1}, \theta_{1}\right)$ and $\left(-r_{1}, \pi+\theta_{1}\right)$ are the same. Hence any point which can be found from the second equation can be found from the first.

Therefore

$$
r=\frac{c e}{1-e \cos \theta}
$$

is the required polar equation.
67. Examples. Polar eoördinates may be used with great advantage in the solution of problems involving a number of straight lines radiating from a given point, the given point then being taken as the pole of the system of coördinates. This use is illustrated in the following examples:

Ex. 1. Prove that if a secant is drawn through the foens of a conic, the sum of the reciprocals of the segments made by the focus is constant.

Let $P_{1} P_{2}$ (fig. 112) be any secant through the focus $F$, and let $F P_{1}=r_{1}, F P_{2}=r_{2}$, and the angle $M F P_{1}=\theta$. Then the polar coorrdinates of $P_{1}$ are $\left(r_{1}, \theta\right)$ and those of $P_{2}$ are $\left(r_{2}, \theta+\pi\right)$. From the polar equation of the conic, we have


Fig. 112

Hence

$$
\begin{aligned}
& r_{1}=\frac{c e}{1-e \cos \theta}, \\
& r_{2}=\frac{c e}{1-e \cos (\theta+\pi)}=\frac{c e}{1+e \cos \theta}
\end{aligned}
$$

$$
\frac{1}{r_{1}}+\frac{1}{r_{2}}=\frac{2}{c e} .
$$

Ex. 2. Find the locus of the middle points of a system of chords of a circle all of which pass through a fixed point.

Take any circle with the center $C$ (fig. 113), and let $O$ be any point in the plane. If $O$ is taken for the pole, and $O C$ for the initial line, of a system of polar coördinates, the equation of the circle is

$$
\begin{equation*}
r^{2}-2 r b \cos \theta+b^{2}-a^{2}=0 \tag{1}
\end{equation*}
$$

Let $P_{1} P_{2}$ be any chord through $O$, and let $O P_{1}=r_{1}, O P_{2}=r_{2}$. Then $r_{1}$ and $r_{2}$ are the two roots of equation (1) which correspond to the same value of $\theta$. Hence

$$
r_{1}+r_{2}=2 b \cos \theta .
$$



Fig. 113

If $Q$ is the middle point of $P_{1} P_{2}$ and we now place $O Q=r$, we have

$$
r=\frac{r_{1}+r_{2}}{2}=b \cos \theta .
$$

But this is the polar equation of a circle through the points $O$ and $C$.

## PROBLEMS

Plot the following curves:

1. $r=a \sin 2 \theta$.
2. $r=2+\sin \frac{3 \theta}{2}$.
3. $r=a \cos 3 \theta$.
4. $r^{2}=a^{2}(1-\cos \theta)$.
5. $r=a \sin \frac{\theta}{2}$.
6. $r=a \cos \frac{\theta}{3}$.
7. $r=a \sin ^{3} \frac{\theta}{3}$.
8. $r^{2}=a^{2}(1+2 \cos 2 \theta)$.
9. $r=u \tan \theta$.
10. $r=a \tan 2 \theta$.
11. $r=\alpha \tan \frac{\theta}{2}$.
12. $r=a \sec 2 \theta$.
13. $r^{2}=a^{2} \sin \theta$.
14. $r^{2}=a^{2} \sin 3 \theta$.
15. $r^{2}=a^{2} \sin 4 \theta$.
16. $r=a(1+\sin \theta)$.
17. $r=a(2+\sin \theta)$.
18. $r=a(1+\cos 2 \theta)$.
19. $r=a(1-\cos 2 \theta)$.
20. $r=a(1+\cos 3 \theta)$.
21. $r=a(2+\cos 2 \theta)$.
22. $r=a(1+2 \sin \theta)$.
23. $r=a \sec \frac{\theta}{2}$.
24. $r=a \sec ^{2} \frac{\theta}{2}$.
25. $r=u(1+\sec \theta)$.
26. $r=a(1+2 \sec \theta)$.
27. $r=u(2+\sec \theta)$.
28. $r \cos \theta=\alpha \cos 2 \theta$.
29. $r=\frac{a}{\cos \theta}+\frac{a}{\sin \theta}$.
30. $r=a(1+2 \cos 2 \theta)$.
31. $r=\mu(1+2 \cos 3 \theta)$.
32. $r=1-2 \theta$.
33. $r=\frac{2}{\theta-1}$.

Plot eaeh pair of the following curves in one diagram and find their points of intersection:
34. $r \cos \left(\theta-\frac{\pi}{4}\right)=a, r \cos \left(\theta+\frac{\pi}{4}\right)=a$.
35. $r \cos \left(\theta-\frac{\pi}{3}\right)=a, r \cos \left(\theta-\frac{\pi}{6}\right)=a$.
36. $r \cos \left(\theta-\frac{\pi}{4}\right)=a \sqrt{2}, r=2 a \cos \theta$.
37. $r^{2}=u^{2} \sin \theta, r^{2}=a^{2} \sin 2 \theta$.
38. $r=a(1+\sin 2 \theta), r^{2}=4 a^{2} \sin 2 \theta$.
39. $r^{2}=a^{2} \sin \theta, r^{2}=a^{2} \sin 3 \theta$.
40. $O$ is a fixed point and $L K$ a fixed straight line. If any straight line through $O$ intersects $L K$ in $Q$, and a point $P$ is taken on this line so that $O P \cdot O Q=k^{2}$, find the locus of $P$.
41. A straight line $O A$ of constant length $a$ revolves about $O$. From $A$ a perpendicular is drawn to a fixed straight line $O M$, intersecting it in $B$. From $B$ a perpendicular is drawn to $O A$, intersecting it in $P$. Find the locus of $P, O M$ being taken as the initial line.
42. $O$ is a fixed point of a circle of radius $a$, and $O M$ is a fixed straight line passing through the center of the circle. A straight line is drawn from $O$ to any point $P_{1}$ of the circle, and from $P_{1}$ a straight line is drawn perpendicular to $O M$, meeting $O M$ at $Q$. From $Q$ a straight line is drawn perpendicular to $O P_{1}$, meeting $O P_{1}$ at $P$. Find the equation of the locus of $P$, taking $O$ as the origin of coördinates and $O M$ as the initial line.
43. $M N$ is a straight line perpendicular to the initial line at a distance $a$ from $O$. From $O$ a straight line is drawn to any point $B$ of $M N$. From $B$ a straight line is drawn perpendicular to $O B$, intersecting the initial line at $C$. From $C$ a straight line is drawn perpendicular to $B C$, intersecting $M N$ at $D$. Finally, from $D$ a straight line is drawn perpendicular to $C D$, intersecting $O B$ at $P$. Find the locus of $P$.

Transform the following equations to polar coördinates:

$$
\begin{array}{ll}
\text { 44. } x y=7 . & \text { 46. } x^{4}+x^{2} y^{2}-a^{2} y^{2}=0 . \\
\text { 45. } x^{2}+y^{2}-8 a x-8 a y=0 . & \text { 47. }\left(x^{2}+y^{2}\right)^{2}=a^{2}\left(x^{2}-y^{2}\right) .
\end{array}
$$

48. Find the polar equation of the strophoid when the pole is $O$ and the initial line is $O A$ (fig. 82).

Transform the following equations to rectangular coördinates:
49. $r \cos \left(\theta-\frac{\pi}{6}\right)+r \cos \left(\theta+\frac{\pi}{6}\right)=12$.
50. $r=a \sin \theta$.
51. $r=\alpha \tan \theta$.
52. Find the Cartesian equation of the rose of four petals $r=a \sin 2 \theta$.
53. Find the Cartesian equation of the cardioid $r=a(1-\cos \theta)$.
54. Find the Cartesian equation of the limaçon $r=a \cos \theta+b$.
55. In a parabola prove that the length of a focal chord which makes an angle of $30^{\circ}$ with the axis of the curve is four times the focal chord perpendicular to the axis.
56. A comet is moving in a parabolic orbit around the sun at the focus of the parabola. When the comet is $100,000,000$ miles from the sun the radius vector makes an angle of $60^{\circ}$ with the axis of the orbit. What is the equation of the comet's orbit? How near does it come to the sun?
57. A comet moving in a parabolic orbit around the sun is observed at two points of its path, its focal distances being 5 and 15 million miles, and the angle between them being $90^{\circ}$. How near does it come to the sun?
58. If a straight line drawn through the focus of an hyperbola parallel to an asymptote meets the curve at $P$, prove that $F P$ is one fourth the chord through the focus perpendicular to the transverse axis.
59. The focal radii of a parabola are extended beyond the curve until their lengths are doubled. Find the locus of their extremities.
60. If $P_{1}$ and $P_{2}$ are the points of intersection of a straight line drawn from any point $O$ to a circle, prove that $O P_{1} \cdot O P_{2}$ is constant.
61. If $P_{1}$ and $P_{2}$ are the points of intersection of a straight line from any point $O$ to a fixed circle, and $Q$ is a point on the same straight line such that $O Q=\frac{2 O P_{1} \cdot O P_{2}}{O P_{1}+O P_{2}}$, find the locus of $Q$.
62. Secant lines of a circle are drawn from the same point on the circle, and on each secant a point is taken outside the circle at a distance equal to the portion of the secant included in the circle. Find the locus of these points.
63. From a point $O$ a straight line is drawn intersecting a fixed circle at $P$, and on this line a point $Q$ is taken so that $O P \cdot O Q=k^{2}$. Find the locus of $Q$.
64. Find the locus of the middle points of the focal chords of a conic.
65. Find the locus of the middle points of the focal radii of a conic.
66. If $P_{1} F P_{2}$ and $Q_{1} F Q_{2}$ are two perpendicular focal chords of a conic, prove that $\frac{1}{P_{1} F \cdot F P_{2}}+\frac{1}{Q_{1} F \cdot F Q_{2}}$ is constant.

## CHAPTER IX

## SLOPES AND AREAS

68. Limits. A variable is said to approach a constant as a limit, when, under the law which governs the change of value of the variable, the difference between the variable and the constant becomes and remains less than any quantity which can be named, no matter how small.

If the variable is independent, it may be made to approach a limit by assigning to it arbitrarily a succession of values following some known law. Thus, if $x$ is given in succession the values

$$
x_{1}=\frac{1}{2}, \quad x_{2}=\frac{3}{4}, \quad x_{3}=\frac{7}{8}, \quad \ldots, \quad x_{n}=\frac{2^{n}-1}{2^{n}},
$$

and so on indefinitely, it approaches 1 as a limit. For we may make $x$ differ from 1 by as little as we please by taking $n$ sufficiently great; and for all larger values of $n$ the difference between $x$ and 1 is still smaller. This may be made


Fig. 114
evident graphically by marking off on a number scale the successive values of $x$ (fig. 114), when it will be seen that

the difference between $x$ and 1 soon becomes and remains too minute to be represented.

Similarly, if we assign to $x$ the succession of values

$$
x_{1}=\frac{1}{2}, x_{2}=-\frac{1}{3}, x_{3}=\frac{1}{4}, x_{4}=-\frac{1}{5}, \ldots, x_{n}=(-1)^{n+1} \frac{1}{n+1},
$$

$x$ approaches 0 as a limit (fig. 115).

If the variable is not independent, but is a function of $x$, the values which it assumes as it approaches a limit depend upon the values arbitrarily assigned to $x$. For example, let $y=f(x)$, and let $x$ be given a set of values,

$$
x_{1}, \quad x_{2}, \quad x_{3}, \quad x_{4}, \quad \cdots, \quad x_{n}, \quad \cdots,
$$

approaching a limit $a$. Let the corresponding values of $y$ be

$$
y_{1}, \quad y_{2}, \quad y_{3}, \quad y_{4}, \quad \cdots, \quad y_{n}, \quad \cdots
$$

Then, if there exists a number $A$ such that the difference between $y$ and $A$ becomes and remains less than any assigned quantity, $y$ is said to approach $A$ as a limit as $x$ approaches $a$ in the manner indicated. This may be seen graphically in fig. 116, where the values of $x$ approaching $a$ are seen on the axis of abscissas, and the values of $y$ approaching $A$ are seen on the axis of ordinates. The curve of the function is continually nearer to the line $y=A$.

In the most common cases the limit of the function depends only upon the limit $a$ of the


Fig. 116 independent variable and not upon the particular succession of values that $x$ assumes in approaching $a$. This is clearly the case if the graph of the function is as drawn in fig. 116.

Ex. 1. Consider the function

$$
y=\frac{x^{2}+3 x-4}{x-1},
$$

and let $x$ approach 1 by passing through the succession of values

$$
x=1.1, \quad x=1.01, \quad x=1.001, \quad x=1.0001, \quad \cdots
$$

Then $y$ takes in succession the values

$$
y=5.1, \quad y=5.01, \quad y=5.001, \quad y=5.0001 .
$$

It appears as if $y$ were approaching the limit 5. To verify this we place $x=1+h$, where $h$ is not zero. By substituting and dividing by $h$, we find
$y=5+h$. From this it appears that $y$ can be made as near 5 as we please by taking $h$ sufficiently small, and that for smaller values of $h$, $y$ is still nearer 5. Hence 5 is the limit of $y$ as $x$ approaches 1. Moreover, it appears that this limit is independent of the succession of values which $x$ assumes in approaching 1.

Ex. 2. Consider $y=\frac{x}{1-\sqrt{1-x}}$ as $x$ approaches zero.
Give $x$ in succession the values $.1, .01, .001, .0001, \cdots$. Then $y$ takes the values $1.9487,1.9950,1.9995,1.9999, \cdots$, suggesting the limit 2.

In fact, by multiplying both terms of $\frac{x}{1-\sqrt{1-x}}$ by $1+\sqrt{1-x}$, we find $y=1+\sqrt{1-x}$ for all values of $x$ except zero.

Hence it appears that $y$ approaches 2 as $x$ approaches 0 .
We shall use the symbol $\doteq$ to mean "approaches as a limit." Then the expressions
and

$$
\begin{aligned}
\operatorname{Lim} x & =a \\
x & \doteq a
\end{aligned}
$$

have the same significance.
The expression $\quad \operatorname{Lim}_{x \dot{\equiv} a} f(x)=A$
is read "The limit of $f(x)$, as $x$ approaches $a$, is $A$."
69. Theorems on limits. In operations with limits the following propositions are of importance:

1. The limit of the sum of a finite number of variables is equal to the sum of the limits of the variables.

We will prove the theorem for three variables; the proof is easily extended to any number of variables.

Let $X, Y$, and $Z$ be three variables, such that $\operatorname{Lim} X=A$, $\operatorname{Lim} Y=B, \operatorname{Lim} Z=C$. From the definition of limit (§68) we may write $X=A+a, Y=B+b, Z=C+c$, where $a, b$, and $c$ are three quantities each of which becomes and remains numerically less than any assigned quantity as the variables approach their limits.

Adding, we have

$$
X+Y+Z=A+B+C+a+b+c
$$

Now if $\epsilon$ is any assigned quantity, however small, we may make $a, b$, and $c$ each numerically less than $\frac{\epsilon}{3}$, so that $a+b+c$ is numerically less than $\epsilon$. Then the difference between $X+Y+Z$ and $A+B+C$ becomes and remains less than $\epsilon$; that is,
$\operatorname{Lim}(X+Y+Z)=A+B+C=\operatorname{Lim} X+\operatorname{Lim} Y+\operatorname{Lim} Z$.
2. The limit of the product of a finite number of variables is equal to the product of the limits of the variatles.

Consider first two variables $X$ and $Y$, such that $\operatorname{Lim} X=A$ and $\operatorname{Lim} Y=B$. As before, we have $X=A+a$ and $Y=B+b$. Hence

$$
I Y=A B+b A+a B+a b .
$$

Now we may make $a$ and $b$ so small that $b A, a B$, and $a b$ are each less than $\frac{\epsilon}{3}$, where $\epsilon$ is any assigned quantity, no matter how small. Hence

$$
\operatorname{Lim} X^{Y} Y=A B=\left(\operatorname{Lim} X^{-}\right)(\operatorname{Lim} Y)
$$

Consider now three variables $X, Y, Z$. Place $X Y=U$. Then, as just proved,

$$
\operatorname{Lim} U Z=(\operatorname{Lim} U)(\operatorname{Lim} Z)
$$

that is,

$$
\begin{aligned}
\operatorname{Lim} X Y Z & =\left(\operatorname{Lim} X Y^{\circ}\right)(\operatorname{Lim} Z) \\
& =(\operatorname{Lim} X)(\operatorname{Lim} Y)(\operatorname{Lim} Z) .
\end{aligned}
$$

Similarly, the theorem may be proved for any finite number of variables.
3. The limit of a constant multiplied by a variable is equal to the constant multiplied by the limit of the variable.

The proof is left for the student.
4. The limit of the quotient of two variables is equal to the quotient of the limits of the variables, provided the limit of the divisor is not zero.

Let $X$ and $Y$ be two variables, such that $\operatorname{Lim} I=A$ and $\operatorname{Lim} Y=B$. Then, as before, $X=A+a, Y=B+b$.

Hence $\frac{X}{Y}=\frac{A+a}{B+b}$, and $\frac{X}{Y}-\frac{A}{B}=\frac{A+a}{B+b}-\frac{A}{B}=\frac{a B-b A}{B^{2}+b B}$.

Now the fraction on the right of this equation may be made less than any assigned quantity by taking $a$ and $b$ sufficiently small.

Hence

$$
\operatorname{Lim} \frac{X}{Y}=\frac{A}{B}=\frac{\operatorname{Lim} X}{\operatorname{Lim} Y}
$$

The proof assumes that $B$ is not zero.
70. Slope of a curve. By means of the conception of a limit we may extend the definition of "slope," given in $\S 6$ for a straight line, so that it may be applied to any curve. Let $P_{1}$ and $P_{2}$ be any two points upon a curve (fig. 117). If $P_{1}$ and $P_{2}$ are connected by a straight line, the slope of this line is $\frac{y_{2}-y_{1}}{x_{2}-x_{1}}$. If $P_{2}$ and $P_{1}$ are close enough together, the straight line $P_{1} P_{2}$ will differ only a little from the arc of the curve, and its slope may be taken as approximately the


Fig. 117 slope of the curve at the point $P_{1}$. Now this approximation is closer, the nearer the point $P_{2}$ is to $P_{1}$. Hence we are led naturally to the following definition:

The slope of a curve at a point $P_{1}\left(x_{1}, y_{1}\right)$ is the limit approached by the fraction $\frac{y_{2}-y_{1}}{x_{2}-x_{1}}$, where $x_{2}$ and $y_{2}$ are the coördinates of a second point $P_{2}$ on the curve and where the limit is taken as $P_{2}$ moves toward $P_{1}$ along the curve.

Ex. 1. Consider the curve $y=x^{2}$ and the point $(5,25)$ upon it, and let $x_{1}=5, y_{1}=2.5$.

We take in succession varions values for $x_{2}$ and $y_{2}$, corresponding to points on the curve which are nearer and nearer to ( $x_{1}, y_{1}$ ), and arrange our results in a table as follows:

| $x_{2}$ | $y_{2}$ | $x_{2}-x_{1}$ | $y_{2}-y_{1}$ | $\frac{y_{2}-y_{1}}{x_{2}-x_{1}}$ |
| :--- | :--- | :--- | :--- | :--- |
| 6 | 36 | 1 | 11 | 11 |
| 5.1 | 26.01 | .1 | 1.01 | 10.1 |
| 5.01 | 25.1001 | .01 | .1001 | 10.01 |
| 5.001 | 25.010001 | .001 | .010001 | 10.001 |

The arithmetical work suggests the limit 10 . To verify this, place $x_{2}=5+h$. Then $y_{2}=25+10 h+h^{2}$. Consequently $\frac{y_{2}-y_{1}}{x_{2}-x_{1}}=10+h$, and as $x_{2}$ approaches $x_{1}, h$ approaches 0 and $\frac{y_{2}-y_{1}}{x_{2}-x_{1}}$ approaches 10 . Hence the slope of the curve $y=x^{2}$ at the point $(5,25)$ is 10 .

Ex. 2. Find the slope of the curve $y=\frac{1}{x}$ at the point $\left(3, \frac{1}{3}\right)$.
We have here

$$
\begin{array}{ll}
x_{1}=3, & y_{1}=\frac{1}{3} . \\
x_{2}=3+h, & y_{2}=\frac{1}{3+h} .
\end{array}
$$

We place
Then $\quad x_{2}-x_{1}=h, y_{2}-y_{1}=\frac{-h}{9+3 h}$, and $\frac{y_{2}-y_{1}}{x_{2}-x_{1}}=-\frac{1}{9+3 h}$.
As $P_{2}$ approaches $P_{1}$ along the curve, $h$ approaches 0 , and the limit of $\frac{y_{2}-y_{1}}{x_{2}-x_{1}}$ is $-\frac{1}{9}$; hence the slope of the curve at the point $\left(3, \frac{1}{3}\right)$ is $-\frac{1}{9}$.

In a similar manner we may find the slope of any curve the equation of which is not too complicated ; but when the equation is complicated, there is need of a more powerful method for finding the limit of $\frac{y_{2}-y_{1}}{x_{2}-x_{1}}$. This method is furnished by the operation known as differentiation, the first principles of which are explained in the following articles.
71. Increment. When a variable changes its value, the quantity whiel is added to its first value to obtain its last value is called its increment. Thus, if $x$ changes from 5 to $5 \frac{1}{2}$, its increment is $\frac{1}{2}$. If it changes from 5 to $4_{4}^{3}$, the increment is $-\frac{1}{4}$. So, in general, if $x$ changes from $x_{1}$ to $x_{2}$, the increment is $x_{2}-x_{1}$. It is customary to denote an increment by the symbol $\Delta$ (Greek delta), so that

$$
\Delta x=x_{2}-x_{1}, \quad \text { and } \quad x_{2}=x_{1}+\Delta x
$$

If $y$ is a function of $x$, any increment added to $x$ will cause a corresponding increment of $y$. Thus, let $y=f(x)$ and let $x$ change from $x_{1}$ to $x_{2}$. Then $y$ changes from $y_{1}$ to $y_{2}$, where

$$
y_{1}=f\left(x_{1}\right) \quad \text { and } \quad y_{2}=f\left(x_{2}\right)=f\left(x_{1}+\Delta x\right) .
$$

Hence

$$
\Delta y=y_{2}-y_{1}=f\left(x_{1}+\Delta x\right)-f\left(x_{1}\right)
$$

72. Continuity. A function $y$ is called a continuous function of a variable $x$ when the increment of $y$ approaches zero as the increment of $x$ approaches zero.

It is clear that a continuous function cannot change its value by a sudden jump, since we can make the change in the function as small as we please by taking the increment of $x$ sufficiently small. As a consequence of this, if a continuous function has a value $A$ when $x=a$, and a value $B$ when $x=b$, it will assume any value $C$, lying between $A$ and $B$, for at least one value of $x$ between $a$ and $b$ (fig. 118).

In particular, if $f(a)$ is positive and $f(b)$ is negative, $f(x)=0$ for at


Fig. 118 least one value of $x$ between $a$ and $b$.

When $\Delta x$ and $\Delta y$ approach zero together, it usually happens that $\frac{\Delta y}{\Delta x}$ approaches a limit. In this case $y$ is said to have a derivative, defined in the next article.
73. Derivative. When $y$ is a contimuous function of $x$, the derivative of $y$ with respect to $x$ is the limit of the ratio of the increment of $y$ to the increment of $x$, as the increment of $x$ approaches zero.

The derivative is expressed by the symbol $\frac{d y}{d x}$; or, if $y$ is expressed by $f(x)$, the derivative may be expressed by $f^{\prime}(x)$.

Thus, if $y=f(x)$,

$$
\frac{d y}{d x}=f^{\prime}(x)=\operatorname{Lim}_{\Delta x=0} \frac{\Delta y}{\Delta x}=\operatorname{Lim}_{\Delta x=0} \frac{f(x+\Delta x)-f(x)}{\Delta x} .
$$

The process of finding the derivative is called differentiation, and we are said to differentiate $y$ with respect to $x$. The process involves, according to the definition, the following four steps:

1. The assumption of an increment of $x$.
2. The computation of the corresponding increment of $y$.
3. The division of the increment of $y$ by the increment of $x$.
4. The determination of the limit approached by this quotient as the increment of $x$ approaches zero.

Ex. 1. Find the derivative of $y$ when $y=x^{3}$.
(1) Assume $\Delta x=h$.
(2) Compute $\Delta y=(x+h)^{3}-x^{3}=3 x^{2} h+3 x h^{2}+h^{3}$.
(3) Find $\frac{\Delta y}{\Delta x}=3 x^{2}+3 x h+h^{2}$.
(4) The limit is evidently $3 x^{2}$. Hence $\frac{d y}{d x}=3 x^{2}$.

Ex. 2. Find the derivative of $\frac{1}{x}$.
(1) Place $y=\frac{1}{x}$ and assume $\Delta x=h$.
(2) Compute $\Delta y=\frac{1}{x+h}-\frac{1}{x}=-\frac{h}{x^{2}+x h}$.
(3) Find $\frac{\Delta y}{\Delta x}=-\frac{1}{x^{2}+x h}$.
(4) The limit is clearly $-\frac{1}{x^{2}}$, and therefore $\frac{d y}{d x}=-\frac{1}{x^{2}}$.

It appears that the operations of finding the derivative of $f(x)$ are exactly those which are used in finding the slope of the curve $y=f(x)$. Hence the derivative is a function which gives the slopee of the curve at each point of it.
74. Differentiation of a polynomial. The obtaining of a derivative by carrying out the operations of the last article is too tedious for practical use. It is more convenient to use the definition to obtain general formulas which may be used for certain classes of functions. In this article we shall derive all formulas necessary to differentiate a polynomial.

1. $\frac{d\left(a x^{n}\right)}{d x}=n a x^{n-1}$, where $n$ is a positive integer and $a$ any constant.

Let

$$
y=a x^{n} .
$$

(1) Assume $\Delta x=h$.
(2) Then

$$
\begin{align*}
\Delta y & =a(x+h)^{n}-a x^{n} \\
& =a\left(n x^{n-1} h+\frac{n(n-1)}{2} x^{n-2} h^{2}+\cdots+h^{n}\right) \\
\frac{\Delta y}{\Delta x} & =a\left(n x^{n-1}+\frac{n(n-1)}{2} x^{n-2} h+\cdots+h^{n-1}\right) . \tag{3}
\end{align*}
$$

(4) Taking the limit, we have $\frac{d y}{d x}=n a x^{n-1}$.
2. $\frac{d(a x)}{d x}=a$, where $a$ is a constant.

This is a special case of the preceding formula, $n$ being here equal to 1 . The student may prove it directly.
3. $\frac{d c}{d x}=0$, where $\varepsilon$ is a constant.

Since $c$ is a constant, $\Delta c$ is always 0 , no matter what the value of $x$. Hence $\frac{\Delta c}{\Delta x}=0$, and consequently the limit $\frac{d c}{d x}=0$.
4. The derivative of a polynomial is found by adding the derivatives of the terms in order.

This is a special case of a more general theorem ( $3, \S 82$ ). The proof of the special case before us may be easily given by the student or may be assumed temporarily.

Ex. Find the derivative of

$$
f(x)=6 x^{5}-3 x^{4}+5 x^{3}-7 x^{2}+8 x-2 .
$$

Applying formulas 1,2 , or 3 to each term in order, we have

$$
f^{\prime}(x)=30 x^{4}-12 x^{3}+15 x^{2}-14 x+8 .
$$

75. Sign of the derivative. A function of $x$ is called an increasing function when an increase in $x$ causes an increase in the function. A function of $x$ is called a decreasing function when an increase in $x$ causes a decrease in the function. The graph of a function runs up toward the right hand when the function is increasing and runs down toward the right hand when the function is decreasing. Thus $x^{2}-x-6$ (fig. 119) is decreasing when $x<\frac{1}{2}$ and increasing when $x>\frac{1}{2}$.

The sign of the derivative enables us to determine whether a function is increasing or decreasing in accordance with the following theorem:

When the derivative of a function is posi-


Fig. 119 tive, the function is increasing; when the derivative is negative, the function is decreasing.

To prove this, consider $y=f(x)$, and let us suppose that $\frac{d y}{d x}$ is positive. Then, since $\frac{d y}{d x}$ is the limit of $\frac{\Delta y}{\Delta x}$, it follows that $\frac{\Delta y}{\Delta x}$ is positive for sufficiently small values of $\Delta x$; that is, if $\Delta x$ is assumed positive, $\Delta y$ is also positive, and the function is increasing. Similarly, if $\frac{d y}{d x}$ is negative, $\Delta y$ and $\Delta x$ have opposite signs for sufficiently small values of $\Delta x$, and the function is decreasing by definition.

Ex. 1. If $y=x^{2}-x-6, \frac{d y}{d x}=2 x-1$, which is negative when $x<\frac{1}{2}$ and positive when $x>\frac{1}{2}$. Hence the function is decreasing when $x<\frac{1}{2}$ and increasing when $x>\frac{1}{2}$, as is shown in fig. 119 .

Ex. 2. If $y=\frac{1}{8}\left(x^{3}-3 x^{2}-9 x+27\right), \frac{d y}{d x}=\frac{3}{8} x^{2}-\frac{3}{4} x-\frac{9}{8}=\frac{3}{8}(x+1)(x-3)$.
Now $\frac{d y}{d x}$ is positive when $x<-1$, negative when $-1<x<3$, and positive when $x>3$. Hence the function is increasing when $x<-1$, decreasing when $x$ is between -1 and 3 , and increasing when $x>3$ (fig. 120).

It remains to examine the cases in which $\frac{d y}{d x}=0$. Referring to the two examples just given, we see that in each the values of $x$ which make the derivative zero separate those for which the function is increasing from those for which the function is decreasing. The points on the graph which correspond to these zero values of the derivative


Fig. 120 can be described as turning points.

Likewise, whenever $f^{\prime}(x)$ is a continuous function of $x$, the values of $x$ for which it is positive are separated from those for which it is negative by values of $x$ for which it is zero (§72). Now in most cases which occur in elementary work, $f^{\prime}(x)$ is a continuous function. Hence we may say,

The values of $x$ for which a function changes from an increasing to a decreasing function are, in general, values of $x$ which make the derivative equal to zero.

The converse proposition is, however, not always true. A value of $x$ for which the derivative is zero is not necessarily a value of $x$ for which the function changes from increasing to decreasing or from decreasing to increasing. For consider

$$
\frac{1}{3}\left(x^{3}-9 x^{2}+27 x-19\right)
$$

Its derivative is $x^{2}-6 x+9=(x-3)^{2}$, which is always positive. The function is therefore always increasing. When $x=3$ the derivative is zero, and the corresponding shape of the graph is shown in fig. 121.


Fig. 121
76. Tangent line. A tangent to a curve is the straight line approached as a limit by a secant line as two points of intersection of the secant and the curve are made to approach coincidence.

Let $P_{1}$ and $P_{2}$ be two points on a curve. Then if a secant is drawn through $P_{1}$ and $P_{2}$ of a curve (fig. 122) and the point $P_{2}$ is made to move along the curve toward $P_{1}$, which is kept fixed in position, the secant will turn on $P_{1}$ as a pivot and will approach as a limit the tangent $P_{1} T$. The point $P_{1}$ is called the point of contact of the tangent.

From the definition it follows that the slope of the tangent is the same as the slope of the curve at the point of contact; for the slope of the tangent is evidently the limit of the slope of the secant, and this limit is the slope of the curve, by $\S 70$.


Fig. 122

The equation of the tangent is rearlily written by means of $\S 28$ when the point of contact is known. Let $\left(x_{1}, y_{1}\right)$ be the point of contact, and let $\left(\frac{d y}{d x}\right)_{1}$ denote the value of $\frac{d y}{d x}$ when $x=x_{1}$ and $y=y_{1}$. Then $\left(x_{1}, y_{1}\right)$ is a point on the tangent and $\left(\frac{d y}{d x}\right)_{1}$ is its slope. Therefore its equation is

$$
\begin{equation*}
y-y_{1}=\left(\frac{d y}{d x}\right)_{1}\left(x-x_{1}\right) \tag{1}
\end{equation*}
$$

Ex. 1. Find the equation of the tangent to the curve $y=x^{3}$ at the point ( $x_{1}, y_{1}$ ) on it.

Using formula (1), we have

$$
y-y_{1}=3 x_{1}^{2}\left(x-x_{1}\right)
$$

But since $\left(x_{1}, y_{1}\right)$ is on the curve, we have $y_{1}=x_{1}^{3}$. Therefore the equation can be written $\quad y=3 x_{1}^{2} x-2 x_{1}^{3}$.

Ex. 2. Find the equation of the tangent to

$$
y=x^{2}+3 x
$$

at the point the abscissa of which is 2 .

$$
\frac{d y}{d x}=2 x+3
$$

If $x_{1}=2$, then $y_{1}=10$ and $\left(\frac{d y}{d x}\right)_{1}=7$.


Fig. 123

Therefore the equation is

$$
y-10=7(x-2), \text { or } \quad y=7 x-4 .
$$

If $P T$ (fig. 123) is a tangent line and $\phi$ the angle it makes with $O X$, its slope equals $\tan \phi$, by $\S 32$. Hence

$$
\tan \phi=\frac{d y}{d x}
$$

77. The differential. Let the function $f(x)$ be representer by the curve $y=f(x)$, and let $P$ and $\rho$ be two neighboring points of the curve (fig. 12t). Draw the tangent $I^{\prime} T$ and the lines $I ' P$ and $R Q$ parallel to the axes, $P_{Q}($ and $P T$ intersecting at $T$. Then, from the preceding work,

$$
\begin{gathered}
I^{\prime} R=\Delta x, \\
R Q=\Delta y, \\
\tan R P T=f^{\prime}(x) \\
R T=\left(\tan R P P^{\prime}\right) P R=f^{\prime}(x) \Delta x
\end{gathered}
$$



Fig. 124

The quantity $f^{\prime}(x) \Delta x$ is called the differential of $y$ and is represented by the symbol $d y$. Accordingly

$$
\begin{equation*}
d y=f^{\prime}(x) \Delta x \tag{1}
\end{equation*}
$$

This definition is true for all forms of the function $f(x)$ and is accordingly true when $y=f(x)=x$. In this case $f^{\prime}(x)=1$, and formula (1) gives $\quad d x=\Delta x$.

Substituting from (2) into (1), we have the final form

$$
\begin{equation*}
d y=f^{\prime}(x) d x \tag{3}
\end{equation*}
$$

To sum this up: The differential of the independent variable is equal to the increment of the variable; the differential of the function is equal to the differential of the independent variable multiplied by the derivative of the function.

It is important to notice the difference between $\Delta y$ and $d y$. The figure shows that, in general, they are not equal, but that they become more nearly equal as $\Delta x$ approaches zero. Without using the figure, we may proceed thus:

Since

$$
\begin{aligned}
\operatorname{Lim}_{\Delta x \neq 0} \frac{\Delta y}{\Delta x} & =f^{\prime}(x), \\
\frac{\Delta y}{\Delta x} & =f^{\prime}(x)+\epsilon,
\end{aligned}
$$

where $\operatorname{Lim} \epsilon=0$; and hence

$$
\Delta x \equiv 0 \quad \Delta y=f^{\prime}(x) \Delta x+\epsilon \Delta x=d y+\epsilon \Delta x
$$

Ex. 1. Let $y=x^{3}$.
We may increase $x$ by an increment $\Delta x$ equal to $d x$. Then

$$
\Delta y=(x+d x)^{3}-x^{3}=3 x^{2} d x+3 x(d x)^{2}+(d x)^{3} .
$$

On the other hand, by definition,

$$
d y=3 x^{2} d x
$$

It appears that $\Delta y$ and $d y$ differ by the expression $3 x(d x)^{2}+(d x)^{3}$, which is very small compared with $d x$.

Ex. 2. If a volume $v$ of a perfect gas at a constant temperature is under the pressure $p$, then $v=\frac{k}{p}$, where $k$ is a constant. Now let the pressure be increased by an amount $\Delta p=d p$. The actual change in the volume of the gas is then the increment

$$
\begin{aligned}
& \qquad \Delta v=\frac{k}{p+d p}-\frac{k}{p}=-\frac{k d p}{p(p+d p)}=-\frac{k d p}{p^{2}}\left(\frac{1}{1+\frac{d p}{p}}\right) . \\
& \text { The differential of } v \text { is, however, }
\end{aligned}
$$

$$
d v=-\frac{k d p}{p^{2}}
$$

It is to be emphasized that $d x$ and $d y$ are finite quantities, subject to all the laws governing such quantities, and are not to be thought of as exceedingly minute. Consequently both sides of (3) may be divided by $d x$, with the result

$$
f^{\prime}(x)=\frac{d y}{d x}
$$

That is, the derivative is the quotient of two differentials. This explains the notation already chosen for the derivative.

So, in general, the limit of the quotient of two increments is equal to the quotient of the corresponding differentials.

For let

$$
y=f(x) \quad \text { and } \quad z=\phi(x)
$$

Then
and

$$
\begin{aligned}
\Delta y & =f^{\prime}(x) \Delta x+\epsilon_{1}^{0} \Delta x \\
\Delta z & =\phi^{\prime}(x) \Delta x+\epsilon_{2} \Delta x, \\
d y & =f^{\prime}(x) d x, \\
d z & =\phi^{\prime}(x) d x,
\end{aligned}
$$

$$
\frac{\Delta y}{\Delta z}=\frac{f^{\prime}(x)+\epsilon_{1}}{\phi^{\prime}(x)+\epsilon_{2}} .
$$

Whence

$$
\operatorname{Lim} \frac{\Delta y}{\Delta z}=\operatorname{Lim} \frac{f^{\prime}(x)+\epsilon_{1}}{\phi^{\prime}(x)+\epsilon_{2}}=\frac{f^{\prime}(x)}{\phi^{\prime}(x)}=\frac{d y}{d z} .
$$

78. Area under a curve. Let $L K$ (fig. 125) be a curve with equation $y=f(x)$, and let $O E=a$ and $O B=b$. It is required to find the area bounded by the curve $L K$, the axis of $x$, and the ordinates at $E$ and $B$.

For convenience, we assume in the first place that $a<b$ and that $f(x)$ is positive for all values of $x$ between $a$ and $b$. We will divide the line $E B$ into $n$ equal parts
 Fig. 125 by plaeing $\Delta x=\frac{b-a}{n}$ and laying off the lengths $E M_{1}=M_{1} M_{2}=$ $M_{2} M_{3}=\cdots=M_{n-1} B=\Delta x$. (In fig. $125, n=9$.)

Let $O M_{1}=x_{1}, O M_{2}=x_{2}, \cdots, O M_{n-1}=x_{n-1}$. Draw the ordinates $E D=f(a), M_{1} P_{1}=f\left(x_{1}\right), M_{2} P_{2}=f\left(x_{2}\right), \cdots, M_{n-1} P_{n-1}=f\left(x_{n-1}\right)$, and $B C$. Draw also the lines $D R_{1}, P_{1} R_{2}, P_{2} R_{3}, \cdots, P_{n-1} R_{n}$, parallel to OI. Then

$$
\begin{aligned}
& f(a) \Delta x=\text { the area of the rectangle } E D R_{1} M I_{1}, \\
& f\left(x_{1}\right) \Delta x=\text { the area of the rectangle } M I_{1} P_{1} R_{2} M I_{2}, \\
& f\left(x_{2}\right) \Delta x=\text { the area of the rectangle } M I_{2} P_{2} R_{3} M I_{3},
\end{aligned}
$$

$$
f\left(x_{n-1}\right) \Delta x=\text { the area of the rectangle } M_{n-1} P_{n-1} R_{n} B
$$

The sum

$$
\begin{equation*}
f(a) \Delta x+f\left(x_{1}\right) \Delta x+f\left(x_{2}\right) \Delta x+\cdots+f\left(x_{n-1}\right) \Delta x \tag{1}
\end{equation*}
$$

is then the sum of the areas of these rectangles and equal to the area of the polygon $E D R_{1} P_{1} R_{2} \cdots R_{n-1} P_{n-1} R_{n} B$. It is evident that the limit of this sum as $n$ is indefinitely increased is the area bounded by $E D, E B, B C$, and the are $D C$.

The sum (1) is expressed concisely by the notation

$$
\sum_{i=0}^{i=n-1} f\left(x_{i}\right) \Delta x,
$$

where $\Sigma$ (sigma), the Greek form of the letter $S$, stands for the word "sum," and the whole expression indicates that the sum is to be taken of all terms obtained from $f\left(x_{i}\right) \Delta x$ by giving to $i$ in succession the values $0,1,2,3, \cdots, n-1$, where $x_{0}=a$.

The limit of this sum is expressed by the symbol

$$
\int_{a}^{b} f(x) d x
$$

where $\int$ is a modified form of $S$.
Hence $\int_{a}^{b} f(x) d x=\operatorname{Lim}_{n=\infty}^{i=n-1} \sum_{i=0}^{i=1} f\left(x_{i}\right) \Delta x=$ the area $E B C D$.
It is evident that the result is not vitiated if $E D$ or $B C$ is of length zero.

Ex. Required to find the area bounded by the curve $y=\frac{x^{2}}{5}$, the axis of $x$, and the ordinates $x=2$ and $x=3$ (fig. 126).
(1) We may divide the axis of $x$ between $x=2$ and $x=3$ in 10 parts, placing $\Delta x=\frac{3-2}{10}=.1$.

We make then the following calculation:

$$
\begin{array}{rlrl}
a & =2, & & f(a) \Delta x=.08 \\
x_{1} & =2.1, & & f\left(x_{1}\right) \Delta x=.0882 \\
x_{2} & =2.2, & & f\left(x_{2}\right) \Delta x=.0968 \\
x_{3}=2.3, & & f\left(x_{8}\right) \Delta x=.10 .58 \\
x_{4}=2.4, & & f\left(x_{4}\right) \Delta x=.1152 \\
x_{5}=2.5, & & f\left(x_{5}\right) \Delta x=.1250 \\
x_{6}=2.6, & & f\left(x_{6}\right) \Delta x=.1352 \\
x_{7}=2.7, & & f\left(x_{7}\right) \Delta x=.1458 \\
x_{8}=2.8, & & f\left(x_{8}\right) \Delta x=.1568 \\
x_{9}=2.9, & & f\left(x_{9}\right) \Delta x=.1682 \\
& & &
\end{array}
$$

The first approximation to the area is therefore 1.217, which is, for this example, the value of the sum (1) for $n=10$.
(2) As a better approximation the student may compute the sum for $n=20$ and $\Delta x=\frac{3-2}{20}=.05$. The result is 1.2418 .
(3) If we take $n=100$ and $\Delta x=\frac{3-2}{100}=.01$, the calculation is very tedions. The result, however, is 1.26167. These successive


Fig. 126 determinations appear to be approaching a limit. By subsequent methods it will be shown that this limit is $1_{15}^{4}$.

It is obvious that the direct calculation of the sum (1) is very tedious, if not practically impossible, if the number of terms is very large. Some other method must be found to determine the limit of the sum as $n$ increases indefinitely. This method is furnished by the discussion in the following sections.
79. Differential of area. Let any one of the rectangles of fig. 125 be redrawn in fig. 127 and relettered, for convenience, MNTRP. Draw also $Q S$ and complete the rectangle $M N Q S$. Let $A$ denote the variable area $E M P D$. Then

$$
\begin{gathered}
M N=\Delta x, \quad R Q=\Delta y \\
M N Q P=\Delta A \\
M N R P=M P \cdot M N=y \Delta x \\
M N Q S=N Q \cdot M N \\
=(y+\Delta y) \Delta x
\end{gathered}
$$

But, from the figure,


Fig. 127

$$
\begin{aligned}
M N R P & <M N Q P<M N Q S \\
y \Delta x & <\Delta A<(y+\Delta y) \Delta x \\
y & <\frac{\Delta A}{\Delta x}<y+\Delta y .
\end{aligned}
$$

that is,
whence
Now as $\Delta x$ approaches zero as a limit, $\frac{\Delta A}{\Delta x}$ approaches $\frac{d A}{d x}$, $y$ is unchanged, and $y+\Delta y$ approaches $y$. Hence $\frac{\Delta A}{\Delta x}$, which lies between $y$ and $y+\Delta y$, also approaches $y$; that is,

$$
\begin{equation*}
\frac{d A}{d x}=y=f(x) \tag{1}
\end{equation*}
$$

In the differential notation we have

$$
\begin{equation*}
d A=f(x) d x \tag{2}
\end{equation*}
$$

To find the area it is therefore necessary first to find a function whose derivative is $f(x)$ and whose differential is $f(x) d x$.
80. The integral of a polynomial. The process by which a function is found from its derivative or its differential is called integration, and the result of the process is called the integral of the derivative.

Integration is expressed by the symbol $\int$; thus,

$$
\begin{equation*}
\int f(x) d x=F(x) \tag{1}
\end{equation*}
$$

where $F(x)$ is a function of which the derivative is $f(x)$. The process may be carried out in the simpler cases by reversing the rules for differentiation. Thus,

$$
\int 2 x d x=x^{2}+c, \quad \int 3 x^{2} d x=x^{3}+c
$$

by the formulas of $\S 74$.
In these results $c$ may be any constant whatever, since $\frac{d c}{d x}=0$. In fact, any derivative has an infinite number of integrals differing by a constant. The most general form of formula (1) is

$$
\begin{equation*}
\int f(x) d x=F(x)+C \tag{2}
\end{equation*}
$$

where $F(x)$ is any particular function whose derivative is $f(x)$ and $C$ is any arbitrary constant, called the constant of integration.

To integrate a polynomial we need to know that its integral is the sum of the integrals of its terms and that the integral of each term is found either by the formula

$$
\int a x^{n} d x=\frac{a x^{n+1}}{n+1}+c
$$

or by the formula

$$
\int a d x=a x+c
$$

These are simply the formulas of $\S 74$ reversed.
Ex. $\int\left(x^{3}+5 x^{2}+7 x+3\right) d x=\frac{x^{4}}{4}+\frac{5 x^{3}}{3}+\frac{7 x^{2}}{2}+3 x+C$.
81. The definite integral. Return now to the problem of area.

From § 79,

$$
\begin{align*}
d_{A} & =f(x) d x \\
A & =F(x)+C \tag{1}
\end{align*}
$$

This is the area of the figure EILPD (fig. 127), in which the line $M P$ can be drawn anywhere between $E D$ and $B C$. But if the line $M P$ coincides with $E D, A=0$ and $x=a$. Substituting these values in (1), we have

$$
\begin{aligned}
& O=F(a)+C, \\
& C=-F(a) .
\end{aligned}
$$

whence

Formula (1) now becomes

$$
A=F^{\prime}(x)-F(a) .
$$

The area $A$ becomes the area $E B C D$ when $x=b$. Then

$$
\text { area } E B C D=F(b)-F(a) \text {. }
$$

This gives us our desired method of evaluating the limit of the sum (1), $\S 78$, and may be expressed by the formula

$$
\begin{equation*}
\int_{a}^{b} f(x) d x=F(b)-F(a) . \tag{2}
\end{equation*}
$$

The limit of the sum (1), $\S 78$, which is denoted by $\int_{a}^{b} f(x) d x$, is called a definite integral, and the numbers $a$ and $b$ are called the lower limit and the upper limit* respectively of the definite integral.

This result gives the following rule for evaluating a definite integral:

To find the value of $\int_{a}^{b} f(x) d x$, evaluate $\int f(x) d x$, substitute $x=b$ and $x=a$ successively, and subtract the latter result from the former.

It is to be noticed that in evaluating $\int f(x) d x$ the constant of integration is to be omitted, sinee $-F(a)$ is that constant. However, if the constant is added, it disappears in the subtraction, sinee

$$
[F(b)+C]-[F(a)+C]=F(b)-F(a)
$$

In practice it is convenient to express $F(b)-F(a)$ by the symbol $[F(x)]_{a}^{b}$, so that

$$
\int_{a}^{b} f(x) d x=[F(x)]_{a}^{b}
$$

Ex. The example of $\S 78$ may now be completely solved. The required area is

$$
\int_{2}^{3} \frac{x^{2}}{5} d x=\left[\frac{x^{3}}{15}\right]_{2}^{3}=\frac{27}{15}-\frac{8}{15}=\frac{19}{15}=1_{15}^{4}
$$

[^0]In the foregoing discussion we have assumed that $f(x)$ is always positive and that $a<b$. These restrictions may be removed as follows:

If $f(x)$ is negative for all values of $x$ between $a$ and $b$, where $a<b$, the graphical representation is as in fig. 128. Here
$f(a) \Delta x=-$ the area of the rectangle $E M M_{1} R_{1} D$, $f\left(x_{1}\right) \Delta x=-$ the area of the rectangle $M_{1} M_{2} R_{2} I_{1}$, etc.,
so that

$$
\int_{a}^{b} f(x) d x=- \text { the area } E B C D .
$$

In case $f(x)$ is sometimes positive and sometimes negative, we have a combination of the foregoing results, as follows:

> If $a<b$, the integral $\int_{a}^{b} f(x) d x$ represents the algebraic sum of the areas bounded by the curve $y=f(x)$, the axis of $x$, and the ordinates $x=a$ and $x=b$, the areas above the axis of $x$ being positive and those below negative.


If $a>b, \Delta x$ is negative, since $\Delta x=\frac{b-a}{n}$. The only change necessary in the above statement, however, is in the algebraic signs, the areas above the axis of $x$ being now negative and those below positive. It is usual to arrange the work so that $\Delta x$ shall be positive.

It is obvious, however, that

$$
\int_{b}^{a} f(x) d x=-\int_{a}^{b} f(x) d x
$$

Also, from the areas involved,

$$
\int_{a}^{b} f(x) d x=\int_{a}^{c} f(x) d x+\int_{c}^{b} f(x) d x
$$

## PROBLEMS

Find approximately, by a numerical calculation, the slope of each of the following curves at the point given :

1. $y=x^{2}$ at $(2,4)$.
2. $y=x^{2}$ at $(3,9)$.
3. $y=x^{3}$ at $(1,1)$.
4. $y=x^{3}$ at $(2,8)$.

5. $y=\frac{1}{x}$ at $\left(2, \frac{1}{2}\right)$.
6. $y=\sqrt{x}$ at $(4,2)$.

Find from the definition, without the use of formulas, the derivatives of the following expressions:
7. $4 x^{3}$.
8. $5 x^{2}+7 x-2$.
9. $x^{5}-x$
10. $\frac{1}{x^{2}}$.
11. $\frac{2}{x^{3}}$.
12. $\sqrt{x}$.

Find by the formulas the derivatives of each of the following polynomials :

$$
\begin{array}{ll}
\text { 13. } 4 x^{3}-3 x^{2}+2 x-1 . & \text { 15. } x^{8}+7 x^{7}-6 x^{3}+7 x-3 . \\
\text { 14. } x^{4}+7 x^{2}-x+3 . & \text { 16. } \frac{1}{3} x^{6}-\frac{2}{5} x^{5}+\frac{3}{4} x^{4}+x^{2}-7 x .
\end{array}
$$

17. Prove that the derivative of $a x^{3}+b x^{2}+c x+e$ is the sum of the derivatives of its terms.
18. By expanding and differentiating show that the derivative of $(4 x+3)^{3}$ is $12(4 x+3)^{2}$.
19. By expanding and differentiating show that the derivative of $(x+a)^{n}$ is $n(x+a)^{n-1}$.

Find the values of $x$ for which the following expressions are respectively increasing and decreasing, and draw their graphs:

$$
\begin{array}{ll}
\text { 20. } x^{2}+6 x-4 . & \text { 23. } x^{4}-2 x^{2}+7 . \\
\text { 21. } x^{3}-3 x^{2}+7 . & \text { 24. } 2 x^{3}-15 x^{2}+36 x-270 . \\
\text { 22. } x^{4}+4 x-6 . & \text { 25. } x^{3}-3 x^{2}-9 x+27 .
\end{array}
$$

26. If a stone is thrown up from the surface of the earth with a velocity of 100 ft . per second, the distance traversed in $t$ seconds is given by the equation $s=100 t-16 t^{2}$. Find when the stone moves up and when down.
27. A particle is moving in a straight line in such a manner that its distance $x$ from a fixed point $A$ of the straight line, at any time $t$, is given by the equation $x=t^{3}-9 t^{2}+24 t+100$. When will the particle be approaching $A$ ?
28. A piece of wire of length 20 in . is bent into a rectangle one side of which is $x$. When will an increase in $x$ cause an increase in the area of the rectangle and when will it cause a decrease?
29. In a given isosceles triangle of base 20 and altitude 10 a rectangle of base $x$ is inscribed. Find the effect upon the area of the rectangle caused by increasing $x$.
30. A right circular cylinder with altitude $2 x$ is inscribed in a sphere of radius $a$. Find when an increase in the altitude of the cylinder will cause an increase in its volume and when it will cause a decrease.
31. A right circular cone of altitude $x$ is inscribed in a sphere of radius a. Find when an increase in the altitude of the cone will cause an increase in its volume and when it will cause a decrease.
32. On the line $3 x+y=6$ a point $P$ is taken and the sum $s$ of the squares of its distances from $(5,1)$ and $(\pi, 3)$ computed. Find the effect on $s$ caused by moving $l^{\prime}$ on the line.

Find the turning points of the following curves and draw the curves:

$$
\begin{array}{ll}
\text { 33. } y=2 x^{3}-9 x^{2} . & \text { 35. } y=\frac{1}{4} x^{4}-2 x^{2}+\frac{1}{4} . \\
\text { 34. } y=2 x^{3}+3 x^{2}-12 x-18 . & \text { 36. } y=x^{4}-2 x^{3}+4 .
\end{array}
$$

37. Find the equation of the tangent to the curve $y=4 x^{2}+4 x-3$ at the point the abscissa of which is -1 .
38. Find the equation of the tangent to the curve $y=x^{8}+4 x^{2}$ at the point the abscissa of which is -3 .
39. Show that the equation of the tangent to the curve $y=a x^{2}+$ $2 b x+c$ at the point $\left(x_{1}, y_{1}\right)$ is $y=2\left(u x_{1}+b\right) x-a x_{1}^{2}+c$.
40. Show that the equation of the tangent to the curve $y=x^{3}+$ $a x+b$ at the point $\left(x_{1}, y_{1}\right)$ is $y=\left(3 x_{1}^{2}+a\right) x-2 x_{1}^{3}+b$.
41. Find the area of the triangle included between the coördinate axes and the tangent to the curve $y=x^{3}$ at the point ( 3,27 ).
42. Determine the point of intersection of the tangents to the curve $y=x^{3}-5 x+7$ at the points the abscissas of which are -2 and 3 respectively.
43. Determine the point of intersection of the tangents to the curve $y=x^{3}-3 x+7$ at the points the abscissas of which are 2 and 0 respectively.
44. Find the angle between the tangents to the curve $y=x^{2}-$ $4 x+1$ at the points the abscissas of which are 1 and 3 respectively.
45. Find the angle between the tangents to the curve $y=x^{3}-$ $3 x^{2}+4 x-12$ at the points the abscissas of which are -1 and 1 respectively.
46. Find the equations of the tangents to curve $y=x^{3}+x^{2}$ that have the slope 8.
47. Find the equations of the tangents to the curve $2 x^{3}+4 x^{2}-$ $x-y=0$ that have the slope $\frac{1}{2}$.
48. Find the points on the curve $y=3 x^{3}-4 x^{2}$ at which it makes an angle of $45^{\circ}$ with $O X$.
49. Find the points on the curve $y=x^{3}-x^{2}+2 x+3$ at which the tangents are parallel to the line $y=3 x-7$.
50. How many tangents has the curve $y=x^{3}-2 x^{2}+x-2$ which are parallel to the line $7 x-4 y+28=0$ ? Find their equations.
51. Find approximately the area bounded by the straight line $y=2 x+3$, the ordinates $x=1$ and $x=2$, and the axis of $x$, by considering the area as the sum of rectangles the bases of which are .2 in the first approximation and .1 in the second approximation. Also find the area exactly by elementary geometry.
52. Find approximately the area between the axis of $x$ and the portion of the curve $y=x-x^{2}$ which is above the axis of $x$, by considering the area as the sum of rectangles the bases of which are .2 in the first approximation and .1 in the second approximation.
53. Find approximately the area bounded by the curve $y=\frac{1}{x}$, the ordinates $x=2$ and $x=3$, and the axis of $x$, by considering the area as the sum of rectangles the bases of which are .2 in the first approximation and .1 in the second approximation.
54. Find the area bounded by the curve $y=\sqrt{x}$, the ordinates $x=1$ and $x=4$, and the axis of $x$, by considering the area as the sum of rectangles the bases of which are .5 in the first approximation and .2 in the second approximation.
55. Find by integration the area described in Ex. 51.
56. Find by integration the area described in Ex. 52.
57. Find the area bounded by the curve $y=x^{3}-2 x^{2}+3 x-1$, the ordinates $x=2$ and $x=4$, and the axis of $x$.
58. Find the area bounded by the axis of $x$ and the portion of the curve $y=9-x^{2}$ above the axis of $x$.
59. Find the area between the axis of $x$ and that part of the curve $y=10-11 x-6 x^{2}$ which is above the axis of $x$.
60. Find the area between the axis of $x$ and that part of the curve $y=x^{3}-3 x^{2}-9 x+27$ which is above the axis of $x$.
61. Find the area bounded by the axis of $x$ and the portion of the curve $y=x^{8}+3 x^{2}-4$ below the axis of $x$.
62. Find each of the two areas bounded by the curve $y=150 x-$ $25 x^{2}-x^{3}$ and the axis of $x$.
63. Find the area bounded by the axis of $x$, the curve $y=2 x^{3}+$ $3 x^{2}+2$, and the ordinates through the turning points of the curve.
64. Prove that the area of a parabolic segment is two thirds of the product of its base and altitude.
65. Find the area between the parabola $y=\frac{1}{4} x^{2}$ and the straight line $3 x-2 y-4=0$.
66. Find the area of the crescent-shaped figure between the curves $y=x^{2}+5$ and $y=2 x^{2}+1$.

## CHAPTER X

## DIFFERENTIATION OF ALGEBRAIC FUNCTIONS

82. Theorems on derivatives. In order to extend the process of differentiation to functions other than polynomials, we shall need the following theorems:
83. The derivative of a function plus a constant is equal to the derivative of the function.

Let $u$ be a function of $x$ which can be differentiated, let $c$ be a constant, and place

$$
y=u+c .
$$

Then if $x$ is increased by an increment $\Delta x, u$ is increased by an increment $\Delta u$, and $c$ is unchanged. Hence the value of $y$ becomes $u+\Delta u+c$.

Whence

$$
\Delta y=(u+\Delta u+c)-(u+c)=\Delta u .
$$

Therefore

$$
\frac{\Delta y}{\Delta x}=\frac{\Delta u}{\Delta x},
$$

and, taking the limit of each side of this equation, we have

$$
\frac{d y}{d x}=\frac{d u}{d x}
$$

Ex. 1. $y=4 x^{3}+3$.

$$
\frac{d y}{d x}=\frac{d}{d x}\left(4 x^{3}\right)=12 x^{2} .
$$

2. The derivative of a constant times a function is equal to the constant times the derivative of the function.

Let $u$ be a function of $x$ which can be differentiated, let $c$ be a constant, and place

$$
y=c u .
$$

Give $x$ an increment $\Delta x$, and let $\Delta u$ and $\Delta y$ be the corresponding increments of $u$ and $y$. Then

$$
\Delta y=c(u+\Delta u)-c u=c \Delta u .
$$

Hence

$$
\frac{\Delta y}{\Delta x}=c \frac{\Delta u}{\Delta x}
$$

and, by theorem $3, \S 69$,

$$
\operatorname{Lim} \frac{\Delta y}{\Delta x}=c \operatorname{Lim} \frac{\Delta u}{\Delta x}
$$

Therefore

$$
\frac{d y}{d x}=c \frac{d u}{d x}
$$

by the definition of a derivative.
Ex. 2. $y=5\left(x^{3}+3 x^{2}+1\right)$.

$$
\frac{d y}{d x}=5 \frac{d}{d x}\left(x^{3}+3 x^{2}+1\right)=5\left(3 x^{2}+6 x\right)=15\left(x^{2}+2 x\right) .
$$

3. The derivative of the sum of a finite number of functions is equal to the sum of the derivatives of the functions.

Let $u, v$, and $w$ be three functions of $x$ which can be differentiated, and let

$$
y=u+v+w
$$

Give $x$ an increment $\Delta x$, and let the corresponding increments of $u, v, w$, and $y$ be $\Delta u, \Delta v, \Delta u$, and $\Delta y$. Then

$$
\begin{aligned}
\Delta y & =(u+\Delta u+v+\Delta v+w+\Delta w)-(u+v+w) \\
& =\Delta u+\Delta v+\Delta w ;
\end{aligned}
$$

whence

$$
\frac{\Delta y}{\Delta x}=\frac{\Delta u}{\Delta x}+\frac{\Delta v}{\Delta x}+\frac{\Delta w}{\Delta x} .
$$

Now let $\Delta x$ approach zero. By theorem 1, §69,

$$
\operatorname{Lim} \frac{\Delta y}{\Delta x}=\operatorname{Lim} \frac{\Delta u}{\Delta x}+\operatorname{Lim} \frac{\Delta v}{\Delta x}+\operatorname{Lim} \frac{\Delta v}{\Delta x} ;
$$

that is, by the definition of a derivative,

$$
\frac{d y}{d x}=\frac{d u}{d x}+\frac{d v}{d x}+\frac{d w}{d x}
$$

The proof is evidently applicable to any finite number of functions.

Ex. 3. $y=x^{4}-3 x^{3}+2 x^{2}-7 x$.

$$
\frac{d y}{d x}=4 x^{3}-9 x^{2}+4 x-7 .
$$

4. The derivative of the product of a finite number of functions is equal to the sum of the products obtained by multiplying the derivative of each factor by all the other factors.

Let $u$ and $v$ be two functions of $x$ which can be differentiated, and let

$$
y=u v
$$

Give $x$ an increment $\Delta x$, and let the corresponding increments of $u, v$, and $y$ be $\Delta u, \Delta v$, and $\Delta y$.

Then

$$
\begin{aligned}
\Delta y & =(u+\Delta u)(v+\Delta v)-u v \\
& =u \Delta v+v \Delta u+\Delta u \cdot \Delta v \\
\frac{\Delta y}{\Delta x} & =u \frac{\Delta v}{\Delta x}+v \frac{\Delta u}{\Delta x}+\frac{\Delta u}{\Delta x} \cdot \Delta v .
\end{aligned}
$$

and

If, now, $\Delta x$ approaches zero, we have, by $\S 69$,

$$
\operatorname{Lim} \frac{\Delta y}{\Delta x}=u \operatorname{Lim} \frac{\Delta v}{\Delta x}+v \operatorname{Lim} \frac{\Delta u}{\Delta x}+\operatorname{Lim} \frac{\Delta u}{\Delta x} \cdot \operatorname{Lim} \Delta v .
$$

But $\operatorname{Lim} \Delta v=0$,
and therefore $\quad \frac{d y}{d x}=u \frac{d v}{d x}+v \frac{d u}{d x}$.
Again, let $\quad y=u v w$.
Regarding $u v$ as one function and applying the result already obtained, we have

$$
\begin{aligned}
\frac{d y}{d x} & =u v \frac{d w}{d x}+w \frac{d(u v)}{d x} \\
& =u v \frac{d w}{d x}+w\left[u \frac{d v}{d x}+v \frac{d u}{d x}\right] \\
& =u v \frac{d w}{d x}+u w \frac{d v}{d x}+v w \frac{d u}{d x} .
\end{aligned}
$$

The proof is clearly applicable to any finite number of factors.
Ex. 4. $y=(3 x-5)\left(x^{2}+1\right) x^{3}$.

$$
\begin{aligned}
\frac{d y}{d x} & =(3 x-5)\left(x^{2}+1\right) \frac{d\left(x^{3}\right)}{d x}+(3 x-5) x^{3} \frac{d\left(x^{2}+1\right)}{d x}+\left(x^{2}+1\right) x^{3} \frac{d(3 x-5)}{d x} \\
& =(3 x-5)\left(x^{2}+1\right)\left(3 x^{2}\right)+(3 x-5) x^{3}(2 x)+\left(x^{2}+1\right) x^{3}(3) \\
& =\left(18 x^{3}-25 x^{2}+12 x-15\right) x^{2} .
\end{aligned}
$$

5. The derivative of a fraction is equal to the denominator times the derivative of the numerator minus the numerator times the derivative of the denominator, all divided by the square of the denominator.

Let $y=\frac{u}{v}$, where $u$ and $v$ are two functions of $x$ which can be differentiated. Let $\Delta x, \Delta u, \Delta v$, and $\Delta y$ be as usual. Then
and

$$
\begin{aligned}
& \Delta y=\frac{u+\Delta u}{v+\Delta v}-\frac{u}{v}=\frac{v \Delta u-u \Delta v}{v^{2}+v \Delta v} \\
& \frac{\Delta y}{\Delta x}=\frac{v \frac{\Delta u}{\Delta x}-u \frac{\Delta v}{\Delta x}}{v^{2}+v \Delta v} .
\end{aligned}
$$

Now let $\Delta x$ approach zero. By $\S 69$,
whence

$$
\begin{aligned}
\operatorname{Lim} \frac{\Delta y}{\Delta x} & =\frac{v \operatorname{Lim} \frac{\Delta u}{\Delta x}-u \operatorname{Lim} \frac{\Delta v}{\Delta x}}{v^{2}+v \operatorname{Lim} \Delta v} ; \\
\frac{d y}{d x} & =\frac{v \frac{c u}{d x}-u \frac{d v}{d x}}{v^{2}} .
\end{aligned}
$$

Ex. 5. $y=\frac{x^{2}-1}{x^{2}+1}$.

$$
\frac{d y}{d x}=\frac{\left(x^{2}+1\right)(2 x)-\left(x^{2}-1\right) 2 x}{\left(x^{2}+1\right)^{2}}=\frac{4 x}{\left(x^{2}+1\right)^{2}} .
$$

6. If $y$ is a function of $x$, then $x$ is a function of $y$, and the derivative of $x$ with respect to $y$ is the reciprocal of the derivative of $y$ with respect to $x$.

Let $\Delta x$ and $\Delta y$ be corresponding increments of $x$ and $y$. Then
whence

$$
\begin{aligned}
\frac{\Delta x}{\Delta y} & =\frac{1}{\frac{\Delta y}{\Delta x}} \\
\operatorname{Lim} \frac{\Delta x}{\Delta y} & =\frac{1}{\operatorname{Lim} \frac{\Delta y}{\Delta x}} \\
\frac{d x}{d y} & =\frac{1}{\frac{d y}{d x}}
\end{aligned}
$$

that is,
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7. If $y$ is a function of $u$ and $u$ is a function of $x$, then $y$ is a function of $x$, and the derivative of $y$ with respect to $x$ is equal to the derivative of $y$ with respect to $u$ times the derivative of $u$ with respect to $x$.

An increment $\Delta x$ determines an increment $\Delta u$, and this in turn determines an increment $\Delta y$. Then evidently

$$
\frac{\Delta y}{\Delta x}=\frac{\Delta y}{\Delta u} \cdot \frac{\Delta u}{\Delta x},
$$

whence

$$
\operatorname{Lim} \frac{\Delta y}{\Delta x}=\operatorname{Lim} \frac{\Delta y}{\Delta u} \cdot \operatorname{Lim} \frac{\Delta u}{\Delta x} ;
$$

that is,

$$
\frac{d y}{d x}=\frac{d y}{d u} \cdot \frac{d u}{d x}
$$

Ex. 6. $y=u^{2}+3 u+1$, where $u=\frac{1}{x^{2}}$.

$$
\frac{d y}{d x}=(2 u+3)\left(-\frac{2}{x^{3}}\right)=-\frac{2+3 x^{2}}{x^{2}} \cdot \frac{2}{x^{3}}=-\frac{4+6 x^{2}}{x^{5}} .
$$

The same result is obtained by substituting in the expression for $y$ the value of $u$ in terms of $x$ and then differentiating.

This result has an important application to the differential. For suppose we have

$$
\begin{equation*}
y=f(u), \quad u=\phi(x) . \tag{1}
\end{equation*}
$$

By substitution, we obtain

$$
\begin{equation*}
y=f[\phi(x)]=F(x) \tag{2}
\end{equation*}
$$

and the formula proved above gives us

$$
\begin{equation*}
F^{\prime}(x)=f^{\prime}(u) \cdot \phi^{\prime}(x) \tag{3}
\end{equation*}
$$

By use of $\S 77$ we obtain from (1)

$$
\begin{equation*}
d y=f^{\prime}(u) d u, \quad d u=\phi^{\prime}(x) d x \tag{4}
\end{equation*}
$$

and from (2) we have $d y=F^{\prime}(x) d x$.
It is important to know that the two values of $d y$ in (4) and (5) agree. In fact, by means of (3) and the second part of (4), (5) becomes

$$
d y=f^{\prime}(u) \phi^{\prime}(x) d x=f^{\prime}(u) d u
$$

Hence it is not necessary, in applying $\S 77$ to find a differential, to ask whether $x$ is an independent variable or not.
83. Derivative of $u^{n}$. If $u$ is any function of $x$ which can be differentiated and $n$ is any real constant, then

$$
\frac{d\left(u^{n}\right)}{d x}=m u^{n-1} \frac{d u}{d x}
$$

To prove this formula we shall distinguish four cases:

1. When $n$ is a positive integer.

$$
\begin{align*}
\frac{d\left(u^{n}\right)}{d x} & =\frac{d\left(u^{n}\right)}{d u} \cdot \frac{d u}{d x} \\
& =n u^{n-1} \frac{d u}{d x}
\end{align*}
$$

2. When $n$ is a positive rational fraction.

Let $n=\frac{p}{q}$, where $p$ and $q$ are positive integers, and place

$$
y=u^{\frac{p}{q}} .
$$

By raising both sides of this equation to the $q$ th power, we have

$$
y^{q}=u^{p} .
$$

Here we have two functions of $x$ which are equal for all values of $x$. If we give $x$ an increment $\Delta x$, we have

$$
\begin{aligned}
& \Delta\left(y^{p}\right)=\Delta\left(u^{p}\right) \\
& \frac{\Delta\left(y^{p}\right)}{\Delta x}=\frac{\Delta\left(u^{p}\right)}{\Delta x}
\end{aligned}
$$

and therefore

$$
\frac{d\left(y^{q}\right)}{d x}=\frac{d\left(u^{p}\right)}{d x}
$$

whence

$$
q y^{q-1} \frac{d y}{d x}=p u^{p-1} \frac{d u}{d x}
$$

since $p$ and $q$ are positive integers. Substituting the value of $y$ and dividing, we have

$$
\frac{d y}{d x}=\frac{p}{q} u^{\frac{p}{q}-1} \frac{d u}{d x}
$$

Hence, in this case also,

$$
\frac{d\left(u^{n}\right)}{d x}=n u^{n-1} \frac{d u}{d x}
$$

3. When $n$ is a negative rational number.

Let $n=-m$, where $m$ is a positive number, and place

Then

$$
\begin{align*}
y & =u^{-m}=\frac{1}{u^{m}} \\
\frac{d y}{d x} & =\frac{-\frac{d\left(u^{m}\right)}{d x}}{u^{2 m}} \\
& =-\frac{m u^{m-1} \frac{d u}{d x}}{u^{2 m}} \\
& =-m u^{-m-1} \frac{d u}{d x}
\end{align*}
$$

(by 1 and 2)

Hence, in this case also,

$$
\frac{d\left(u^{n}\right)}{d x}=n u^{n-1} \frac{d u}{d x} .
$$

4. When $n$ is an irrational number.

The formula is true in this case also, but the proof will not be given.

It appears that $1, \S 74$, is true for all real values of $n$.
Ex. 1. $y=\left(x^{3}+4 x^{2}-5 x+7\right)^{3}$.

$$
\begin{aligned}
\frac{d y}{d x} & =3\left(x^{3}+4 x^{2}-5 x+7\right)^{2} \frac{d}{d x}\left(x^{3}+4 x^{2}-5 x+7\right) \\
& =3\left(3 x^{2}+8 x-5\right)\left(x^{3}+4 x^{2}-5 x+7\right)^{2} .
\end{aligned}
$$

Ex. 2. $y=\sqrt[3]{x^{2}}+\frac{1}{x^{3}}=x^{\frac{2}{3}}+x^{-8}$.

$$
\begin{aligned}
\frac{d y}{d x} & =\frac{2}{3} x^{-\frac{1}{3}}-3 x^{-4} \\
& =\frac{2}{3 \sqrt[3]{x}}-\frac{3}{x^{4}} .
\end{aligned}
$$

Ex. 3. $y=(x+1) \sqrt{x^{2}+1}$.

$$
\begin{aligned}
\frac{d y}{d x} & =(x+1) \frac{d\left(x^{2}+1\right)^{\frac{1}{2}}}{d x}+\left(x^{2}+1\right)^{\frac{1}{2}} \frac{d(x+1)}{d x} \\
& =(x+1)\left[\frac{1}{2}\left(x^{2}+1\right)^{-\frac{1}{2}} \cdot 2 x\right]+\left(x^{2}+1\right)^{\frac{1}{2}} \\
& =\frac{x(x+1)}{\left(x^{2}+1\right)^{\frac{1}{2}}}+\left(x^{2}+1\right)^{\frac{1}{2}} \\
& =\frac{2 x^{2}+x+1}{\sqrt{x^{2}+1}}
\end{aligned}
$$

Ex. 4. $y=\sqrt[3]{\frac{x}{x^{3}+1}}=\left(\frac{x}{x^{3}+1}\right)^{\frac{1}{8}}$.

$$
\begin{aligned}
\frac{d y}{d x} & =\frac{1}{3}\left(\frac{x}{x^{3}+1}\right)^{-\frac{2}{8}} \frac{d}{d x}\left(\frac{x}{x^{3}+1}\right) \\
& =\frac{1}{3}\left(\frac{x^{3}+1}{x}\right)^{\frac{2}{3}} \frac{1-2 x^{3}}{\left(x^{3}+1\right)^{2}} \\
& =\frac{1-2 x^{3}}{3 x^{\frac{2}{3}}\left(x^{3}+1\right)^{\frac{4}{3}}}
\end{aligned}
$$

84. Formulas. The formulas proved in the previous articles are

$$
\begin{align*}
& \frac{d(u+c)}{d x}=\frac{d u}{d x}  \tag{1}\\
& \frac{d(c u)}{d x}=c \frac{d u}{d x},  \tag{2}\\
& \frac{d(u+v)}{d x}=\frac{d u}{d x}+\frac{d v}{d x},  \tag{3}\\
& \frac{d(u v)}{d x}=u \frac{d v}{d x}+v \frac{d u}{d x},  \tag{4}\\
& \frac{d\left(\frac{u}{v}\right)}{d x}=\frac{v \frac{d u}{d x}-u \frac{d v}{d x}}{v^{2}},  \tag{5}\\
& \frac{d\left(u^{n}\right)}{d x}=m u^{n-1} \frac{d u}{d x},  \tag{6}\\
& \frac{d x}{d y}=\frac{1}{d y}  \tag{7}\\
& \frac{d y}{d x}=\frac{d y}{d u} \cdot \frac{d u}{d x},  \tag{8}\\
& \frac{d y}{d x}=\frac{d y}{d u}  \tag{9}\\
& \frac{d x}{d u}
\end{align*}
$$

Formula (9) is a combination of (7) and (8).
85. Higher derivatives. If $y=f(x)$, then $\frac{d y}{d x}$ is in general a function of $x$ and may be differentiated with respect to $x$. The result is called the second derivative of $y$ with respect to $x$ and is indicated by the symbol $\frac{d}{d x}\left(\frac{d y}{d x}\right)$, which is commonly abbreviated into $\frac{d^{2} y}{d x^{2}}$.

Similarly, the derivative of the second derivative is called the third derivative, and so on. The successive derivatives are commonly indicated by the following notation:

$$
\begin{aligned}
y & =f(x), \text { the original function } ; \\
\frac{d y}{d x} & =f^{\prime}(x), \text { the first derivative } ; \\
\frac{d}{d x}\left(\frac{d y}{d x}\right)=\frac{d^{2} y}{d x^{2}} & =f^{\prime \prime}(x), \text { the second derivative; } \\
\frac{d}{d x}\left(\frac{d^{2} y}{d x^{2}}\right)=\frac{d^{3} y}{d x^{3}} & =f^{\prime \prime \prime}(x), \text { the third derivative } ; \\
\frac{d^{n} y}{d x^{n}} & =f^{(n)}(x), \text { the } n \text {th derivative. }
\end{aligned}
$$

It is noted in $\S 9$ that $f(a)$ denotes the value of $f(x)$ when $x=a$. Similarly, $f^{\prime}(a), f^{\prime \prime}(a), f^{\prime \prime \prime}(a)$ are used to denote the values of $f^{\prime}(x), f^{\prime \prime}(x), f^{\prime \prime \prime}(x)$ respectively when $x=a$. It is to be emphasized that the differentiation is to be carried out before the substitution of the value of $x$.

Ex. If $f(x)=\frac{x-1}{x^{2}+1}$, find $f^{\prime \prime}(0)$.

$$
\begin{aligned}
f^{\prime}(x) & =\frac{-x^{2}+2 x+1}{\left(x^{2}+1\right)^{2}} . \\
f^{\prime \prime}(x) & =\frac{2 x^{3}-6 x^{2}-6 x+2}{\left(x^{2}+1\right)^{3}} . \\
f^{\prime \prime}(0) & =2 .
\end{aligned}
$$

Therefore
86. Differentiation of implicit functions. Consider any equation of the form

$$
\begin{equation*}
f(x, y)=0 \tag{1}
\end{equation*}
$$

By means of this equation, if a value of $x$ is given, values of $y$ are determined. Hence (1) defines $y$ as a function of $x$. When (1) is
solved for $y$, so that $y$ is expressed in terms of $x, y$ is an explicit function. When (1) is not solved for $y, y$ is an implicit function.

For example,

$$
3 x^{2}-4 x y+5 y^{2}-6 x+7 y-8=0
$$

which may be written

$$
5 y^{2}+(7-4 x) y+\left(3 x^{2}-6 x-8\right)=0,
$$

defines $y$ as an implicit function of $x$.
If the equation is solved for $y$, giving

$$
y=\frac{-7+4 x \pm \sqrt{209+64 x-4+x^{2}}}{10}
$$

$y$ is expressed as an explicit function of $x$.
It is possible to find $\frac{d y}{d x}$ from (1) without solving (1), for we have in (1) a function of $x$ which is always equal to zero. Hence its derivative is zero. The derivative may be found by use of the formulas of the previous articles, as shown in the following examples:

Ex. 1. Given $x^{2}+y^{2}=5$.
Then

$$
\frac{d\left(x^{2}+y^{2}\right)}{d x}=0,
$$

that is,

$$
2 x+2 y \frac{d y}{d x}=0 ;
$$

whence

$$
\frac{d y}{d x}=-\frac{x}{y} .
$$

The derivative may also be found by solving the equation for $y$. Then

$$
\begin{aligned}
y & = \pm \sqrt{5-x^{2}} \\
\frac{d y}{d x} & = \pm \frac{-x}{\sqrt{5-x^{2}}}=-\frac{x}{y} .
\end{aligned}
$$

Ex. 2. Given $y^{3}-x y-1=0$.
Then

$$
\frac{d\left(y^{3}\right)}{d x}-\frac{d(x y)}{d x}=0 .
$$

Hence

$$
3 y^{2} \frac{d y}{d x}-x \frac{d y}{d x}-y=0
$$

and

$$
\frac{d y}{d x}=\frac{y}{3 y^{2}-x} .
$$

The second derivative may be found by differentiating the result thus obtained.
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Ex. 3. If $x^{2}+y^{2}=5$, we have found $\frac{d y}{d x}=-\frac{x}{y}$.
Therefore

$$
\begin{aligned}
\frac{d^{2} y}{d x^{2}} & =-\frac{d}{d x}\left(\frac{x}{y}\right) \\
& =-\frac{y-x \frac{d y}{d x}}{y^{2}} \\
& =-\frac{y-x\left(-\frac{x}{y}\right)}{y^{2}} \\
& =-\frac{y^{2}+x^{2}}{y^{3}} \\
& =-\frac{5}{y^{3}} .
\end{aligned}
$$

Ex. 4. If $y^{3}-x y-1=0$, we have found $\frac{d y}{d x}=\frac{y}{3 y^{2}-x}$.

Then

$$
\begin{aligned}
\frac{d^{2} y}{d x^{2}} & =\frac{\left(3 y^{2}-x\right) \frac{d y}{d x}-y \frac{d\left(3 y^{2}-x\right)}{d x}}{\left(3 y^{2}-x\right)^{2}} \\
& =\frac{\left(3 y^{2}-x\right) \frac{d y}{d x}-y\left(6 y \frac{d y}{d x}-1\right)}{\left(3 y^{2}-x\right)^{2}} \\
& =\frac{\left(3 y^{2}-x\right) \frac{y}{3 y^{2}-x}-y\left(\frac{6 y^{2}}{3 y^{2}-x}-1\right)}{\left(3 y^{2}-x\right)^{2}} \\
& =\frac{-2 x y}{\left(3 y^{2}-x\right)^{3}} .
\end{aligned}
$$

87. Tangents and normals. It has been shown in § 76 that the tangent to a curve $y=f(x)$ at a point $\left(x_{1}, y_{1}\right)$ is

$$
y-y_{1}=\left(\frac{d y}{d x}\right)_{1}\left(x-x_{1}\right)
$$

where $\left(\frac{d y}{d x}\right)_{1}$ denotes the value of $\frac{d y}{d x}$ at $\left(x, y_{1}\right)$.
The normal to a curve at any point is the straight line perpendicular to the tangent at that point.

To find the equation of the normal we first find the slope of the tangent and then use the method of $\S 32,3$.

Ex. 1. Find the equations of the tangent and the normal to the parabola $y^{2}=3 x$ at the points for which $x=3$.

When

$$
x=3, y= \pm 3
$$

By differentiation we have

$$
2 y \frac{d y}{d x}=3, \quad \text { or } \quad \frac{d y}{d x}=\frac{3}{2 y}
$$

Therefore the slope of the tangent at $(3,3)$ is $\frac{1}{2}$, and the slope of the tangent at $(3,-3)$ is $-\frac{1}{2}$.

Hence at $(3,3)$ the equation of the tangent is

$$
y-3=\frac{1}{2}(x-3), \quad \text { or } \quad x-2 y+3=0
$$ and the equation of the normal is $y-3=-2(x-3)$, or $2 x+y-9=0 ;$ and at $(3,-3)$ the equation of the tangent is $y+3=-\frac{1}{2}(x-3)$, or $x+2 y+3=0$, and the equation of the normal is

$$
y+3=2(x-3), \text { or } 2 x-y-9=0
$$

Ex. 2. Prove that the normal to a pa-


Fig. 129 rabola at any point makes equal angles with the axis of the parabola and the focal radins drawn to the point.

Let $P_{1}\left(x_{1}, y_{1}\right)$ be any point of the parabola $y^{2}=4 p x$ (fig. 129), and let $F(p, 0)$ be the focus. Then $F I_{1}$ is the focal radius of $P_{1}$, and let $P_{1} N$ be the normal to the parabola. To prove $\angle F N P_{1}=\angle F P_{1} N$.

By differentiation we have $2 y \frac{d y}{d x}=4 p$, whence the slope of the tangent at $P_{1}$ is $\frac{2 p}{y_{1}}$ and the slope of the normal is $-\frac{y_{1}}{2 p}$. It follows that $\tan F V P_{1}=\frac{y_{1}}{2 p}$.

$$
\text { Slope of } F P_{1}=\frac{y_{1}}{x_{1}-p}
$$

therefore

$$
\begin{aligned}
\tan F P_{1} N & =\frac{-\frac{y_{1}}{2 p}-\frac{y_{1}}{x_{1}-p}}{1-\frac{y_{1}}{2 p}\left(\frac{y_{1}}{x_{1}-p}\right)} \\
& =\frac{-y_{1}\left(x_{1}+p\right)}{2 p\left(x_{1}-p\right)-y_{1}^{2}} \\
& =\frac{y_{1}}{2 p}
\end{aligned}
$$

if we replace $y_{1}^{2}$ by $4 p x_{1}$, since $y_{1}^{2}=4 p x_{1}, P_{1}$ being a point of the parabola. Since $\tan F P_{1} N=\tan F N P_{1}$, the angles are equal.
AC.

The angle of intersection of two curves is the angle between their respective tangents at the point of intersection. The method of finding the angle of intersection is illustrated in the following example:

Ex. 3. Find the angle of intersection of the circle $x^{2}+y^{2}=8$ and the parabola $x^{2}=2 y$.

The points of intersection are $P_{1}(2,2)$ and $P_{2}(-2,2)$ (fig. 130), and from the symmetry of the diagram it is evident that the angles of intersection at $P_{1}$ and $P_{2}$ are the same.

Differentiating the equation of the circle, we have $2 x+2 y \frac{d y}{d x}=0$, whence $\frac{d y}{d x}=-\frac{x}{y}$, and differentiating the equation of the parabola, we find $\frac{d y}{d x}=x$.


Fig. 130

Hence at $P_{1}$ the slope of the tangent to the circle is -1 and the slope of the tangent to the parabola is 2 .

Accordingly, if $\beta$ denotes the required angle of intersection,

$$
\begin{aligned}
\tan \beta & =\frac{-1-2}{1-2}=3, \\
\beta & =\tan ^{-1} 3 .
\end{aligned}
$$

88. Sign of the second derivative. Since the second derivative is the derivative of the first derivative, the sign of $\frac{d^{2} y}{d x^{2}}$ shows whether $\frac{d y}{d x}$ is an increasing or a decreasing function.

The significance of $\frac{d^{2} y}{d x^{2}}$ for the graph $y=f(x)$ is obtained from the fact that $\frac{d y}{d x}$ is equal to the slope; hence $\frac{d^{2} y}{d x^{2}}$ is the derivative of the slope. Therefore, by $\S 75$, if $\frac{d^{2} y}{d x^{2}}$ is positive, the slope is increasing; if $\frac{d^{2} y}{d x^{2}}$ is negative, the slope is decreasing. We may have, accordingly, the following four cases:

$$
\text { 1. } \frac{d y}{d x}>0, \quad \frac{d^{2} y}{d x^{2}}>0 .
$$



Fig. 131

Since both the ordinate and the slope are increasing, the graph runs up toward the right with increasing slope (fig. 131).
2. $\frac{d y}{d x}>0, \quad \frac{d^{2} y}{d x^{2}}<0$.

The graph runs up toward the right with decreasing slope (fig. 132).
3. $\frac{d y}{d x}<0, \quad \frac{d^{2} y}{d x^{2}}>0$.


Fig. 132

The graph runs down toward the right. The slope, which is negative, is increasing algebraically and hence is decreasing numerically (fig. 133).
4. $\frac{d y}{d x}<0, \quad \frac{d^{2} y}{d x^{2}}<0$.


Fig. 133

The graph runs down toward the right, and the slope is decreasing algeloraically (fig. 134).

The consideration of these cases leads to the following conclusion: If $\frac{d^{2} y}{d x^{2}}$ is positive, the graph is concave upward; if $\frac{d^{2} y}{d x^{2}}$ is negative, the graph is concave dowmeard.


Fig. 134

If a curve changes from concavity in one direction to coneavity in the other direction at any point, that point is called a point of inflection. It follows that at such a point $\frac{d^{2} y}{d x^{2}}$ changes sign, either by becoming zero or by becoming infinite. These two cases are illustrated in the following examples:

Ex. 1. Examine the curve $y=\frac{1}{12}\left(x^{3}-6 x^{2}\right)$ for points of inflection.

$$
\begin{aligned}
\frac{d y}{d x} & =\frac{1}{4} x^{2}-x \\
\frac{d^{2} y}{d x^{2}} & =\frac{1}{2} x-1=\frac{1}{2}(x-2)
\end{aligned}
$$

The curve (fig. 135) is concave downward
 when $x<2$, is concave upward when $x>2$, and accordingly there is a point of inflection when $x=2$. The ordinate of this point is $-1 \frac{1}{3}$.

Ex. 2. Examine the curve $y=(x-2)^{\frac{1}{3}}$ for points of inflection.

$$
\frac{d y}{d x}=\frac{1}{3(x-2)^{\frac{2}{3}}}, \quad \frac{d^{2} y}{d x^{2}}=-\frac{2}{9(x-2)^{\frac{5}{3}}} .
$$

it is evident that $\frac{d^{2} y}{d^{2} x}=\infty$ if $x=2$, and that no finite value of $x$ makes $\frac{d^{2} y}{d x^{2}}=0$. If $x<2$, $\frac{d^{2} y}{d x^{2}}>0$; and if $x>2, \frac{d^{2} y}{d x^{2}}<0$. Hence the point


Fig. 136 for which $x=2$ is a point of inflection, since on the left of that point the curve is concave upward and on the right of that point it is concave downward (fig. 136). The ordinate of this point is 0 .
89. Maxima and minima. If $f(x)$ changes from an increasing function to a decreasing function ( $\$ 75$ ) when $x$ increases through


Fig. 137


Fig. 138
the value $a$ and $f(a)$ is finite, $f(a)$ is called a maximum value of $f(x)$ (figs. 137, 138); and if $f(x)$ changes from a decreasing


Fig. 139


Fig. 140
function to an increasing function when $x$ increases through the value $a$ and $f(a)$ is finite, $f(a)$ is called a minimum value of $f(x)$ (figs. 139, 140).

Since the derivative of an increasing function is positive and the derivative of a decreasing function is negative, it follows
that the derivative of the function must change sign at either a maximum or a minimum value and hence must become either zero or infinity. Accordingly we have two cases:
I. If $\frac{d y}{d x}=0$ or $\infty$ when $x=a$, and $\frac{d y}{d x}>0$ when $x<a$, and $\frac{d y}{d x}<0$ when $x>a, f(a)$ is a maximum value of $y=f(x)$.
II. If $\frac{d y}{d x}=0$ or $\infty$ when $x=a$, and $\frac{d y}{d x}<0$ when $x<a$, and $\frac{d y}{d x}>0$ when $x>a, f(a)$ is a minimum value of $y=f(x)$.

If, however, $\frac{d y}{d x}$ changes sign by becoming infinite and at the same time $y$ becomes infinite (fig. 33), the function is discontinuous and there is no corresponding maximum or minimum value.

In order to apply the above tests it is necessary to factor $\frac{d y}{d x}$, as shown in the following examples:

Ex. 1. Find the maximum and the minimm value of

$$
\text { We find } \quad \begin{aligned}
f(x) & =x^{5}-5 x^{4}+5 x^{3}+10 x^{2}-20 x+5 . \\
f^{\prime}(x) & =5 x^{4}-20 x^{3}+15 x^{2}+20 x-20 \\
& =5\left(x^{2}-1\right)\left(x^{2}-4 x+4\right) \\
& =5(x+1)(x-1)(x-2)^{2} .
\end{aligned}
$$

The roots of $f^{\prime}(x)=0$ are $-1,1$, and 2. As $x$ passes through $-1, f^{\prime \prime}(x)$ changes from + to - . Hence $x=-1$ gives $f(x)$ a maximum value, namely 24 . As $x$ passes through $+1, f^{\prime}(x)$ changes from - to + . Hence $x=+1$ gives $f^{\prime}(x)$ a minimum value, namely -4 . As $x$ passes through $2, f^{\prime}(x)$ does not change sign. Hence $x=2$ gives $f(x)$ neither a maximum nor a minimum value.

Ex. 2. A rectangular box is to be formed by cutting a square from each corner of a rectangular piece of cardboard and bending the resulting figure. The dimensions of the piece of cardboard being 20 by 30 in ., required the largest box which can be made.

Let $x$ be the side of the square cut out. Then if the cardboard is bent along the dotted lines of fig. 141, the dimensions of the box are $30-2 x$, $20-2 x, x$. Let $y$ be the volume of the box. Then

$$
\begin{aligned}
y & =x(20-2 x)(30-2 x) \\
& =600 x-100 x^{2}+4 x^{3} . \\
\frac{d y}{d x} & =600-200 x+12 x^{2} .
\end{aligned}
$$
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Equating this to zero, we have

$$
\begin{aligned}
& 3 x^{2}-50 x+150=0 . \\
& x=\frac{25 \pm 5 \sqrt{7}}{3}=3.9 \text { or } 12.7 .
\end{aligned}
$$

Hence

$$
\frac{d y}{d x}=12(x-3.9)(x-12.7) .
$$

$\frac{d y}{d x}$ changes from + to - as $x$


Fig. 141 passes through 3.9. Hence $x=3.9$ gives the maximum value $1056+$ for the capacity of the box. $x=12.7$ gives a minimum value of $y$, but this has no meaning in the problem, for which $x$ must lie between 0 and 10 .

Ex. 3. $y=\sqrt[3]{(x-1)(x-2)^{2}}=(x-1)^{\frac{1}{3}}(x-2)^{\frac{2}{3}}$.

$$
\frac{d y}{d x}=\frac{3 x-4}{3 \sqrt[3]{(x-1)^{2}(x-2)}}
$$

$\frac{d y}{d x}=0$ when $x=\frac{4}{3}$, and changes from + to - as $x$ passes through $\frac{4}{3}$. Therefore $x=\frac{4}{3}$ gives a maximum value to the function. $\frac{d y}{d x}=\infty$ when $x=1$ or 2 . When $x=1, \frac{d y}{d x}$ does not change sign. When $x=2, \frac{d y}{d x}$ changes from - to + . Then $x=2$ gives a minimum value of the function. Its graph is in fig. 142.

Referring to figs. 137 and 139, we see that if $\frac{d y}{d x}=0$ at a maximum value of $y$, the curve is concave downward, and that if $\frac{d y}{d x}=0$ at a minimum


Fig. 142
value of $y$, the curve is concave upward. Hence we may have the following two cases:
I. If $\frac{d y}{d x}=0$ and $\frac{d^{2} y}{d x^{2}}<0$ when $x=a, f(\alpha)$ is a maximum value of $y=f(x)$.
II. If $\frac{d y}{d x}=0$ and $\frac{d^{2} y}{d x^{2}}>0$ when $x=a, f(a)$ is a minimum value of $y=f(x)$.

It is evident that these tests can be used to advantage when it may be difficult or impossible to factor $\frac{d y}{d x}$, and that they fail if $\frac{d^{2} y}{d x^{2}}$ also becomes zero.

Ex. 4. Light travels from a point $A$ in one medium to a point $B$ in another, the two media being separated by a plane surface. If the velocity in the first medium is $v_{1}$ and in the second $x_{2}$, required the path in order that the time of propagation from $A$ to $B$ shall be a minimum.

It is evident that the path must lie in the plane through $A$ and $B$ perpendicular to the plane separating the two media, and that the path will be a straight line in each medium. We have, then, fig. 143, where $M N$ represents the intersection of the plane of the motion and the plane separating the two media, and $A C B$ rep-
 resents the path.

Let $M A=a, N B=b, M N=c$, and $M C=x$. Then $A C=\sqrt{a^{2}+x^{2}}$ and $C B=\sqrt{(c-x)^{2}+b^{2}}$. The time of propagation from $A$ to $B$ is therefore

$$
t=\frac{\sqrt{a^{2}+x^{2}}}{v_{1}}+\frac{\sqrt{(c-x)^{2}+b^{2}}}{v_{2}} ;
$$

whence

$$
\begin{aligned}
\frac{d t}{d x} & =\frac{x}{v_{1} \sqrt{a^{2}+x^{2}}}-\frac{c-x}{v_{2} \sqrt{(c-x)^{2}+b^{2}}} \\
\frac{d^{2} t}{d x^{2}} & =\frac{a^{2}}{v_{1}\left(a^{2}+x^{2}\right)^{\frac{3}{2}}}+\frac{b^{2}}{v_{2}\left[(c-x)^{2}+b^{2}\right]^{\frac{3}{2}}}
\end{aligned}
$$

Since $\frac{d^{2} t}{d x^{2}}$ is always positive, the time is a minimum when

$$
\begin{equation*}
\frac{x}{r_{1} \sqrt{a^{2}+x^{2}}}-\frac{c-x}{r_{2} \sqrt{(c-x)^{2}+b^{2}}}=0 . \tag{1}
\end{equation*}
$$

This equation may be solved for $x$, but it is more instructive to proceed as follows:

$$
\begin{gathered}
\frac{x}{\sqrt{a^{2}+x^{2}}}=\frac{M C}{A C}=\sin \phi, \\
\frac{c-x}{\sqrt{(c-x)^{2}+b^{2}}}=\frac{C N}{C B}=\sin \psi .
\end{gathered}
$$

Then equation (1) is $\quad \frac{\sin \phi}{\sin \psi}=\frac{v_{1}}{r_{2}}$.
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Now $\phi$ is the angle made ly $A C$ with the normal at $C$ and is called the angle of incidence, and $\psi$ is the angle made by $C B$ with the normal at $C$ and is called the angle of refraction. Hence the time of propagation is a minimum when the sine of the angle of incidence is to the sine of the angle of refraction as the velocity of the light in the first medium is to the velocity in the second medium. This is, in fact, the law according to which light is refracted.

In practical problems the question as to whether a value of $x$ for which the derivative is zero corresponds to a maximum or a minimum can often be determined by the nature of the problem.

In Ex. 2 above, it is evident that there must be a maximum volume of the box and that there can be no minimum value. Accordingly, when we have found $\frac{d y}{d x}=0$ if $x=3.9$ or 12.7 , since 12.7 is unreasonable in our problem we conclude, without further discussion, that $x=3.9$ corresponds to the maximum volume.
90. Limit of ratio of arc to chord. The student is familiar with the determination of the length of the circumference of a circle as the limit of the length of the perimeter of an inscribed regular polygon. So, in general, if the length of an arc of any curve is required, a broken line connecting the ends of the are is constructed by drawing a series of chords to the curve as in fig. 144 . Then the length of the curve is
 defined as the limit of the sum of the lengths of these chords as each approaches zero and as their number therefore increases without limit. The manner in which this limit is obtained is a question of the integral calculus and will not be taken up here.

We may use the definition, however, to find the limit of the ratio of the length of an are of any curve to the length of its chord as the length of the are approaches zero as a limit; that is, as the ends of the are approach each other along the curve.

Accordingly, let $P_{1}$ and $P_{2}$ (fig. 145) be any two points of a curve, $P_{1} P_{2}$ the chord joining them, and $P_{1} T$ and $P_{2} T$ the tangents to the curve at those points respectively. We assume that the arc $P_{1} P_{2}$ lies entirely on one side of the chord $P_{1} P_{2}$ and is concave toward the chord. These conditions can in general be met by taking the points $P_{1}$ and $P_{2}$ near enough together. Then it follows from the definition that


$$
P_{1} T+T P_{2}>\operatorname{arc} P_{1} P_{2}>P_{1} P_{2}
$$

whence

$$
\frac{P_{1} T+T P_{2}}{P_{1}^{\prime} P_{2}^{\prime}}>\frac{\operatorname{arc} I_{1}^{\prime} I_{2}^{\prime}}{P_{1} P_{2}}>1
$$

If $T R$ is the perpendieular from $T$ to $I_{1}^{P} P_{2}^{P}$, and if the angles $P_{2} I_{1}^{\prime} T$ and $P_{1} I_{2}^{\prime} T$ are denoted by $\alpha$ and $\beta$ respectively, then $I_{1}^{\prime} T=I_{1}^{\prime} R$ sec $\alpha$, and $T I_{2}^{\prime}=I_{1} I_{2}^{\prime} \sec \beta=\left(I_{1} P_{2}-I_{1}^{\prime} R\right) \sec \beta$.

Therefore $I_{1}^{\prime} T+T I_{2}^{\prime}=P_{1} R \sec \alpha+\left(I_{1} P_{2}^{\prime}-P_{1} R\right) \sec \beta$

$$
=P_{1} P_{2} \sec \beta+P_{1} R(\sec \alpha-\sec \beta),
$$

and

$$
\begin{aligned}
\frac{P_{1}^{\prime} T+T P_{2}}{I_{1}^{\prime} I_{2}^{\prime}} & =\frac{P_{1} P_{2} \sec \beta+P_{1} R(\sec \alpha-\sec \beta)}{I_{1}^{\prime} P_{2}^{\prime}} \\
& =\sec \beta+\frac{I_{1}^{\prime} R}{P_{1} I_{2}^{\prime}}(\sec \alpha-\sec \beta)
\end{aligned}
$$

Now, as $P_{1}$ and $P_{2}$ approach each other along the curve, $\alpha$ and $\beta$ both approach zero as a limit, whence see $\alpha$ and $\sec \beta$ approach unity as a limit; and since $\frac{P_{1} R}{P_{1} P_{2}}$ is always less than unity, it follows that the limit of $\frac{P_{1} T+T P_{2}}{P_{1} P_{2}}$ is unity.

Hence $\frac{\operatorname{arc} P_{1} P_{2}}{P_{1} P_{2}}$ lies between unity and a quantity approaching unity as a limit, and therefore the limit of $\frac{\operatorname{arc} P_{1} P_{2}}{P_{1} P_{2}}$ is unity; that is, the limit of the ratio of an arc to its chord as the arc approaches zero as a limit is unity.
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91. The differentials $d x, d y, d s$. On any given curve let the distance from some fixed initial point measured along the curve to any point $P$ be denoted by $s$, where $s$ is positive if $P$ lies in one direction from the initial point and negative if $P$ lies in the opposite direction. The choice of the positive direction is purely arbitrary. We shall take as the positive direction of the tangent that which shows the positive direction of the curve and shall denote the angle between the positive direction of $O X$ and the positive direction
 of the tangent by $\phi$.

Now for a fixed curve and a fixed initial point the position of a point $P$ is determined if $s$ is given. Hence $x$ and $y$, the coördinates of $P$, are functions of $s$ which in general are continuous and may be differentiated. We will now show that

$$
\frac{d x}{d s}=\cos \phi, \quad \frac{d y}{d s}=\sin \phi
$$

Let $\operatorname{arc} P Q=\Delta s$ (fig. 146), where $P$ and $Q$ are so chosen that $\Delta s$ is positive. Then $P R=\Delta x$ and $R Q=\Delta y$, and

$$
\begin{aligned}
\frac{\Delta x}{\Delta s} & =\frac{P R}{\operatorname{arc} P Q}=\frac{\operatorname{chord} P Q}{\operatorname{arc} P Q} \cdot \frac{P R}{\operatorname{chord} P Q} \\
& =\frac{\operatorname{chord} P Q}{\operatorname{arc} P Q} \cdot \cos R P Q, \\
\frac{\Delta y}{\Delta s} & =\frac{R Q}{\operatorname{arc} P Q}=\frac{\operatorname{chord} P Q}{\operatorname{arc} P Q} \cdot \frac{R Q}{\text { chord } P Q} \\
& =\frac{\operatorname{chord} P Q}{\operatorname{arc} P Q} \cdot \sin R P Q .
\end{aligned}
$$

Taking the limit, we have, since $\operatorname{Lim} \frac{\operatorname{chord} P Q}{\operatorname{arc} P Q}=1$ and $\operatorname{Lim} R P Q=\phi$,

$$
\begin{equation*}
\frac{d x}{d s}=\cos \phi, \quad \frac{d y}{d s}=\sin \phi \tag{1}
\end{equation*}
$$

If the notation of differentials is used, equations (1) become

$$
d x=d s \cdot \cos \phi, \quad d y=d s \cdot \sin \phi
$$

whence, by squaring and adding, we obtain the important equation

$$
\begin{equation*}
\overline{d s}^{2}=\overline{d x}^{2}+\overline{d y}^{2} . \tag{2}
\end{equation*}
$$

This relation between the differentials of $x, y$, and $s$ is often represented by the triangle of fig. 147 . This figure is convenient as a device for memorizing formula (1), but it should be borne in mind that $R Q$ is not rigorously equal to $d y$ ( $\$ 77$ ), nor is $P Q$ rigorously equal to $d s$. In fact, $R Q=\Delta y$ and $P_{Q}^{\prime}()=\Delta s$, but if this triangle is regarded as a plane right triangle, we recall immerliately the values of $\sin \phi$, $\cos \phi$, and $\tan \phi$ which have been pre-
 viously proved.
92. Rate of change. If $y=f(x)$, a change of $\Delta x$ units in $x$ causes a change of $\Delta y$ units in $y$, and the quotient $\frac{\Delta y}{\Delta x}$ gives the ratio of these changes. If this ratio is equal to $m, \Delta y=m \Delta x$; that is, the change in $y$ is $m$ times the change in $x$. Hence, if $m$ were independent of $\Delta x$, a change of one unit in $x$ would cause a change of $m$ units in $y$, and $\frac{\Delta y}{\Delta x}$ would consequently measure the change in $y$ per unit of change in $x$. But $m$ does depend in general upon $\Delta x$, and hence does not give an unambiguous measure of the relative changes in $x$ and $y$. To obtain such a measure, it is convenient to take the limit of $\frac{\Delta y}{\Delta x}$ as $\Delta x$ approaches zero and to call this limit the rate of change of $y$ with respect to $x$. We have then

$$
\frac{d y}{d x}=\text { rate of change of } y \text { with respect to } x .
$$

Ex. 1. Coefficient of expansion. Let a substance of volume $v$ be at a temperature $t$. If the temperature is increased by $\Delta t$, the pressure remaining constant, the volume is increased by $\Delta v$. The change per unit of volume is then $\frac{\Delta r}{v}$, and the ratio of this change per unit of volume to the
change in the temperature is $\frac{1}{v} \frac{\Delta v}{\Delta t}$. The limit of this ratio is called the coefficient of expansion; that is, the coefficient of expansion equals $\frac{1}{v} \frac{d v}{d t}$. In other words, the coefficient of expansion is the rate of change of a unit of volume with respect to the temperature.

Ex. 2. Elasticity. Let a substance of volume $v$ be under a pressure $p$. If the pressure is increased by $\Delta p$, the volume is increased by $-\Delta v$. The change in volume per unit of volume is then $-\frac{\Delta v}{v}$. The ratio of this change per unit of volume to the change in the pressure is $-\frac{1}{v} \frac{\Delta v}{\Delta p}$, and the limit of this is called the compressibility; that is, the compressibility is the rate of change of a unit of volume with respect to the pressure.

The reciprocal of the compressibility is called the elasticity, which is therefore equal to $-v \frac{d p}{d v}$.

In many cases it is convenient to take time $t$ as the independent variable. Then $\frac{d x}{d t}$ and $\frac{d y}{d t}$ measure the rates at which $x$ and $y$ respectively are changing with the time. If both $x$ and $y$ can be expressed in terms of $t$, these rates may be found by differentiating; but if $y$ is expressed in terms of $x$ and $x$ is expressed in terms of $t, \frac{d y}{d t}$ may be found by the formula

$$
\frac{d y}{d t}=\frac{d y}{d x} \frac{d x}{d t}
$$

which is a special case of $(8), \S 84$.
Ex. 3. A stone thrown into still water canses a series of concentric ripples. If the radius of the outer ripple is increasing at the rate of 5 ft . a second, how fast is the area of the disturbed water increasing when the outer ripple has a radius of 12 ft .?

Let $x$ be the radins of the outer ripple and $A$ the area of the disturbed water.

Then
and
By hypothesis,
Therefore
and when

$$
A=\pi x^{2}
$$

$$
\frac{d A}{d t}=2 \pi x \frac{d x}{d t}
$$

$$
\frac{d x}{d t}=5 .
$$

$$
\frac{d A}{d t}=10 \pi x
$$

$$
x=12
$$

$$
\frac{d A}{d t}=120 \pi, \text { the required rate. }
$$

This problem may also be solved by expressing $A$ directly in terms of $t$. By the conditions of the problem, $x=5 t$,
and therefore

$$
\begin{aligned}
A & =25 \pi t^{2} ; \\
\frac{d A}{d t} & =50 \pi t .
\end{aligned}
$$

whence
When $x=12, t=2 \frac{2}{5}$ and $\frac{d A}{d t}=120 \pi$, as before.
93. Rectilinear motion. An important application of the concept of a derivative is found in the definition of the velocity of a moving body. We shall confine ourselves in this article to rectilinear motion, that is, to motion which takes place in a straight line.

Let a body move along a straight line $A L$ (fig. 148), and let its distance from a fixed point $A$, at any time $t$, be denoted by $s$. Then, if the body is at the point $P$ at the time $t, A P=s$.

The velocity of the borly is then defined


Fig. 148 as the rate of change of the distance $s$ with respect to the time $t$.

More in detail, if $t$ is increased by the increment $\Delta t$, let $s$ be increased by the amount $\Delta s=P Q$. Then $\frac{\Delta s}{\Delta t}$ is the averaye velocity of the body during the period $\Delta t$. Since this average velocity depends in general upon the magnitude of $\Delta t$, we take the limit of $\frac{\Delta s}{\Delta t}$ as $\Delta t$ approaches zero, and call this limit the velocity of the body at the point $r$ '.

Hence, if $v$ denotes the velocity,

$$
v=\operatorname{Lim} \frac{\Delta s}{\Delta t}=\frac{d s}{d t}
$$

If the velocity is constant and equal to $k$, the motion is said to be uniform, and $s=k t$.

We note that if $v>0$, an increase of time corresponds to an increase of $s$, while if $v<0$, an increase of time causes a decrease of $s$. Consequently, the velocity is positive when the body moves in the direction in which $s$ is measured, and negative if it moves in the opposite direction.

Ex. 1. If a body is thrown up from the earth with an initial velocity of 100 ft . per secoud, the space traversed, measured upward, is given by the equation

$$
\begin{aligned}
& s=100 t-16 t^{2} \\
& v=\frac{d s}{d t}=100-32 t
\end{aligned}
$$

When $t<3 \frac{1}{s}, v>0$; and when $t>3 \frac{1}{s}, v<0$. Hence the body rises for $3 \frac{1}{8}$ sec., and then falls. The highest point reached is $100\left(3 \frac{1}{8}\right)-16\left(3 \frac{1}{8}\right)^{2}=156 \frac{1}{4}$.

Ex. 2. A man standing on a wharf 20 ft . above the water pulls in a rope attached to a boat at the uniform rate of 3 ft . per second. Required the velocity with which the hoat approaches the wharf.

Let $A$ (fig. 149) be the position of the man and $C$ that of the boat. Let

$$
A B=h=20, \quad A C=s, \quad \text { and } \quad B C=x .
$$

We wish to find $\frac{d x}{d t}$.
Now

$$
x=\sqrt{s^{2}-400}
$$
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therefore

$$
\frac{d x}{d t}=\frac{s}{\sqrt{s^{2}-400}} \frac{d s}{d t}
$$

But, by hypothesis, $s$ is decreasing at the rate of 3 ft . per second; therefore $\frac{d s}{d t}=-3$, and the required expression for the velocity of the loat is

$$
\frac{d x}{d t}=\frac{-3 s}{\sqrt{s^{2}-400}}
$$

To express this in terms of the time, we need to know the value of $s$ when $t=0$. Suppose this to be $s_{0}$; then

$$
s=s_{0}-3 t
$$

and

$$
\frac{d x}{d t}=\frac{-3 s_{0}+9 t}{\sqrt{s_{0}^{2}-400-6 s_{0} t+9 t^{2}}}
$$

When the motion of the body moving in a straight line is not uniform, the velocity at the end of an interval of time is not the same as at the beginning. Then, if $v+\Delta v$ denotes the velocity of the body at $Q$ (fig. 148), $\frac{\Delta v}{\Delta t}$ is the average change of velocity per unit of time during the period $\Delta t$. The limit of this ratio is called the accelerution; that is, the acceleration of a body moving
in a straight line is the rate of change of the velocity with respect to the time. Hence, if $a$ denotes the acceleration,

$$
a=\frac{d v}{d t}=\frac{d}{d t}\left(\frac{d s}{d t}\right)=\frac{d^{2} s}{d t^{2}} .
$$

If $a$ is constant, the motion is said to be uniformly accelerated, and $v=h t$, where $k$ is constant.

When $a$ is positive, an increase of $t$ corresponds to an increase of $v$. This happens when the body moves with increasing velocity in the direction in which $s$ is measured or with decreasing velocity in the direction opposite to that in which $s$ is measured.

When $u$ is negative, an increase of $t$ canses a decrense of $u$. This happens when the body moves with deereasing velocity in the direction in which $s$ is measured or with increasing velocity in the direction opposite to that in whichs is measured.

The force which acts on a moving body is measured by the product of the mass and the acceleration. 'Thus, if $r$ ' is the force, and $m$ the mass of a body moving in a straight line,

$$
F^{\prime}=m a=m \frac{d v}{d t}=m \frac{d^{2} s}{d t^{2}} .
$$

From this it appears that a force is considered positive or negative aceording as the acceleration it produces is positive or negative. Hence a force is positive when it acts in the direction in which $s$ is measured and negative when it acts in the opposite direction.

Ex. 3. Let

$$
\begin{aligned}
s & =A+B t+\frac{1}{2} C t^{2} . \\
r & =B+(t, \\
a & =C, \\
F & =m C .
\end{aligned}
$$

Then
and
If $s_{0}$ and $r_{0}$ denote the values of $s$ and $v$ when $t=0$, we have, from the last equations,

$$
s_{0}=A, \quad r_{0}=B
$$

and the original equation may he written

$$
S=s_{0}+v_{0} t+\frac{1}{2} a t^{2} .
$$

94. Motion in a curve. When a body moves in a curve, the discussion of velocity, acceleration, and force becomes more complicated as the directions as well as the magnitudes of these quantities need to be considered. We shall not discuss acceleration and force, but will notice that the definition for the magnitude of the velocity, or the speed, is the same as before, namely,

$$
v=\frac{d s}{d t}
$$

where $s$ is distance measured on the curved path, and that the direction of the velocity is that of the tangent to the curve.


Also as the body moves along a curved path through a distance $P Q=\Delta s$ (fig. 150), $x$ changes by an amount $P R=\Delta x$ and $y$ changes by an amount $R Q=\Delta y$. We have then
$\operatorname{Lim} \frac{\Delta s}{\Delta t}=\frac{d s}{d t}=v=$ velocity of the body in its path,
$\operatorname{Lim} \frac{\Delta x}{\Delta t}=\frac{d x}{d t}=v_{x}=$ component of velocity parallel to $O X$,
$\operatorname{Lim} \frac{\Delta y}{\Delta t}=\frac{d y}{d t}=v_{y}=$ component of velocity parallel to $O Y$.
Otherwise expressed, $v$ represents the velocity of $P, v_{x}$ the velocity of the projection of $P$ upon $O X$, and $v_{y}$ the velocity of the projection of $P$ on $O Y$.

Now, by (8), $\S 84$, and by $\S 91$,
and

$$
\begin{align*}
v_{x} & =\frac{d x}{d t}=\frac{d x}{d s} \cdot \frac{d s}{d t} \\
& =v \cos \phi  \tag{1}\\
v_{y} & =\frac{d y}{d t}=\frac{d y}{d s} \cdot \frac{d s}{d t} \\
& =v \sin \phi \tag{2}
\end{align*}
$$

Squaring and adding, we have

$$
\begin{equation*}
v^{2}=v_{x}^{2}+v_{y}^{2} \tag{3}
\end{equation*}
$$

Ex. If a projectile starts with an initial velocity $v_{0}$ in an initial direction which makes an angle $\alpha$ with the axis of $x$ taken as horizontal, its position at any time $t$ is given by the parametric equations

$$
x=v_{0} t \cos \alpha, \quad y=v_{0} t \sin \alpha-\frac{1}{2} g t^{2} .
$$

Find its velocity in its path.
We have

$$
\begin{aligned}
v_{x} & =\frac{d x}{d t}=v_{0} \cos \alpha \\
v_{y} & =\frac{d y}{d t}=v_{0} \sin \alpha-g t \\
v & =\sqrt{v_{0}^{2}-2 g v_{0} t \sin \alpha+g^{2} t^{2}}
\end{aligned}
$$

Hence

## PROBLEMS

Find $\frac{d y}{d x}$ in each of the following cases:

1. $y=(2 x+3)\left(x^{2}+3 x-1\right)$.
2. $y=\left(x^{2}+4 x-3\right)\left(3 x^{2}+12 x+12\right)$.
3. $y=\frac{x+a}{x-a}$.
4. $y=\left(x^{8}-1\right)^{4}$.
5. $y=\frac{x^{2}-4}{x^{2}+4}$.
6. $y=\sqrt[3]{4 x^{8}+6 x^{2}-5}$.
7. $y=\sqrt{x^{4}+x^{2}-2 x}$.
8. $y=\frac{x^{8}}{4-x}$.
9. $y=\frac{7}{x^{8}+8}$.
10. $y=\frac{2 x^{2}+4 x-3}{3 x^{2}+6 x+5}$.
11. $y=\frac{x^{2}+x-2}{x^{3}-1}$.
12. $y=3 x^{\frac{4}{3}}+2 x^{\frac{2}{3}}-\frac{2}{x^{\frac{2}{3}}}-\frac{3}{x^{\frac{4}{3}}}$.
13. $y=\frac{3}{x^{2}+4 x+1}$.
14. $y=\frac{6}{\sqrt[8]{x^{2}+1}}$.
15. $y=(3 x-1)^{2}(x-1)^{8}$.
16. $y=\left(1-2 x^{2}\right)^{2}\left(x^{2}-3 x+1\right)$.
17. $y=x^{8}-2 x-\frac{9}{x}+\frac{2}{x^{3}}$.
18. $y=\sqrt[4]{x}-\frac{1}{\sqrt[4]{x}}$.
19. $y=(x-1) \sqrt{x^{2}+1}$.
20. $y=\frac{2 x-1}{\sqrt{x^{2}+1}}$.
21. $y=\left(x^{2}-2 x+3\right)^{\frac{3}{2}}\left(x^{3}+1\right)^{\frac{2}{3 .}}$.
22. $y=\sqrt[5]{x^{4}}-\sqrt[5]{x}+\frac{1}{\sqrt[5]{x}}+\frac{1}{\sqrt[5]{x^{4}}}$.
23. $y=\left(2 x^{3}+3 x^{2}+6\right)^{3}$.
24. $y=\sqrt{1+x}+\sqrt{1-x}$.
25. $y=\frac{1}{x+\sqrt{x^{2}-1}}$.
26. $y=\sqrt{\frac{x+1}{x-1}}$.
27. $y=\frac{x-1}{\sqrt{x^{2}-1}}$.
28. $y=\frac{x}{x+\sqrt{a^{2}+x^{2}}}$.
29. $y=\frac{x}{\sqrt{a^{2}-x^{2}}}$.
30. $y=\frac{\sqrt{a^{2}+x^{2}}}{x}$.
31. $y=\frac{1}{x-\sqrt{a^{2}+x^{2}}}$.

Find $\frac{d y}{d x}$ from each of the following equations:
32. $x^{2}+2 x y+y^{3}=0$.
33. $x^{5}+5 x^{4} y-10 x y^{4}+y^{5}=0$.
34. $x y=(x+y)^{2}$.
35. $(x+y)^{\frac{2}{3}}+(x-y)^{\frac{2}{3}}=a^{\frac{2}{3}}$.

Find $\frac{d y}{d x}$ and $\frac{d^{2} y}{d x^{2}}$ from each of the following equations:
36. $3 x^{2}+y^{2}=1$.
39. $x^{2}+x y+y^{2}=0$.
37. $x^{5}+y^{5}=a^{5}$.
40. $y^{3}=a\left(x^{2}+y^{2}\right)$.
38. $x^{\frac{1}{2}}+y^{\frac{1}{2}}=a^{\frac{1}{2}}$.
41. $x y^{2}=x+y$.
42. Find the equations of the tangent and the normal to the curve $5 a x^{2}-4 x^{2} y=4 y^{3}$ at the point $(2 a, a)$.
43. Find the equations of the tangent and the normal to the strophoid $y= \pm x \sqrt{\frac{a-x}{a+x}}$ at the point $\left(-\frac{3 a}{5}, \frac{6 a}{5}\right)$.
44. Find the point at which the tangent to the curve $y=x^{3}$ at $(1,1)$ intersects the curve again.
45. Find the equations of the tangent and the normal to the ellipse $3 x^{2}+5 y^{2}=32$ at a point the abscissa of which is equal to its ordinate.
46. Find a point at which the tangent to the curve $x y-5 x^{2}-4=0$ has the slope 1.
47. Find the length of the portion of the normal to the parabola $y^{2}=8 x$ at $(2,4)$ included between the axis and the directrix of the parabola.

Find the equation of the tangent to each of the following curves at the point $\left(x_{1}, y_{1}\right)$ :
48. $y^{2}=x^{5}$.
49. $\sqrt{x}+\sqrt{y}=\sqrt{a}$.
50. $x^{2}+y^{\frac{2}{3}}=a^{\frac{2}{3}}$.
51. $x^{3}+y^{3}-3 a x y=0$.
52. Prove that the equation of the tangent to the parabola $y^{2}=4 p x$ at the point $\left(x_{1}, y_{1}\right)$ is $y_{1} y=2 p\left(x+x_{1}\right)$.
53. If the slope of a tangent to the parabola $y^{2}=4 p x$ is $m$, prove that its equation is $y=m x+\frac{p}{m}$.
54. Prove that the equation of the tangent to the ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$ at the point $\left(x_{1}, y_{1}\right)$ is $\frac{x_{1} x}{a^{2}}+\frac{y_{1} y}{b^{2}}=1$, and that the equation of the tangent to the hyperbola $\frac{x^{2}}{u^{2}}-\frac{y^{2}}{b^{2}}=1$ at the point $\left(x_{1}, y_{1}\right)$ is $\frac{x_{1} x}{a^{2}}-\frac{y_{1} y}{b^{2}}=1$.
55. Prove that the equations of the tangents with slope $m$ to the ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$ and the hyperbola $\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}=1$ are respectively $y=m x \pm \sqrt{a^{2} m^{2}+l^{2}}$ and $y=m x \pm \sqrt{a^{2} m m^{2}-l^{2}}$.

Draw each pair of the following curves in one diagram and determine the angles at which they intersect:
56. $x+y-7=0, x^{2}-4 x-3 y+1=0$.
57. $x^{2}+y^{2}-16 x+14=0, x^{2}+y^{2}-8 y+6=0$.
58. $2 y^{2}-9 x=0,3 x^{2}+4 y=0$.
59. $x^{2}=4 a y, \quad 2 x^{2}+2 y^{2}-5 a x=0$.
60. $y^{2}=\frac{x^{8}}{2 a-x}, x^{2}+y^{2}-2 a x=0$.
61. $x^{2}+y^{2}=45, y^{2}=12 x$.
62. $x^{2}+y^{2}-12 x+16=0, \quad y^{2}=\frac{x^{8}}{4-x}$.
63. $y^{2}=x^{3}, y^{2}=\frac{x^{3}}{5-x} . \quad$ 65. $x^{2}=8 a^{2}-4 a y, y=\frac{8 a^{8}}{x^{2}+4 a^{2}}$.
64. $x^{2} y=4, y=\frac{8}{x^{2}+4} . \quad$ 66. $x y=a^{2}, y^{2}=\frac{x^{3}}{2 a-x}$.
67. $x^{2}-3 y^{2}=a^{2}, y=\frac{8 a^{3}}{x^{2}+4 a^{2}}$.
68. $y^{2}=6(x-3), 4 y^{2}=(x-3)^{2}(x-1)$.
69. Prove that the parabolas $y^{2}=4 a x+4 a^{2}$ and $y^{2}=-4 b x+4 b^{2}$ are confocal and intersect at right angles.
70. Show that for an ellipse the segments of the normal between the point of the curve at which the normal is drawn and the axes are in the ratio $a^{2}: b^{2}$.
71. Find the coördinates of a point on the ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$ such that the tangent there is parallel to the line joining the positive extremities of the major and the minor axes.
72. Find a point on the ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$ such that the tangent there is equally inclined to the two axes.
73. Prove that the portion of a tangent to an hyperbola included by the asymptotes is bisected by the point of tangency.
74. If any number of hyperbolas have the same transverse axis, show that tangents to the hyperbolas at points having the same abscissa all pass through the same point on the transverse axis.
75. If a tangent to an hyperbola is intersected by the tangents at the vertices in the points $Q$ and $R$, show that the circle described on $Q R$ as a diameter passes through the foci.
76. Prove that the ordinate of the point of intersection of two tangents to a parabola is the arithmetical mean between the ordinates of the points of contact of the tangents.
77. If, on any parabola, $P, Q$, and $R$ are three points the ordinates of which are in geometrical progression, show that the tangents at $P$ and $l$ meet on the ordinate of $Q$.
78. Show that the tangents at the extremities of the chord of a parabola, which is perpendicular to the axis of the parabola at the focus, are perpendicular to each other.
79. Prove that the tangents described in Ex. 78 intersect on the directrix of the parabola.
80. Prove analytically that if the normals at all points of an ellipse pass through the center, the ellipse is a circle.
81. Prove that any tangent to the parabola $y^{2}=4 p x$ will meet the directrix and the straight line drawn through the focus, perpendicular to the axis of the parabola, in two points equidistant from the focus.
82. Find in terms of $x_{1}$ and $p$ the length of the perpendicular from the focus of the parabola $y^{2}=4 p x$ to the tangent at any point ( $x_{1}, y_{1}$ ).
83. If from two given points on the axis of a parabola which are equidistant from the focus perpendiculars are let fall on any tangent, prove that the difference of their squares is constant.
84. Show that the product of the perpendiculars from the foci of an ellipse upon any tangent equals the square of half the minor axis.
85. Find the equation and the length of the perpendicular from the center of the ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$ to any tangent.
86. If two concentric equilateral hyperbolas are described, the axes of one being the asymptotes of the other, show that they intersect at right angles.
87. Prove that an ellipse and an hyperbola with the same foci cut each other at right angles.
88. Prove that the normal to an ellipse at any point bisects the angle between the focal radii drawn to the point.
89. Prove that the normal to an hyperbola at any point makes equal angles with the focal radii drawn to the point.

Determine the values of $x$ for which the following curves are (1) concave upward; (2) concave downward:

$$
\text { 90. } y=4 x^{8}-6 x^{2}+3 . \quad \text { 91. } y=x^{4}-12 x^{2}+2 .
$$

Find the points of inflection of the following curves:
92. $y=2 x^{3}+9 x^{2}-2 x-5$.
93. $y=3 x^{4}-4 x^{8}-6 x^{2}+4$.
94. $y=(x+6 a)(x-a)^{\frac{4}{3}}$.
95. $y=\frac{8 a^{8}}{x^{2}+4 a^{2}}$.
96. $y=\frac{1}{x+1}+\frac{1}{x-1}$.
97. $u^{2} y^{2}=x^{2}+x^{2} y^{2}$.
98. $\left(\frac{x}{a}\right)^{2}+\left(\frac{y}{b}\right)^{\frac{2}{3}}=1$.

Find the turning points and the points of inflection of each of the following curves and then draw the curve:

$$
\begin{aligned}
\text { 99. } y=(x-2)^{2}(x+2) . & \text { 102. } y=x^{4}-4 x^{8}+16 . \\
\text { 100. } y=x^{3}-3 x^{2}-9 x-5 . & \text { 103. } y^{3}=x\left(x^{2}-4\right) .
\end{aligned}
$$

101. $y=x(x-1)^{8}$.
102. It is required to fence off a rectangular piece of ground to contain a given area, one side to be bounded by a wall already constructed. If the length of the side parallel to the wall is $x$, will an increase in $x$ cause an increase or a decrease in the total amount of fencing?
103. The hypotenuse of a right triangle is given. If one of the sides is $x$, find the effect on the area caused by increasing $x$.
104. The stiffness of a rectangular beam varies as the product of the breadth and the cube of the depth. From a circular cylindrical $\log$ of radius $a$ inches, a beam of breadth $2 x$ is cut. Find the effect on the stiffness caused by increasing $x$.
105. A right cone is generated by revolving an isosceles triangle of constant perimeter about its altitude. If $x$ is the length of one of the equal sides of the triangle, will an increase in $x$ cause an increase or a decrease in the volume of the cone?
106. A gardener has a certain length of wire fencing with which to fence three sides of a rectangular plot of land, the fourth side being made by a wall already constructed. Required the dimensions of the plot which contains the maximum area.
107. A rectangular plot of land to contain $216 \mathrm{sq} . \mathrm{rd}$. is to be inclosed by a fence and divided into two equal parts by a fence parallel to one of the sides. What must be the dimensions of the rectangle that the least amount of fencing may be required?
108. A gardener is to lay out a flower bed in the form of a sector of a circle. If he has 20 ft . of wire with which to inclose it, what radius will he take for the circle to have his garden as large as possible?
109. An open tank with a square wase and vertical sides is to have a capacity of $4000 \mathrm{cu} . \mathrm{ft}$. Find the dimensions so that the cost of lining it with lead may be a minimum.
110. A rectangular box with a square base and open at the top is to be made out of a given amount of material. If no allowance is made for the thickness of the material or for waste in construction, what are the dimensions of the largest box that can be made?
111. Find a point on the line $y=x$ such that the sum of the squares of its distances from the points $(-a, 0),(a, 0)$, and $(0, b)$ shall be a minimum.
112. A piece of wire 12 ft . in length is cut into six portions, two of one length and four of another. Each of the two former portions is bent into the form of a square, and the corners of the two squares are fastened together by the remaining portions of wire, so that the completed figure is a rectangular parallelepiped. Find the lengths into which the wire must be divided so as to produce a figure of maximum volume.
113. The strength of a rectangular beam varies as the product of its breadth and the square of its depth. Find the dimensions of the strongest rectangular beam that can be cut from a circular cylindrical $\log$ of radius $a$ inches.
114. What are the dimensions of the rectangular beam of greatest volume that can be cut from a $\log a$ feet in diameter and $b$ feet long, assuming the log to be a circular cylinder?
115. A $\log$ in the form of a frustum of a cone is 20 ft . long, the diameters of the bases being 2 ft . and 1 ft . A beam with a square cross section is cut from it so that the axis of the beam coincides with the axis of the log. Find the beam of greatest volume that can be so cut.
116. Find a point on the axis of $x$ such that the sum of its distances from the two points $(1,2)$ and $(4,3)$ is a minimum.
117. Find the point on the circle $x^{2}+y^{2}=a^{2}$ such that the sum of the squares of its distances from the two points $(2 a, 0)$ and $(0,2 u)$ shall be the least possible.
118. A water tank to hold $300 \mathrm{cu} . \mathrm{ft}$. is to be constructed in the form of a right circular cylinder, the base of the cylinder being horizontal. The tank is open at the top, and the material used for the bottom costs twice as much per square foot as that used for the lateral wall. What are the most economical proportions for the tank?
119. A tent is to be constructed in the form of a regular quadrangular pyramid. Find the ratio of its height to a side of its base when the air space inside the tent is as great as possible for a given wall surface.
120. An isosceles triangle of constant perimeter is revolved about its base to form a solid of revolution. What are the altitude and the base of the triangle when the volume of the solid generated is a maximum?
121. Required the right circular cone of greatest volume which can be inscribed in a given sphere.
122. The total surface of a regular triangular prism is to be $k$. Find its altitude and the side of its base when its volume is as great as possible.
123. The combined length and girth of a postal parcel is 60 in . Find the maximum volume: (1) when the parcel is rectangular with square cross section ; (2) when it is cylindrical.
124. A length $l$ of wire is to be cut into two portions, which are to be bent into the forms of a circle and a square respectively. Show that the sum of the areas of these figures will be least when the wire is cut in the ratio $\pi: 4$.
125. A piece of galvanized iron $b$ feet long and $a$ feet wide is to be bent into a U-shaped water drain $b$ feet long. If we assume that the cross section of the drain is exactly represented by a rectangle on top of a semicircle, what must be the dimensions of the rectangle and the semicircle that the drain may have the greatest capacity: (1) when the drain is closed on top? (2) when it is open on top?
126. A circular filter paper 10 in . in diameter is folded into a right circular cone. Find the height of the cone when it has the greatest volume.
127. It is required to construct from two equal circular plates of radius $a$ a buoy composed of two equal cones having a common base. Find the radius of the base when the volume is the greatest.
128. Two towns $A$ and $B$ are situated respectively 10 mi . and 15 mi . back from a straight river from which they are to get their water supply, both from the same pumping station. At what point on the bank of the river should the station be placed that the least amount of piping may be required, if the nearest points of the river to $A$ and $B$ respectively are 20 mi . apart?
129. A man on one side of a river, the banks of which are assumed to be parallel straight lines 2 mi . apart, wishes to reach a point on the opposite side of the river and 10 mi . further along the bank. If he can row 3 mi . an hour and travel on land 5 mi . an hour, find the route he should take to make the trip in the least time.
130. A power house stands upon one side of a river of width $b$ miles and a manufacturing plant stands upon the opposite side, a miles downstream. Find the most economical way to construct the connecting cable if it costs $m$ dollars per mile on land and $n$ dollars per mile through water.
131. At a certain moment of time a vessel is observed at a point $A$, sailing in the direction $A B$ at the rate of 10 mi . per hour, and another vessel is observed at $C$, sailing in the direction $C A$ at the rate of 20 mi . per hour. The angle between $A B$ and $A C$ is $60^{\circ}$, and $A C$ is 50 mi . When will the vessels be nearest to each other?
132. A vessel is sailing due north at the rate of 10 mi . per hour. Another vessel, 190 mi . north of the first, is sailing on a course S. $60^{\circ}$ E. at the rate of 15 mi . per hour. When will the distance between them be the least?
133. Find the least ellipse which can be described about a given rectangle, the area of an ellipse with semiaxes $a$ and $b$ being $\pi u b$.
134. Find the isosceles triangle of greatest area which can be cut from a semicircular board, assuming that the base of the triangle is parallel to the diameter.
135. Find the isosceles triangle of greatest area which can be cut from a parabolic segment, assuming that the vertex of the triangle lies in the base of the segment.
136. The number of tons of coal consumed per hour by a certain ship is $0.3+0.001 v^{8}$, where $v$ miles is the speed per hour. Find the amount of coal consumed on a voyage of 1000 miles and the most economical speed at which to make the voyage.
137. The fuel consumed by a certain steamship in an hour is proportional to the cube of the velocity which would be given to the steamship in still water. If it is required to steam a certain distance against a current flowing $a$ miles an hour, find the most economical rate.
138. The altitude of a variable cylinder is constantly equal to the diameter of the base of the cylinder. If when the altitude is 8 ft . it is increasing at the rate of 3 ft . an hour, how fast is the volume increasing at the same instant?
139. Find where the rate of change of the ordinate of the curve $y=x^{3}-6 x^{2}+3 x+5$ is equal to the rate of change of the slope of the tangent.
140. The angle between the straight lines $A B$ and $B C$ is $60^{\circ}$, and $A B$ is 28 ft . long. A particle at $A$ begins to move along $A B$ toward $B$ at the rate of 4 ft . per second, and at the same time a particle at $B$ begins to move along $B C$ toward $C$ at the rate of 8 ft . per second. At what rate are the two particles approaching each other after 1 sec .?
141. A series of right sections is made in a right circular cone of which the vertical angle is $90^{\circ}$. How fast will the areas of the sections be increasing if the cutting plane recedes from the vertex of the cone at the rate of 2 ft . per second?
142. A roll of belt leather is unrolled on a horizontal surface at the rate of 5 ft . of length per second. If the leather is $\frac{1}{4} \mathrm{in}$. thick, at what rate is the radius of the roll decreasing when it is equal to 2 ft., if the roll is assumed to remain always a true circle?
143. A trough is in the form of a right prism with its ends equilateral triangles placed vertically. The length of the trough is 10 ft . It contains water which leaks out at the rate of $1 \mathrm{cu} . \mathrm{ft}$. per minute. Find the rate, in inches per second, at which the level of the water is sinking in the trough when the depth is 1 ft .
144. A solution is being poured into a conical filter at the rate of 3 cc. per second and is running out at the rate of 1 ec. per second. The radius of the top of the filter is 10 cm ., and the depth of the filter is 30 cm . Find the rate at which the level of the solution is rising in the filter when it is one third of the way to the top.
145. A peg in the form of a right circular cone of which the vertical angle is $30^{\circ}$ is being driven into the sand at the rate of 2 in . per second, the axis of the cone being perpendicular to the surface of the sand, which is a plane. How fast is the lateral surface of the peg disappearing in the sand when the end of the peg is 10 in . below the surface of the sand?
146. A body is moving in a straight line according to the law $s=t^{3}-9 t^{2}+15 t$. Find its velocity and acceleration. When is the body moving forward and when backward?
147. A body is moving in a straight line according to the law $s=\frac{1}{4} t^{4}-2 t^{3}+4 t^{2}$. Find its velocity and acceleration. When is its velocity a maximum? During what interval is it moving backward?
148. The top of a ladder $a$ units long slides down the side of a vertical wall which rests on horizontal land. If the velocity of the top is $v_{0}$, what is the velocity of the bottom?
149. Two parallel straight wires are $a$ feet apart. A bead slides along one of them at the rate of $b$ feet per second. How fast is the bead approaching a fixed point on the other wire?
150. A boat with the anchor fast on the bottom at a depth of 30 ft . is drifting at the rate of 4 mi . an hour, the cable attached to the anchor slipping over the end of the boat. At what rate is the cable leaving the boat when 50 ft . of cable are out, assuming it forms a straight line from the boat to the anchor?
151. A lamp is 60 ft . above the ground. A stone is let drop from a point on the same level as the lamp and 20 ft . away from it. Find the speed of the shadow on the ground after 1 sec., assuming that the distance traversed by a falling body in the time $t$ is $16 t^{2}$.
152. A particle moves in a plane so that its coördinates at any time $t$ are given by the equations $x=2 t, y=\frac{2}{t^{2}+1}$. Find the Cartesian equation of its path, and its velocity in its path.
153. Two points, having always the same abscissa, move in such a manner that each generates one of the curves $y=x^{3}-12 x^{2}+4 x$ and $y=x^{3}-8 x^{2}-8$. When are the points moving with equal speed in the direction of the axis of $y$ ?
154. A particle is moving along the curve $y^{2}=4 x$, and when $x=4$ its ordinate is increasing at the rate of 10 ft . per second. At what rate is the abscissa then changing, and how fast is the particle moving in the curve? Where will the abscissa be changing ten times as fast as the ordinate?
155. A ball is swung in a circle at the end of a cord 5 ft . long, so as to make 20 revolutions a minute. If the cord breaks, allowing the ball to fly off at a tangent, at what rate will it be receding from the center of its previous path $\frac{1}{0} \overline{0}$ sec. after the cord breaks, if no allowance is made for any new force acting?
156. The top of a ladder 32 ft . long rests against a vertieal wall and the foot is drawn along a horizontal plane at the rate of 4 ft . per second in a straight line from the wall. Find the path of a point one fourth of the distance from the foot of the ladder, and its velocity in its path at any time $t$.

## CHAPTER XI

## DIFFERENTIATION OF TRANSCENDENTAL FUNCTIONS

95. Limit of $\frac{\sin h}{h}$. In order to apply the methods of the differential calculus to the trigonometric functions, it is necessary to know the limit approached by $\frac{\sin h}{h}$ as $h$ approaches zero as a limit, it being assumed that $h$ is expressed in circular measure.

Let $A O B$ (fig. 151) be the angle $h$, $r$ the radius of the are $A B$ described from $O$ as a center, $a$ the length of $A B$, $p$ the length of the perpendicular $B C$ from $B$ to $O A$, and $t$ the length of the tangent drawn from $B$ to meet $O A$ produced in $D$.

Revolve the figure on $O A$ as an axis


Fig. 151 until $B$ takes the position $B^{\prime}$. Then the chord $B C B^{\prime}=2 p$, the arc $B A B^{\prime}=2 a$, and the tangent $B^{\prime} D=$ the tangent $B D$. Evidently

$$
B D+D B^{\prime}>B A B^{\prime}>B C B^{\prime}
$$

whence

$$
t>a>p
$$

Dividing through by $r$, we have

$$
\frac{t}{r}>\frac{a}{r}>\frac{p}{r} ;
$$

that is,

$$
\tan k>h>\sin h
$$

Dividing by $\sin h$, we have

$$
\frac{1}{\cos h}>\frac{h}{\sin h}>1
$$

$$
\text { or, by inverting, } \quad \cos h<\frac{\sin h}{h}<1 \text {. }
$$

Now as $h$ approaches zero, $\cos h$ approaches 1 . Hence $\frac{\sin h}{h}$, which lies between $\cos h$ and 1 , must also approach 1 ; that is,

$$
\operatorname{Lim}_{h=0} \frac{\sin h}{h}=1
$$

96. Differentiation of trigonometric functions. The formulas for the differentiation of trigonometric functions are as follows, where $u$ represents any function of $x$ which can be differentiated:

$$
\begin{align*}
\frac{d}{d x} \sin u & =\cos u \frac{d u}{d x}  \tag{1}\\
\frac{d}{d x} \cos u & =-\sin u \frac{d u}{d x}  \tag{2}\\
\frac{d}{d x} \tan u & =\sec ^{2} u \frac{d u}{d x}  \tag{3}\\
\frac{d}{d x} \operatorname{ctn} u & =-\csc ^{2} u \frac{d u}{d x}  \tag{4}\\
\frac{d}{d x} \sec u & =\sec u \tan u \frac{d u}{d x}  \tag{5}\\
\frac{d}{d x} \csc u & =-\csc u \operatorname{ctn} u \frac{d u}{d x} . \tag{6}
\end{align*}
$$

1. By (8), § $84, \frac{d}{d x} \sin u=\frac{d}{d u} \sin u \cdot \frac{d u}{d x}$.

To find $\frac{d}{d u} \sin u$, we place $y=\sin u$.
Then if $u$ receives an increment $\Delta u, y$ receives an increment $\Delta y$, where

$$
\Delta y=\sin (u+\Delta u)-\sin u=2 \cos \left(u+\frac{\Delta u}{2}\right) \sin \frac{\Delta u}{2},
$$

the last reduction being made by the trigonometric formula

$$
\sin a-\sin b=2 \cos \frac{a+b}{2} \sin \frac{a-b}{2}
$$

Then we have

$$
\frac{\Delta y}{\Delta u}=2 \cos \left(u+\frac{\Delta u}{2}\right) \frac{\sin \frac{\Delta u}{2}}{\Delta u}=\cos \left(u+\frac{\Delta u}{2}\right) \frac{\sin \frac{\Delta u}{2}}{\frac{\Delta u}{2}} .
$$

Let $\Delta u$ approach zero. By $2, \S 69$,

$$
\operatorname{Lim} \frac{\Delta y}{\Delta u}=\operatorname{Lim} \cos \left(u+\frac{\Delta u}{2}\right) \operatorname{Lim} \frac{\sin \frac{\Delta u}{2}}{\frac{\Delta u}{2}}
$$

But

$$
\operatorname{Lim} \frac{\Delta y}{\Delta u}=\frac{d y}{d u}
$$

$$
\begin{gather*}
\operatorname{Lim} \cos \left(u+\frac{\Delta u}{2}\right)=\cos u \\
\operatorname{Lim} \frac{\sin \frac{\Delta u}{2}}{\frac{\Delta u}{2}}=1 \tag{By§95}
\end{gather*}
$$

and

Hence

$$
\frac{d}{d u} \sin u=\cos u
$$

and

$$
\frac{d}{d x} \sin u=\cos u \frac{d u}{d x} .
$$

2. To find $\frac{d}{d x} \cos u$, we write

$$
\cos u=\sin \left(\frac{\pi}{2}-u\right)
$$

Then

$$
\begin{align*}
\frac{d}{d x} \cos u & =\frac{d}{d x} \sin \left(\frac{\pi}{2}-u\right) \\
& =\cos \left(\frac{\pi}{2}-u\right) \frac{d}{d x}\left(\frac{\pi}{2}-u\right)  \tag{1}\\
& =-\cos \left(\frac{\pi}{2}-u\right) \frac{d u}{d x} \\
& =-\sin u \frac{d u}{d x}
\end{align*}
$$

3. To find $\frac{d}{d x} \tan u$, we write

$$
\tan u=\frac{\sin u}{\cos u}
$$

Then $\frac{d}{d x} \tan u=\frac{d}{d x} \frac{\sin u}{\cos u}$

$$
\begin{align*}
& =\frac{\cos u \frac{d}{d x} \sin u-\sin u \frac{d}{d x} \cos u}{\cos ^{2} u}(\text { by (5), § 8t) } \\
& =\frac{\left(\cos ^{2} u+\sin ^{2} u\right) \frac{d u}{d x}}{\cos ^{2} u} \quad \text { (by (1) and (2)) }  \tag{1}\\
& =\sec ^{2} u \frac{d u}{d x} .
\end{align*}
$$

4. To find $\frac{d}{d x} \operatorname{ctn} u$, we write

$$
\operatorname{ctn} u=\frac{\cos u}{\sin u} .
$$

Then $\frac{d}{d x} \operatorname{ctn} u=\frac{d}{d x} \frac{\cos u}{\sin u}$

$$
\begin{align*}
& =\frac{\sin u \frac{d}{d x} \cos u-\cos u \frac{d}{d x} \sin u}{\sin ^{2} u}(\text { by }(5), \S 8 t) \\
& =\frac{-\sin ^{2} u-\cos ^{2} u}{\sin ^{2} u} \frac{d u}{d x} \quad \text { (by (1) and (2)) }  \tag{1}\\
& =-\csc ^{2} u \frac{d u}{d x} .
\end{align*}
$$

5. To find $\frac{d}{d x} \sec u$, we write

$$
\sec u=\frac{1}{\cos u}=(\cos u)^{-1} .
$$

Then $\frac{d}{d x} \sec u=-(\cos u)^{-2} \frac{d}{d x} \cos u$

$$
\begin{align*}
& =\frac{\sin u}{\cos ^{2} u} \frac{d u}{d x}  \tag{2}\\
& =\sec u \tan u \frac{d u}{d x} .
\end{align*}
$$

6. To find $\frac{d}{d x} \csc u$, we write

$$
\csc u=\frac{1}{\sin u}=(\sin u)^{-1}
$$

Then $\quad \frac{d}{d x} \csc u=-(\sin u)^{-2} \frac{d}{d x} \sin u$

$$
\begin{equation*}
=-\csc u \operatorname{ctn} u \frac{d u}{d x} . \tag{6}
\end{equation*}
$$

Ex. 1. $y=\tan 2 x-\tan ^{2} x=\tan 2 x-(\tan x)^{2}$.

$$
\begin{aligned}
\frac{d y}{d x} & =\sec ^{2} 2 x \frac{d}{d x}(2 x)-2(\tan x) \frac{d}{d x} \tan x \\
& =2 \sec ^{2} 2 x-2 \tan x \sec ^{2} x .
\end{aligned}
$$

Ex. 2. $y=\left(2 \sec ^{4} x+3 \sec ^{2} x\right) \sin x$.

$$
\begin{aligned}
\frac{d y}{d x} & =\sin x\left[8 \sec ^{3} x \frac{d}{d x}(\sec x)+6 \sec x \frac{d}{d x}(\sec x)\right]+\left(2 \sec ^{4} x+3 \sec ^{2} x\right) \frac{d}{d x}(\sin x) \\
& =\sin x\left(8 \sec ^{4} x \tan x+6 \sec ^{2} x \tan x\right)+\left(2 \sec ^{4} x+3 \sec ^{2} x\right) \cos x \\
& =\left(1-\cos ^{2} x\right)\left(8 \sec ^{5} x+6 \sec ^{3} x\right)+\left(2 \sec ^{3} x+3 \sec x\right) \\
& =8 \sec ^{5} x-3 \sec x
\end{aligned}
$$

97. Differentiation of inverse trigonometric functions. The formulas for the differentiation of the inverse trigonometric functions are as follows:
98. $\frac{d}{d x} \sin ^{-1} u=\frac{1}{\sqrt{1-u^{2}}} \frac{d u}{d x}$ when $\sin ^{-1} u$ is in the first or the fourth quadrant;
$=-\frac{1}{\sqrt{1-u^{2}}} \frac{d u}{d x}$ when $\sin ^{-1} u$ is in the second or
99. $\frac{d}{d x} \cos ^{-1} u=-\frac{1}{\sqrt{1-u^{2}}} \frac{d u}{d x}$ when $\cos ^{-1} u$ is in the first or the second quadrant;
$=\frac{1}{\sqrt{1-u^{2}}} \frac{d u}{d x}$ when $\cos ^{-1} u$ is in the third or the
100. $\frac{d}{d x} \tan ^{-1} u=\frac{1}{1+u^{2}} \frac{d u}{d x}$.
101. $\frac{d}{d x} \operatorname{ctn}^{-1} u=-\frac{1}{1+u^{2}} \frac{d u}{d x}$.
102. $\frac{d}{d x} \sec ^{-1} u=\frac{1}{u \sqrt{u^{2}-1}} \frac{d u}{d x}$ when $\sec ^{-1} u$ is in the first or the third quadrant;
$=-\frac{1}{u \sqrt{u^{2}-1}} \frac{d u}{d x}$ when $\sec ^{-1} u$ is in the second or the fourth quadrant.
103. $\frac{d}{d x} \csc ^{-1} u=-\frac{1}{u \sqrt{u^{2}-1}} \frac{d u}{d x}$ when $\csc ^{-1} u$ is in the first or the third quadrant;
$=\frac{1}{u \sqrt{u^{2}-1}} \frac{d u}{d x}$ when $\csc ^{-1} u$ is in the second or the fourth quadrant.

The proofs of these formulas are as follows:

1. If

$$
y=\sin ^{-1} u
$$

then

$$
\sin y=u
$$

Hence, by $\S 96, \quad \cos y \frac{d y}{d x}=\frac{d u}{d x}$,
whence

$$
\frac{d y}{d x}=\frac{1}{\cos y} \frac{d u}{d x}
$$

But $\cos y=\sqrt{1-u^{2}}$ when $y$ is in the first or the fourth quadrant, and $\cos y=-\sqrt{1-u^{2}}$ when $y$ is in the second or the third quadrant.
2. If

$$
y=\cos ^{-1} u
$$

then

$$
\cos y=u
$$

Hence

$$
-\sin y \frac{d y}{d x}=\frac{d u}{d x}
$$

whence

$$
\frac{d y}{d x}=-\frac{1}{\sin y} \frac{d u}{d x}
$$

But $\sin y=\sqrt{1-u^{2}}$ when $y$ is in the first or the second quadrant, and $\sin y=-\sqrt{1-u^{2}}$ when $y$ is in the third or the fourth quadrant.
3. If

$$
y=\tan ^{-1} u
$$

then

$$
\tan y=u
$$

Hence

$$
\sec ^{2} y \frac{d y}{d x}=\frac{d u}{d x}
$$

whence

$$
\frac{d y}{d x}=\frac{1}{1+u^{2}} \frac{d u}{d x}
$$

Ac
4. If
then
Hence

$$
-\csc ^{2} y \frac{d y}{d x}=\frac{d u}{d x}
$$

whence
5. If
then
Hence

$$
\sec y \tan y \frac{d y}{d x}=\frac{d u}{d x},
$$

whence

$$
\frac{d y}{d x}=-\frac{1}{1+u^{2}} \frac{d u}{d x} .
$$

$$
y=\sec ^{-1} u
$$

$$
\sec y=u
$$

$$
\frac{d y}{d x}=\frac{1}{\sec y \tan y} \frac{d u}{d x} .
$$

But $\sec y=u$, and $\tan y=\sqrt{u^{2}-1}$ when $y$ is in the first or the third quadrant, and $\tan y=-\sqrt{u^{2}-1}$ when $y$ is in the second or the fourth quadrant.
6. If

$$
y=\csc ^{-1} u
$$

then

$$
\csc y=u
$$

$$
-\csc y \operatorname{ctn} y \frac{d y}{d x}=\frac{d u}{d x},
$$

whence

$$
\frac{d y}{d x}=-\frac{1}{\csc y \operatorname{ctn} y} \frac{d u}{d x}
$$

But csc $y=u$, and $\operatorname{ctn} y=\sqrt{u^{2}-1}$ when $y$ is in the first or the third quadrant, and $\operatorname{ctn} y=-\sqrt{u^{2}-1}$ when $y$ is in the second or the fourth quadrant.

If the quadrant in which an angle lies is not material in a problem, it will be assumed to be in the first quadrant. This applies particularly to formal exercises in differentiation.

Ex. 1. $y=\sin ^{-1} \sqrt{1-x^{2}}$, where $y$ is an acute angle.

$$
\frac{d y}{d x}=\frac{1}{\sqrt{1-\left(1-x^{2}\right)}} \cdot \frac{d}{d x}\left(1-x^{2}\right)^{\frac{1}{2}}=-\frac{1}{\sqrt{1-x^{2}}} .
$$

This result may also be obtained by placing $\sin ^{-1} \sqrt{1-x^{2}}=\cos ^{-1} x$.

Ex. 2. $y=\sec ^{-1} \sqrt{4 x^{2}+4 x+2}$.

$$
\begin{aligned}
\frac{d y}{d x} & =\frac{\frac{d}{d x} \sqrt{4 x^{2}+4 x+2}}{\sqrt{4 x^{2}+4 x+2} \sqrt{\left(4 x^{2}+4 x+2\right)-1}} \\
& =\frac{4 x+2}{\left(4 x^{2}+4 x+2\right)(2 x+1)}=\frac{1}{2 x^{2}+2 x+1}
\end{aligned}
$$

98. Limit of $(1+h)^{\frac{1}{h}}$. In obtaining the formnlas for the differentiation of the exponential and the logaritlmic functions it is necessary to know the limit of $(1+h)^{\frac{1}{h}}$ as $h$ approaches zero, the rigorous derivation of which requires methods which are too advanced for this book. We must content ourselves, therefore, with indicating somewhat ronghly the general nature of the proof.

We begin by expanding $(1+h)^{\frac{1}{h}}$ by the binomial theorem and making certain simple transformations; thus,

$$
\begin{aligned}
(1+h)^{\frac{1}{h}} & =1+\frac{1}{h} h+\frac{\frac{1}{h}\left(\frac{1}{h}-1\right)}{2} h^{2}+\frac{\frac{1}{h}\left(\frac{1}{h}-1\right)\left(\frac{1}{h}-2\right)}{\boxed{3}} h^{3}+\cdots \\
& =1+\frac{1}{1}+\frac{(1-h)}{\boxed{2}}+\frac{(1-h)(1-2 \pi)}{3}+\cdots \\
& =1+\frac{1}{1}+\frac{1}{2}+\frac{1}{2}+\cdots+h
\end{aligned}
$$

where $R$ represents the sum of all terms involving $h, h^{2}, h^{3}$, ete. Now it may be shown by advanced methols that as $h$ approaches zero $R$ also approaches zero, and at the same time

$$
1+\frac{1}{1}+\frac{1}{2}+\frac{1}{\sqrt{3}}+\cdots
$$

approaches $e(\S 27)$. Hence

$$
\operatorname{Lim}_{h=0}(1+h)^{\frac{1}{h}}=e .
$$

99. Differentiation of exponential and logarithmic functions. The formulas for the differentiation of the exponential and the logarithmic functions are as follows, where, as usual, $u$ represents
any function which can be differentiated with respect to $x, \log$ means the Napierian logarithm, and $a$ is any constant:

$$
\begin{align*}
\frac{d}{d x} \log _{a} u & =\frac{\log _{a} e}{u} \frac{d u}{d x}  \tag{1}\\
\frac{d}{d x} \log u & =\frac{1}{u} \frac{d u}{d x}  \tag{2}\\
\frac{d}{d x} a^{u} & =a^{u} \log a \frac{d u}{d x},  \tag{3}\\
\frac{d}{d x} e^{u} & =e^{u} \frac{d u}{d x} \tag{4}
\end{align*}
$$

The proofs of these formulas are as follows:

1. By (8), $\S 84, \frac{d}{d x} \log _{a} u=\frac{d}{d u} \log _{a} u \cdot \frac{d u}{d x}$.

To find $\frac{d}{d u} \log _{a} u$, place $y=\log _{a} u$.
Then if $u$ is given an increment $\Delta u, y$ receives an increment $\Delta y$, where

$$
\begin{aligned}
\Delta y & =\log _{a}(u+\Delta u)-\log _{a} u \\
& =\log _{a}\left(1+\frac{\Delta u}{u}\right) \\
& =\frac{\Delta u}{u} \log _{a}\left(1+\frac{\Delta u}{u}\right)^{\frac{u}{\Delta u}},
\end{aligned}
$$

the last transformation being made by the formula $p \log M=\log M \Gamma^{p}$.

Then

$$
\frac{\Delta y}{\Delta u}=\frac{1}{u} \log _{a}\left(1+\frac{\Delta u}{u}\right)^{\frac{u}{\Delta u}}
$$

Now as $\Delta u$ approaches zero, the fraction $\frac{\Delta u}{u}$ may be taken as $h$ of $\S 98$.

Hence

$$
\operatorname{Lim}_{\Delta u \neq 0}\left(1+\frac{\Delta u}{u}\right)^{\frac{u}{\Delta u}}=e .
$$

Therefore

$$
\frac{d y}{d u}=\frac{1}{u} \log _{a} e
$$

and

$$
\frac{d y}{d x}=\frac{\log _{a} e}{u} \frac{d u}{d x} .
$$

2. If $y=\log u$, the base $a$ of the previous formula is $e$; and since $\log _{e} e=1$, we have

$$
\frac{d y}{d x}=\frac{1}{u} \frac{d u}{d x} .
$$

3. If

$$
y=a^{n}
$$

we have

$$
\log y=\log a^{n}=u \log a
$$

Hence, by formula (2),

$$
\frac{1}{y} \frac{d y}{d x}=\log a \frac{d u}{d x}
$$

whence

$$
\frac{d y}{d x}=a^{u} \log a \frac{d u}{d x}
$$

4. If $y=e^{u}$, the previous formula becomes

$$
\frac{d y}{d x}=e^{u} \frac{d u}{d x}
$$

Ex. 1. $y=\log \left(x^{2}-4 x+5\right)$.

$$
\frac{d y}{d x}=\frac{2 x-4}{x^{2}-4 x+5}
$$

Ex. 2. $y=e^{-x^{2}}$.

$$
\frac{d y}{d x}=-2 x e^{-x^{2}} .
$$

Ex. 3. $y=e^{-a x} \cos b x$.

$$
\begin{aligned}
\frac{d y}{d x}=\cos b x \frac{d}{d x}\left(e^{-a x}\right)+e^{-a x} \frac{d}{d x}(\cos b x) & =-a e^{-a x} \cos b x-b e^{-a x} \sin b x \\
& =-e^{-a x}(a \cos b x+b \sin b x)
\end{aligned}
$$

100. Sometimes the work of differentiating a function is simplified by first taking the logarithm of the function.

Ex. 1. Let

$$
y=\sqrt{\frac{1-x^{2}}{1+x^{2}}}
$$

Then

$$
\begin{aligned}
\log y & =\log \sqrt{\frac{1-x^{2}}{1+x^{2}}} \\
& =\frac{1}{2} \log \left(1-x^{2}\right)-\frac{1}{2} \log \left(1+x^{2}\right)
\end{aligned}
$$

IIence

$$
\begin{aligned}
\frac{1}{y} \frac{d y}{d x} & =-\frac{x}{1-x^{2}}-\frac{x}{1+x^{2}} \\
& =\frac{-2 x}{\left(1-x^{2}\right)\left(1+x^{2}\right)}
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{d y}{d x} & =\frac{-2 x y}{\left(1-x^{2}\right)\left(1+x^{2}\right)} \\
& =\frac{-2 x}{\left(1-x^{2}\right)\left(1+x^{2}\right)} \sqrt{\frac{1-x^{2}}{1+x^{2}}} \\
& =\frac{-2 x}{\left(1+x^{2}\right) \sqrt{1-x^{4}}}
\end{aligned}
$$

This method is especially useful for functions of the form $u^{v}$, where $u$ and $v$ are both functions of $x$. Such functions occur rarely in practice and cannot be differentiated by any of the formulas so far given. By taking the logarithm of the function, however, a form is obtained which may be differentiated.

Ex. 2. Let

$$
\begin{aligned}
y & =x^{\sin x} \\
\log y & =\log \left(x^{\sin x}\right) \\
& =\sin x \cdot \log x
\end{aligned}
$$

Therefore

$$
\frac{1}{y} \frac{d y}{d x}=(\sin x) \frac{1}{x}+\cos x \cdot \log x
$$

and

$$
\frac{d y}{d x}=x^{\sin x-1} \cdot \sin x+x^{\sin x} \cos x \cdot \log x
$$

101. Applications. The applications of differentiation discussed in the previons chapter are evidently applicable to problems involving transcendental functions.

Ex. 1. Find the turning points and the points of inflection of the curve (Ex. 5, § 24)

$$
y=\sin x+\frac{1}{2} \sin 2 x
$$

We find $\quad \frac{d y}{d x}=\cos x+\cos 2 x=2 \cos ^{2} x+\cos x-1$

$$
=(2 \cos x-1)(\cos x+1) .
$$

Equating $\frac{d y}{d x}$ to zero, we have $\cos x=\frac{1}{2}$ or $\cos x=-1$.
If $\cos x=\frac{1}{2}, x=\frac{\pi}{3}+2 n \pi$ or $-\frac{\pi}{3}+2 n \pi$. As $x$ passes through either of these values, $\frac{d y}{d x}$ changes sign, and hence these values correspond to turning points of the curve. In fact, $x=\frac{\pi}{3}+2 n \pi$ gives maximum values of $y=\frac{3}{4} \sqrt{3}$, and $x=-\frac{\pi}{3}+2 n \pi$ gives minimum values of $y=-\frac{3}{4} \sqrt{3}$.

If $\cos x=-1, x=\pi \pm 2 n \pi$. As $x$ passes through these values, $\frac{d y}{d x}$ does not change sign. Hence these values do not correspond to turning points of the curve.

To examine for points of inflection, we find

$$
\frac{d^{2} y}{d x^{2}}=-\sin x-2 \sin 2 x=-\sin x(4 \cos x+1)
$$

This is zero when $x=0+2 n \pi$ or $\pi+2 n \pi$, or when $x=\cos ^{-1}\left(-\frac{1}{4}\right)$.
As $x$ passes through any of these values, $\frac{d^{2} y}{d x^{2}}$ changes sign. These values correspond, therefore, to points of inflection.

Ex. 2. A particle of mass $m$ moves in a straight line so that

$$
s=k \cdot \sin b t,
$$

where $t=$ time, $s=$ space, and $b$ and $k$ are constants.
Then

$$
\begin{aligned}
\text { velocity } & =v=\frac{d s}{d t}=b k \cdot \cos b t \\
\text { acceleration } & =a=\frac{d^{2} s}{d t^{2}}=-b^{2} k \cdot \sin b t=-b^{2} s \\
\text { foree } & =F=m a=-m b^{2} s
\end{aligned}
$$

Let $O$ be the position of the particle when $t=0$, and let $O A=k$ and $O B=-k$. Then it appears from the formulas for $s$ and $r$ that the particle oscillates forward and baekward between $B$ and . 1 . It describes the distance $O . A$ in the time $\frac{\pi}{2 b}$ and moves from $B$ to $A$ and back to $B$ in the time $\frac{2 \pi}{b}$.

The formula $F=-m b^{2} s$ shows that the particle is acted on ly a force directed toward $O$ and proportional to the distance of the particle from $O$.

The motion of the particle is called simple harmonic motion.
Ex. 3. A wall is to be braced by means of a bean which must pass never a lower wall $l$ units high and standing a units in front of the first wall. Required the shortest heam which can be used.

Let $A B=l$ (fig. 152) be the beam, and let $C$ be the top of the lower wall. Draw the line $C D$ parallel to $O B$, and let $E B C=\theta$.

Then

$$
\text { Then } \begin{aligned}
l & =B C+C A \\
& =E C \operatorname{esc} \theta+D C \sec \theta \\
& =l \operatorname{cse} \theta+a \sec \theta . \\
\frac{d l}{d \theta} & =-b \csc \theta \operatorname{cotn} \theta+a \sec \theta \tan \theta \\
& =\frac{a \sin ^{3} \theta-b \cos ^{3} \theta}{\sin ^{2} \theta \cos ^{2} \theta} \\
\text { Placing } \quad \frac{d l}{d \theta} & =0, \text { to find the minimum, }
\end{aligned}
$$

we have $a \sin ^{3} \theta=b \cos ^{3} \theta$, whence $\tan \theta=\frac{b^{\frac{1}{3}}}{a^{\frac{1}{3}}}$.

When $\theta$ has a smaller value than this, $a \sin ^{3} \theta<b \cos ^{3} \theta$; and when $\theta$ has a larger value, $a \sin ^{3} \theta>b \cos ^{3} \theta$. Hence $l$ is a minimum when $\tan \theta=\frac{b^{\frac{1}{3}}}{a^{\frac{1}{3}}}$.

Then

$$
\begin{aligned}
l & =b \csc \theta+a \sec \theta \\
& =\frac{b \sqrt{a^{\frac{2}{3}}+b^{\frac{2}{3}}}}{b^{\frac{1}{3}}}+\frac{a \sqrt{a^{\frac{2}{3}}+b^{\frac{2}{3}}}}{a^{\frac{1}{3}}} \\
& =\left(a^{\frac{2}{3}}+b^{\frac{2}{3}}\right)^{\frac{3}{2}} .
\end{aligned}
$$

102. The derivatives in parametric representation. When a curve is defined by the equations

$$
x=f_{1}(t), \quad y=f_{2}(t)
$$

we have, by $(9), \S 84, \quad \frac{d y}{d x}=\frac{\frac{d y}{d t}}{\frac{d x}{d t}}$.
If it is required to find $\frac{d^{2} y}{d x^{2}}$, we may proceed as follows:

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}=\frac{d}{d x}\left(\frac{d y}{d x}\right)=\frac{\frac{d}{d t}\left(\frac{d y}{d x}\right)}{\frac{d x}{d t}} \tag{2}
\end{equation*}
$$

Ex. For the cycloid

$$
\begin{aligned}
x & =a(\phi-\sin \phi) \\
y & =a(1-\cos \phi) \\
\frac{d y}{d x} & =\frac{\frac{d y}{d \phi}}{\frac{d x}{d \phi}}=\frac{a \sin \phi}{a(1-\cos \phi)}=\operatorname{ctn} \frac{\phi}{2} \\
\frac{d^{2} y}{d x^{2}} & =\frac{d}{d \phi}\left(\operatorname{ctn} \frac{\phi}{2}\right) \frac{d \phi}{d x} \\
& =\frac{-\frac{1}{2} \operatorname{cosec}^{2} \frac{\phi}{2}}{a\left(1-\cos ^{\phi} \phi\right)} \\
& =-\frac{1}{4 a \sin ^{4} \frac{\phi}{2}}
\end{aligned}
$$

Formula (2) may be expanded as follows:

$$
\begin{align*}
\frac{d}{d t}\left(\frac{d y}{d x}\right) & =\frac{d \cdot}{d t}\left(\frac{\frac{d y}{d t}}{\frac{d x}{d t}}\right)=\frac{\frac{d^{2} y}{d t^{2}} \frac{d x}{d t}-\frac{d^{2} x}{d t^{2}} \frac{d y}{d t}}{\left(\frac{d x}{d t}\right)^{2}} \\
\frac{d^{2} y}{d x^{2}} & =\frac{\frac{d^{2} y}{d t^{2}} \frac{d x}{d t}-\frac{d^{2} x}{d t^{2}} \frac{d y}{d t}}{\left(\frac{d x}{d t}\right)^{3}} \tag{3}
\end{align*}
$$

Therefore
103. Direction of a curve in polar coördinates. The direction of a curve expressed in polar coördinates is usually determined by means of the angle between the tangent and the radius vector. Let $P$ $(r, \theta)$ (fig. 153) be any point on the curve, $P T$ the tangent at $I$, and $\psi$ the angle made by $P T$ and the radius vector $O P$. Give $\theta$ an increment $\Delta \theta=$ $P O Q$, expressed in circular measure, thus fixing a second point $Q(r+\Delta r$, $\theta+\Delta \theta)$ of the curve.


Fig. 153

To determine $\Delta r$ describe an are of a circle with center at $O$ and radius $O P$, intersecting $O Q$ at $R$.

Then

$$
O Q=r+\Delta r
$$

and

$$
R Q=\Delta r
$$

Draw also the chord $P Q$ and the straight line $P S$ perpendicular to $O Q$ and meeting it in $S$.

Then

$$
\begin{aligned}
S P & =r \sin \Delta \theta, \\
O S & =r \cos \Delta \theta, \\
S Q=O Q-O S & =r+\Delta r-r \cos \Delta \theta \\
& =\Delta r+2 r \sin ^{2} \frac{\Delta \theta}{2}
\end{aligned}
$$

As $\Delta \theta$ approaches zero the chord $P Q$ approaches the limiting position $P^{\prime} T$ and the angle $R Q P$ approaches $\psi$. But in the triangle $S P Q$,

$$
\begin{aligned}
\tan S Q P=\frac{S P}{S Q} & =\frac{r \sin \Delta \theta}{\Delta r+2 r \sin ^{2} \frac{\Delta \theta}{2}} \\
& =\frac{r \frac{\sin \Delta \theta}{\Delta \theta}}{\frac{\Delta r}{\Delta \theta}+r \sin \frac{\Delta \theta}{2} \frac{\sin \frac{\Delta \theta}{2}}{\frac{\Delta \theta}{2}}} .
\end{aligned}
$$

Hence, taking the limit, we have

$$
\begin{equation*}
\tan \psi=\frac{r}{\frac{d r}{d \theta}} \tag{1}
\end{equation*}
$$

If it is desired to find the angle $M N P=\phi$, it may be done by the evident relation

$$
\begin{equation*}
\phi=\psi+\theta . \tag{2}
\end{equation*}
$$

104. Derivatives with respect to the arc in polar coördinates. In the triangle $P Q S$ (fig. 153),

$$
\begin{aligned}
\sin S Q P & =\frac{S P}{\operatorname{chord} P Q} \\
& =\frac{S P}{\operatorname{arc} P Q} \cdot \frac{\operatorname{arc} P Q}{\operatorname{chord} P Q} \\
& =\frac{r \sin \Delta \theta}{\Delta s} \cdot \frac{\operatorname{arc} P Q}{\operatorname{chord} P Q} \\
& =r \frac{\sin \Delta \theta}{\Delta \theta} \cdot \frac{\Delta \theta}{\Delta s} \cdot \frac{\operatorname{arc} P Q}{\operatorname{chord} P Q} .
\end{aligned}
$$

As $\Delta \theta$ approaches zero $S Q P$ approaches $\psi, \operatorname{Lim} \frac{\sin \Delta \theta}{\Delta \theta}=1$, and $\operatorname{Lim} \frac{\operatorname{arc} P Q}{\text { chord } P Q}=1(\S 90)$.

Hence

$$
\begin{equation*}
\sin \psi=r \frac{d \theta}{d s} \tag{1}
\end{equation*}
$$

By dividing (1), just obtained, by (1) of the previous article,

$$
\begin{equation*}
\cos \psi=\frac{d r}{d s} \tag{2}
\end{equation*}
$$

From (1) and (2) we obtain

$$
r d \theta=\sin \psi d s, \quad d r=\cos \psi d s
$$

whence, by squaring and addling, we obtain

$$
\begin{equation*}
d s^{2}=d r^{2}+r^{2} d \theta^{2} \tag{3}
\end{equation*}
$$

The formulas of this and the foregoing article are correctly represented by the triangle of fig. 154 , which is a convenient device for remembering the formulas. Here the lines marked as differentials are really increments, but as the size of the figure is reduced, they become more nearly differentials. The correct formulas are obtained by using the triangle as a straight-line figure. We have


Fig. 154

$$
\begin{array}{r}
d s=\sqrt{d r^{2}+r^{2} \overline{d \theta^{2}}}, \quad \tan \psi=\frac{r d \theta}{d r} \\
\cos \psi=\frac{d r}{d s}, \quad \sin \psi=\frac{r d \theta}{d s} .
\end{array}
$$

105. Curvature. If a point describes a curve, the change of direction of its motion may be measured by the change of the angle $\phi$ (§91).

For example, in the curve of fig. 155, if $A P_{1}=s$ and $P_{1} P_{2}=\Delta s$, and if $\phi_{1}$ and $\phi_{2}$ are the values of $\phi$ for the points $P_{1}$ and $P_{2}$ respectively, then $\phi_{2}-\phi_{1}$ is the total change of direction of the curve between $P_{1}$ and $P_{2}$. If $\phi_{2}-\phi_{1}=\Delta \phi$, expressed in circular meas-
 ure, the ratio $\frac{\Delta \phi}{\Delta s}$ is the average change of direction per linear unit of the arc $P_{1} P_{2}$. Regarding $\phi$ as a function of $s$ and
taking the limit of $\frac{\Delta \phi}{\Delta_{s}}$ as $\Delta s$ approaches zero as a limit, we have $\frac{d \phi}{d s}$, which is called the curvature of the curve at the point $P_{1}$. Hence the curvature of a curve is the rate of change of the direction of the curve with respect to the length of the are (§ 92).

If $\frac{d \phi}{d s}$ is constant, the curvature is constant or uniform; otherwise the curvature is variable. Applying this definition to the circle of fig. 156 , of which the center is $C$ and the radius is $a$, we have $\Delta \phi=P_{1} C P_{2}$, and hence $\Delta s=a \Delta \phi$. Therefore
 $\frac{\Delta \phi}{\Delta s}=\frac{1}{a}$. Hence $\frac{d \phi}{d s}=\frac{1}{a}$, and the circle is a curve of constant curvature equal to the reciprocal of its radius.
106. Radius of curvature. The reciprocal of the curvature is called the radius of curvature and will be denoted by $\rho$. Through every point of a curve we may pass a circle with its radius equal to $\rho$, which shall have the same tangent as the curve at the point and shall lie on the same side of the tangent. Since the curvature of a circle is uniform and equal to the reciprocal of its radius, the curvatures of the curve and the circle are the same, and the circle shows the curvature of the curve in a manner similar to that in which the tangent shows the direction of the curve. The circle is called the circle of curvature.

From the definition of curvature it follows that.

$$
\rho=\frac{d s}{d \phi} .
$$

If the equation of the curve is in rectangular coördinates,
by $(9), \S 84, \quad \rho=\frac{\frac{d s}{d x}}{\frac{d \phi}{d x}}$.

To transform this expression further, we note that

$$
\overline{d s}^{2}=\overline{d x}^{2}+\overline{d y}^{2} ;
$$

whence, dividing by $\overline{d x}^{2}$ and taking the square root, we have

Since

$$
\begin{align*}
\frac{d s}{d x} & =\sqrt{1+\left(\frac{d y}{d x}\right)^{2}} \\
\phi & =\tan ^{-1}\left(\frac{d y}{d x}\right)
\end{align*}
$$

Substituting, we have $\rho=\frac{\left[1+\left(\frac{d y}{d x}\right)^{2}\right]^{\frac{3}{2}}}{\frac{d^{2} y}{d x^{2}}}$.
In the above expression for $\rho$ there is an apparent ambiguity of sign, on account of the radical sign. If only the numerical value of $\rho$ is required, a negative sign may be disregarded.

Ex. Find the radius of curvature of the ellipse $\frac{x^{2}}{u^{2}}+\frac{y^{2}}{b^{2}}=1$.
Here

$$
\frac{d y}{d x}=-\frac{l^{2} x}{a^{2} y}
$$

and

$$
\frac{d^{2} y}{d x^{2}}=-\frac{b^{4}}{a^{2} y^{3}} .
$$

Therefore

$$
\rho=\frac{\left(a^{4} y^{2}+b^{4} x^{2}\right)^{\frac{3}{2}}}{a^{4} b^{4}} .
$$

Another formula for $\rho$, that is,

$$
\rho=\frac{\left[1+\left(\frac{d x}{d y}\right)^{2}\right]^{\frac{3}{2}}}{\frac{d^{2} x}{d y^{2}}}
$$

may be found by defining $\phi$ as the angle between $O Y$ and the tangent and interchanging $x$ and $y$ in the above derivation.
107. Radius of curvature in parametric representation. If $x$ and $y$ are expressed in terms of any parameter $t$, the radius of curvature may be found as follows:

$$
\begin{equation*}
\rho=\frac{d s}{d \phi}=\frac{\frac{d s}{d t}}{\frac{d \phi}{d t}} \tag{9}
\end{equation*}
$$

But

$$
\begin{equation*}
\frac{d s}{d t}=\sqrt{\left(\frac{d \cdot x}{d t}\right)^{2}+\left(\frac{d y}{d t}\right)^{2}} \tag{2}
\end{equation*}
$$

and

$$
\phi=\tan ^{-1} \frac{d y}{d x}=\tan ^{-1} \frac{\frac{d y}{d t}}{\frac{d x}{d t}}
$$

whence

$$
\left.\left.\begin{array}{rl}
\frac{d \phi}{d t} & \left.\left.=\frac{\left(\frac{d x}{d t}\right) \frac{d^{2} y}{d t^{2}}-\left(\frac{d y}{d t}\right) \frac{d^{2} x}{d t^{2}}}{\left[1+\left(\frac{d y}{d t}\right.\right.}\right)^{2}\right]\left(\frac{d x}{d t}\right)^{2} \\
d t
\end{array}\right)^{2}\right) .
$$

Therefore, by substitution,

$$
\rho=\frac{\left[\left(\frac{d x}{d t}\right)^{2}+\left(\frac{d y}{d t}\right)^{2}\right]^{\frac{3}{2}}}{\frac{d x}{d t} \cdot \frac{d^{2} y}{d t^{2}}-\frac{d y}{d t} \cdot \frac{d^{2} x}{d t^{2}}}
$$

Ex. Find the radius of curvature of the cycloid

$$
\begin{aligned}
& x=a \phi-a \sin \phi, \\
& y=a-a \cos \phi .
\end{aligned}
$$

Here the parameter $t$ of the general formula is replaced by $\phi$.

Therefore

$$
\begin{aligned}
\frac{d x}{d \phi} & =a-a \cos \phi \\
\frac{d^{2} x}{d \phi^{2}} & =a \sin \phi \\
\frac{d y}{d \phi} & =a \sin \phi \\
\frac{d^{2} y}{d \phi^{2}} & =a \cos \phi
\end{aligned}
$$

Hence, by substitution, $\rho=\frac{\left[a^{2}(1-\cos \phi)^{2}+a^{2} \sin ^{2} \phi\right]^{\frac{3}{2}}}{a(1-\cos \phi) \cdot a \cos \phi-a \sin \phi(a \sin \phi)}$

$$
\begin{aligned}
& =2^{\frac{3}{2}} a(1-\cos \phi)^{\frac{1}{3}} \\
& =2^{\frac{3}{2}} a \cdot\left(2 \sin ^{2} \frac{\phi}{2}\right)^{\frac{1}{2}} \\
& =4 a \sin \frac{\phi}{2}
\end{aligned}
$$

108. Radius of curvature in polar coördinates. For a curve expressed in polar coördinates the radius of curvature may be found as follows:

$$
\begin{equation*}
\rho=\frac{d \cdot s}{d \phi}=\frac{\frac{d \cdot s}{d \theta}}{\frac{d \phi}{d \theta}} \tag{By}
\end{equation*}
$$

$\dot{\text { From }}$ § 104 ,

$$
\frac{d s}{d \theta}=\sqrt{r^{2}+\left(\frac{d r}{d \theta}\right)^{2}}
$$

and, from § 103,

$$
\phi=\psi+\theta .
$$

Then

$$
\begin{aligned}
\frac{d \phi}{d \theta}=1+\frac{d \psi}{d \theta} & \left.=1+\frac{d}{d \theta} \tan ^{-1}\left[\frac{r}{d r}\right] \frac{d \theta}{d \theta}\right] \\
& =1+\frac{\left(\frac{d r}{d \theta}\right)^{2}-r \cdot \frac{d^{2} r}{d \theta^{2}}}{r^{2}+\left(\frac{d r}{d \theta}\right)^{2}}
\end{aligned}
$$

Substituting these values and simplifying, we have as the required formula,

$$
\rho=\frac{\left[r^{2}+\left(\frac{d r}{d \theta}\right)^{2}\right]^{\frac{3}{2}}}{r^{2}+2\left(\frac{d r}{d \theta}\right)^{2}-r \cdot \frac{d^{2} r}{d \theta^{2}}}
$$

Ex. Find the radius of curvature of the cardioid $r=a(1-\cos \theta)$.
ILere $\quad \frac{d r}{d \theta}=a \sin \theta$ and $\frac{d^{2} r}{d \theta^{2}}=a \cos \theta$.
Therefore $\quad \rho=\frac{\left[a^{2}(1-\cos \theta)^{2}+a^{2} \sin ^{2} \theta\right]^{\frac{3}{2}}}{a^{2}(1-\cos \theta)^{2}+2 a^{2} \sin ^{2} \theta-a(1-\cos \theta) a \cos \theta}$

$$
=\frac{\left[2 a^{2}(1-\cos \theta)\right]^{\frac{3}{2}}}{a^{2}(3-3 \cos \theta)}=\frac{2^{\frac{3}{2}} a}{3}(1-\cos \theta)^{\frac{1}{2}}
$$

or

$$
\rho=\frac{2}{3}(2 a r)^{\frac{1}{2}} .
$$

## PROBLEMS

Find $\frac{d y}{d x}$ in each of the following cases :

1. $y=\frac{1}{4} \sin ^{4} 2 x$.
2. $y=\frac{1}{5} \sin ^{5} 3 x-\frac{1}{7} \sin ^{7} 3 x$.
3. $y=\frac{1}{a}\left(\frac{1}{4} \sin ^{4} a x-\frac{1}{6} \sin ^{6} a x\right)$.
4. $y=\frac{1}{2} x-\frac{1}{8} \sin 4 x$.
5. $y=\frac{1}{2} x-\frac{1}{8} \sin (2-4 x)$.
6. $y=\cos ^{\frac{2}{3}} 3 x\left(\frac{1}{1} \cos ^{3} 3 x-\frac{1}{5} \cos 3 x\right)$.
7. $y=\frac{3}{1}+\sqrt[3]{\cos 2 x}\left(\cos ^{2} 2 x-7\right)$.
8. $y=\frac{1}{6} \cos (2 x+1)\left[\cos ^{2}(2 x+1)-3\right]$.
9. $y=\frac{1}{3} \tan ^{3} x+\tan ^{2} x+\tan x$.
10. $y=\frac{2}{3} \tan ^{3} \frac{x}{2}-2 \tan \frac{x}{2}+x$.
11. $y=-\frac{1}{4} \operatorname{ctn}^{2}\left(x^{2}+a^{2}\right)$.
12. $y=-\frac{3}{5} \operatorname{ctn}^{5} \frac{x}{3}+\operatorname{ctn}^{3} \frac{x}{3}-3 \operatorname{ctn} \frac{x}{3}-x$.
13. $y=\frac{2}{5} \sec ^{5} \frac{x}{2}$.
14. $y=25 \sqrt[5]{\sec \frac{x}{5}}\left(1-\frac{2}{11} \sec ^{2} \frac{x}{5}+\frac{1}{21} \sec ^{4} \frac{x}{5}\right)$.
15. $y=\frac{1}{b}(\csc b x-\operatorname{ctn} b x) . \quad$ 19. $y=\sin ^{-1} \frac{x-2}{x+2}$.
16. $y=\sin ^{-1} 2 x$.
17. $y=\sin ^{-1}(2 x-1)$.
18. $y=\frac{1}{2} \sin ^{-1} \frac{x^{2}+3}{2 \sqrt{3}}$.
19. $y=\sin ^{-1} \frac{x-2}{2}$.
20. $y=\cos ^{-1} \frac{2 x-3}{3}$.
21. $y=\cos ^{-1} \frac{3 x+1}{3}$.
22. $y=\cos ^{-1} \frac{x^{2}-a^{2}}{x^{2}+a^{2}}$.
23. $y=\tan ^{-1}(x-2)$.
24. $y=\tan ^{-1} \sqrt{x^{2}+2 x}$.
25. $y=\tan ^{-1} \frac{x}{\sqrt{a^{2}-x^{2}}}$.
26. $y=\operatorname{ctn}^{-1} \frac{a^{2}}{x^{2}}$.
27. $y=\operatorname{ctn}^{-1} \frac{2 x}{x^{2}-1}$.
28. $y=\operatorname{ctn}^{-1} \sqrt{\frac{1-x}{x}}$.
29. $y=\sec ^{-1} 3 x$.
30. $y=\sec ^{-1} \frac{x+2}{2}$.
31. $y=\sec ^{-1}\left(x+\frac{1}{x}\right)$.
32. $y=\csc ^{-1}\left(4 x^{2}+4 x\right)$.
33. $y=\csc ^{-1} \frac{\sqrt{1+x^{2}}}{x}$.
34. $y=\csc ^{-1} \frac{1}{2}\left(\frac{x^{2}}{a^{2}}+\frac{u^{2}}{x^{2}}\right)$.
35. $y=x \sin ^{-1} \sqrt{1-x^{2}}-\sqrt{1-x^{2}}$.
36. $y=x^{2} \tan ^{-1} \frac{a}{x}+a^{2} \operatorname{ctn}^{-1} \frac{x}{a}+a x$.
37. $y=-\frac{1}{2}(x+3 a) \sqrt{2 a x-x^{2}}+\frac{3 u^{2}}{2} \sin ^{-1} \frac{x-a}{a}$.
38. $y=\log \left(2 x^{2}-4 x+3\right)$.
39. $y=\log \sqrt{x^{2}+4 x+3}$.
40. $y=\frac{1}{u} \log \frac{\sqrt{u^{2}+x^{2}}-a}{x}$.
41. $y=\frac{1}{12} \log \frac{2 x-3}{2 x+3}$.
42. $y=\log \sin x$.
43. $y=\frac{1}{2 \sqrt{3}} \log \frac{3 x-\sqrt{3}}{3 x+\sqrt{3}}$.
44. $y=\log \frac{1}{\sqrt{3-4 x+x^{2}}}$.
45. $y=\log \left(3 x+\sqrt{9 x^{2}+2}\right)$.
46. $y=\log (\sec 3 x+\tan 3 x)$.
47. $y=\log \frac{1-\sin \frac{x}{2}}{1+\sin \frac{x}{2}}$.
48. $y=\log \frac{2 \tan x+1}{\tan x+2}$.
49. $y=\frac{1}{3} \log \left(x^{3}+\sqrt{x^{6}-u^{6}}\right)$.
50. $y=\log \operatorname{ctn} x-\csc 2 x$.
51. $y=\log \sqrt{x^{2}+4}+\frac{2}{x^{2}+4}$.
52. $y=3 \sqrt{x^{4}-a^{4}}+\log \left(x^{2}+\sqrt{x^{4}-u^{4}}\right)^{2}$.
53. $y=\frac{1}{8} \log \frac{1-\cos 2 x}{1+\cos 2 x}-\frac{\cos 2 x}{4 \sin ^{2} 2 x}$.
54. $y=x\left[(\log a x)^{2}-2 \log a x+2\right]$.
55. $y=\log \left(x^{2}+\sqrt{x^{4}-1}\right)-\sec ^{-1} x^{2}$.
56. $y=2 x \tan ^{-1} 2 x-\log \sqrt{1+4 x^{2}}$.
57. $y=\frac{3}{4} \log \left(2 x^{2}+1\right)+\sqrt{2} \tan ^{-1} x \sqrt{2}$.
58. $y=x \tan ^{-1} a x-\frac{1}{u} \log \sqrt{1+u^{2} x^{2}}$.
59. $y=x \sec ^{-1} a x-\frac{1}{a} \log \left(a x+\sqrt{a^{2} x^{2}-1}\right)$.
60. $y=e^{-\frac{1}{x}}$.
61. $y=\frac{1}{4 \log a}\left(a^{2 x^{2}}-a^{-2 x^{2}}\right)+x^{2}$.
62. $y=\frac{1}{2} e^{x^{2}+1}$.
63. $y=2 x-a \log \left(e^{\frac{x}{a}}+1\right)$.
64. $y=e^{\tan ^{-1} x}$.
65. $y=\frac{1}{2} e^{\sin ^{-1} x}$.
66. $y=-\frac{1}{4} a^{\cos 2 x}$.
67. $y=\frac{e^{a x}(a \sin m x-m \cos m x)}{a^{2}+m^{2}}$.
68. $y=\frac{1}{3}\left(e^{3 x}-e^{-3 x}\right)+3\left(e^{x}-e^{-x}\right)$. 72. $y=\tan ^{-1} a^{x}$.
69. $y=\frac{e^{b+c x} a^{b+c x}}{c(1+\log a)} . \quad$ 73. $y=\sin ^{-1} \frac{a^{x}-2}{2}$.
70. $y=\frac{e^{a x}}{a^{3}}\left(a^{2} x^{2}-2 a x+2\right)$. 74. $y=\sin ^{-1} \frac{e^{2 x}-e^{-2 x}}{e^{2 x}+e^{-2 x}}$.
71. $y=\sec ^{-1} \frac{e^{x}+e^{-x}}{2}-\tan ^{-1} \frac{e^{x}-e^{-x}}{2}$.
72. $y=\log \sqrt{2-2 e^{x}+e^{2 x}}+\left(e^{x}-1\right) \operatorname{ctn}^{-1}\left(e^{x}-1\right)$.
73. $y=\tan ^{-1} \sqrt{x^{2}+2 x}-\frac{\log (x+1)}{\sqrt{x^{2}+2 x}}$.
74. $y=3 \log \left(x^{2}+4\right)+\log \sqrt{\frac{x-2}{x+2}}+\tan ^{-1} \frac{x}{2}$.
75. $y=a \log \frac{a+\sqrt{a^{2}-x^{2}}}{x}-\sqrt{a^{2}-x^{2}}$.
76. $y=\log \sqrt{\frac{\sqrt{x}-\sqrt{a}}{\sqrt{x}+\sqrt{a}}}+\tan ^{-1} \sqrt{\frac{x}{a}}$.
77. $y=\sec ^{-1} \frac{x+a}{a}-\frac{a}{x+a} \log \left(x+a+\sqrt{x^{2}+2 a x}\right)$.
78. $y=2 \sin ^{-1} \sqrt{2 e^{x}-e^{2 x}}+\sqrt{2 e^{x}-e^{2 x}} \log \left(2-e^{x}\right)$.
79. $y=(e)^{x x}$.
80. $y=(x)^{x^{x}}$.
81. $y=(x)^{e^{x}}$.
82. $y=(\tan x)^{\frac{1}{x^{2}}}$.
83. $y=(\tan \sqrt{x})^{\sin \sqrt{x}}$.

Find $\frac{d y}{d x}$ in each of the following cases:
89. $\tan ^{-1} \frac{y}{x}+x y=0$.
90. $\sin ^{-1} \frac{x}{y}+\sqrt{y^{2}-x^{2}}=0$.
91. $\sin (x+2 y)+e^{2 x+y}=0$.
92. $x^{y}+y^{x}=0$.
93. $y^{x}-\sec x y-\tan x y=0$.

Find $\frac{d y}{d x}$ and $\frac{d^{2} y}{d x^{2}}$ in each of the following cases:
94. $e^{x}+e^{y}=e^{x+y}$.
95. $\tan ^{-1} \frac{x}{y}+\log \sqrt{x^{2}+y^{2}}=0$.
96. $\log \left(x^{2}+y^{2}\right)-\tan ^{-1} \frac{y}{x}=0$.
97. $\cos (x+y)+\cos (x-y)=1$.
98. $e^{x+y}=y y^{\prime}$.
99. Show that the portion of the tangent to the curve

$$
y=\frac{a}{2} \log \frac{u+\sqrt{u^{2}-x^{2}}}{u-\sqrt{u^{2}-x^{2}}}-\sqrt{u^{2}-x^{2}}
$$

included between the point of contact and the axis of $y$ is constant. (From this property the curve is called the tractrix.)
100. Draw the curve $y=e^{-a r}$ cos $l x$, and prove that it is tangent to the curve $y=e^{-a x}$ wherever they have a point in common.
101. Draw the curve $y=\frac{\sin x}{x^{2}}$, and show that it is tangent to the curve $y=\frac{1}{x^{2}}$ wherever they have a point in common.
102. Find the angle of intersection of the curves $y=\sin x$ and $y=\cos x$.
103. Find the angle of intersection of the curves $y=\sin x$ and $y=\sin \left(x+\frac{\pi}{3}\right)$.
104. Find the angle of intersection of the curves $y=\sin x$ and $y=\sin 2 x$.
105. Find the point of inflection of the curve $y=(x+1) \tan ^{-1} x$.
106. Find the points of inflection of the curve $y=e^{-x^{2}}$.
107. Find the point of inflection of the curve $y=e^{\frac{1}{1-x}}$.
108. Draw the curve $y=\log \tan ^{2} x$. Find a point of inflection and the slope at that point.
109. Prove that the curve

$$
y=\frac{1}{2} x-\frac{2}{3} \sin x+\frac{1}{12} \sin 2 x
$$

has an indefinite number of points of inflection, and that two of them lie between the points for which $x=6$ and $x=10$ respectively.

Find the turning points and the points of inflection of the following curves, and draw the curves.

$$
\begin{array}{ll}
\text { 110. } y=x e^{-x^{2}} . & \text { 113. } y=\sin ^{2} x . \\
\text { 111. } y=x^{2} e^{-x} . & \text { 114. } y=2 \sin x+\frac{1}{2} \sin 2 x . \\
\text { 112. } y=x^{3} e^{-x} . & \text { 115. } x y=a^{2} \log \frac{x}{a} .
\end{array}
$$

116. A tablet 10 ft . high is placed on a wall so that the bottom of the tablet is 8 ft . from the ground. How far from the wall should a person stand in order that he may see the tablet to the best advantage; that is, in order that the angle between the lines from the observer's standpoint to the top and the bottom of the tablet may be the greatest?
117. One side of a triangle is 5 ft ., and the opposite angle is $40^{\circ}$. Find the other angles of the triangle when its area is a maximum.
118. Above the center of a round table is a hanging lamp. What must be the ratio of the height of the lamp above the table to the radius of the table in order that the edge of the table may be most brilliantly lighted, given that the illumination varies inversely as the square of the distance and directly as the cosine of the angle of incidence?
119. A weight $P$ is dragged along the ground by a force $F$. If the coefficient of friction is $K$, in what direction should the force be applied to produce the best result?
120. An open gutter is to be constructed of boards in such a way that the bottom and the sides, measured on the inside, are to be each 5 in . wide, and both sides are to have the same slope. How wide should the gutter be across the top in order that its capacity may be as great as possible?
121. A steel girder 27 ft . long is to be moved on rollers along a passageway and into a corridor 8 ft . in width at right angles to the passageway. If the horizontal width of the girder is neglected, how wide must the passageway be in order that the girder may go around the corner?
122. Given that two sides and the included angle of a triangle have at a certain moment the values $8 \mathrm{ft} ., 12 \mathrm{ft}$., and $30^{\circ}$ respectively, and that these quantities are changing at the rates of $4 \mathrm{ft} .,-3 \mathrm{ft}$., and $12^{\circ}$ per second respectively, what is the area of the triangle at the given moment, and how fast is it changing?
123. A particle of unit mass moves in a straight line so that $s=6-5 \sin ^{2} \frac{\pi t}{2}$, where $t$ is the time and $s$ the distance from a point $O$. Find when the particle is moving forward and when backward. Find also the greatest distance which the particle reaches from $O$, and the force which acts upon it.
124. A motion of a particle in a straight line is expressed by the equation $s=5-2 \cos ^{2} t$. Express the velocity and the acceleration at any point in terms of $s$.
125. Two particles are moving in the same straight line, and their distances from the fixed point $O$ on the line at any time $t$ are respectively $x=a \cos k i t$ and $x^{\prime}=u \cos \left(k t+\frac{\pi}{3}\right), k$ and $a$ being constants. Find the greatest distance letween them.
126. If $s=a e^{k t}+b e^{-k t}$, show that the particle is acted on by a repulsive foree which is proportional to the distance from the point from which $s$ is measured.
127. If a particle moves so that

$$
s=r^{-\frac{1}{2} c t}(u \sin h t+b \cos h t),
$$

find expressions for the velocity and the acceleration. Hence show that the particle is acted on by two forces, one proportional to the distance from the origin and the other proportional to the velocity. Describe the motion of the particle.
128. A revolving light in a lighthouse $\frac{1}{2} \mathrm{mi}$. offshore makes one revolution a minute. If the line of the shore is a straight line, how fast is the ray of light moving along the shore when it passes the point of the shore nearest to the lighthouse?
129. $A$, the center of one circle, is on a second circle with center at $B$. A moving straight line, $A M N$, intersecting the two circles at $M$ and $N$ respectively, has constant angular velocity about $A$. Prove that $B N$ has constant angular velocity about $B$.
130. $B C$ is a rod $a$ feet long, connected with a piston rod at $C$, and at $B$ with a crank $A B, b$ feet long, revolving about $A$. Find ('s velocity in terms of $A B$ 's angular velocity.
131. A body moves in a plane so that $x=a \cos t+b, y=a \sin t+c$, where $t$ denotes time and $a, b$, and $c$ are constants. Find the path of the body, and show that its velocity is constant.
132. The parametric equations of the path of a moving point are, in terms of the time $t, x=a \cos k t, y=b \sin k \cdot t$, where $a, b$, and $\%$ are constants and $a>b$. Prove that the path is an ellipse. Find the velocity of the point in its path. Find when the velocity is a maximum and when a minimum.
133. A particle moves so that $x=2 \cos t-\cos 2 t, y=2 \sin t-$ $\sin 2 t$, where $t$ is the time. Find its velocity in its path when $t=\frac{\pi}{2}$.
134. If a wheel rolls with constant angular velocity on a straight line, required the velocity of any point on its circumference; also of any point on one of the spokes.
135. Prove that a point on the rim of the wheel of problem 134 is moving parallel to the straight line on which the wheel rolls, with a velocity proportional to its distance from $O X$.
136. Show that the highest point of a wheel rolling with constant velocity on a road moves twice as fast as each of the two points in the rim whose distance from the ground is half the radius of the wheel.
137. If a wheel rolls with constant angular velocity on the circumference of a fixed wheel, find the velocity of any point on its circumference and on its spoke.
138. If a string is unwound from a circle with constant angular velocity, find the velocity of the end in the path described.
139. A man walks along the diameter, 200 ft . in length, of a semicircular courtyard at a uniform rate of 5 ft . per second. How fast will his shadow move along the wall when the rays of the sun are at right angles to the diameter?
140. How fast is the shadow in the preceding problem moving if the sun's rays make an angle $\alpha$ with the diameter?
141. A man walks across the diameter of a circular courtyard at a uniform rate. A lamp, at one extremity of the diameter perpendicular to the one on which he walks, throws his shadow on the wall. Required the velocity of the shadow along the wall.
142. A ladder $b$ feet long leans against a side of a house. Its foot is drawn away in the horizontal direction at the rate of $a$ feet per second. Find the path described by the center of the ladder and the velocity of the center in its path.
143. Find $\frac{d y}{d x}$ and $\frac{d^{2} y}{d x^{2}}$ for the curve $x=a(\cos \phi+\phi \sin \phi)$, $y=a(\sin \phi-\phi \cos \phi)$.
144. Find $\frac{d y}{d x}$ and $\frac{d^{2} y}{d x^{2}}$ for the curve $x=a \cos ^{8} \phi, y=a \sin ^{3} \phi$.
145. Find $\frac{d y}{d x}$ and $\frac{d^{2} y}{d x^{2}}$ for the curve $x=e^{t} \sin t, y=e^{t} \cos t$.
146. Prove that the logarithmic spiral $r=e^{\alpha \theta}$ cuts all radius vectors at a constant angle.
147. Prove that the angle between the normal and the radius vector to any point of the lemniscate is twice the angle made by the radius vector and the initial line.
148. Prove that the angle between the cardioid $r=a(1-\cos \theta)$ and a radius vector is always half the angle between the radius vector and the initial line.
149. If $p$ is the perpendicular distance of a tangent from the pole, prove that $p=\frac{r^{2}}{\sqrt{,^{2}+\left(\frac{d r}{d \theta}\right)^{2}}}$.
150. If a straight line drawn through the pole $\cap$ perpendicular to a radius vector $O P$ meets the tangent in $A$ and the normal in $B$, shosiv that $O_{A} A=r^{2} \frac{d \theta}{d r}$ and $O B=\frac{d r}{d \theta}$.
151. Show that for any curve in polar coördinates the maximum and the minimum values of $r$ occur in general when the radius vector is perpendicular to the tangent.
152. Sketch the curve $r=2+\sin 3 \theta$, and find the angle at which it meets the circle $r=2$.
153. Sketch the curve $r^{2}=a^{2} \sin \frac{\theta}{2}$, and determine the angle at which it intersects the initial line.
154. Sketch the curves $r^{2}=a^{2} \sin 2 \theta$ and $r^{2}=a^{2} \cos 2 \theta$, and show that they intersect at right angles.
155. If a particle traverses the cardioid $r=a(1-\cos \theta)$ so that $\theta$ makes uniformly two revolutions a second, find the rate at which $r$ changes, and the velocity of the particle in its path: (1) when $\theta=\frac{\pi}{2} ;(2)$ when $\theta=\pi$.
156. Find the velocity of a point moving in a limaçon

$$
r=a \cos \theta+b
$$

when $\theta$ changes uniformly.
157. When a point moves along the curve $r=4 \sin ^{3} \frac{\theta}{3}$ at a uniform rate of 2 units per second, find the rates at which $\theta$ and $r$ are changing: (1) when $\theta=\frac{\pi}{2}$; (2) when $\theta=\pi$.
158. Find the radius of curvature of the curve $x^{\frac{2}{8}}+y^{\frac{2}{3}}=a^{\frac{2}{8}}$.
159. Find the radius of curvature of the catenary $y=\frac{a}{2}\left(e^{\frac{x}{a}}+e^{-\frac{x}{a}}\right)$.
160. Show that the catenary $y=\frac{a}{2}\left(e^{\frac{x}{a}}+e^{-\frac{x}{a}}\right)$ and the parabola $y=a+\frac{1}{2 a} x^{2}$ have the same slope and the same curvature at their common point.
161. Find the radius of curvature of the curve $y^{2}=\frac{4}{27}(x-2)^{3}$ at the point for which $x=3$.
162. Find the radius of curvature of the cycloid

$$
y=a \cos ^{-1} \frac{a-x}{a} \pm \sqrt{2 a x-x^{2}}
$$

at a point for which $x=\frac{u}{2}$.
163. Find the radius of curvature of the curve $y=e^{-2 x} \sin 3 x$ at the origin.
164. Find the least radius of curvature of the curve $y=\log x$.
165. Find the points of greatest and of least curvature of the sine curve $y=\sin x$.
166. Show that the curvature of the parabola $y=a x^{2}+b x+c$ is a maximum at the vertex.
167. Show that the product of the radii of curvature of the curve $y=a e^{-\frac{x}{a}}$ at the two points for which $x= \pm a$ is $a^{2}\left(e+e^{-1}\right)^{3}$.
168. Find the radius of curvature of the four-cusped hypocycloid $x=a \cos ^{3} \phi, y=a \sin ^{3} \phi$.
169. By use of the parametric equations of the ellipse find the points where the radius of curvature is a maximum or a minimum, and the values of these radii.
170. Find the radius of curvature of $r=a(2 \cos \theta-1)$.
171. Find the radius of curvature of the lemniscate $r^{2}=2 a^{2} \cos 2 \theta$.
172. Find the greatest and the least values of the radius of curvature of the curve $r=a \sin ^{3} \frac{\theta}{3}$.
173. If the angle between the straight line drawn from the origin perpendicular to any tangent to a curve and the radius vector to the point of contact of the tangent is either a maximum or a minimuin, prove that $\rho=\frac{r^{2}}{p}$, where $p$ is the length of the perpendicular.

## CHAPTER XII

## INTEGRATION

109. Introduction. In $\S 80$ the process of integration was defined as the determination of a function when its derivative or its differential is known, and was denoted by the symbol $\int$; that is, if
then

$$
\begin{align*}
f(x) d x & =d F(x) \\
\int f(x) d x & =F(x) \tag{1}
\end{align*}
$$

The expression $f(x) d x$ is said to be under the sign of integration, $f(x)$ is called the integrand, and $F(x)$ is called the integral of $f(x) d x$; sometimes $F(x)$ is called the indefinite integral, to distinguish it from the definite integral defined in $\S 81$.

The determination of the indefinite integral is important in a wide range of problems, and for that reason we shall now deduce formulas of integration.

We ought to note first, however, that a more general form of (1) is

$$
\begin{equation*}
\int f(x) d x=F(x)+C \tag{2}
\end{equation*}
$$

where $C$ is the constant of integration ( $\S 80$ ). In each of the formulas we shall derive, $C$ will be omitted, since it is independent of the form of the integrand, but it must be added in all the indefinite integrals determined by means of them.
110. Fundamental formulas. The tivo formulas

$$
\begin{equation*}
\int c d u=c \int d u \tag{1}
\end{equation*}
$$

and $\int(d u+d v+d w+\cdots)=\int d u+\int d v+\int d w+\cdots$
are of fundamental importance, one or both of them being used
in the course of almost every integration. Stated in words they are as follows:
(1) A constant factor may be changed from one side of the sign of integration to the other.
(2) The intergral of the sum of a finite number of functions is the sum of the integrals of the separate functions.

To prove (1), we note that since $c d u=d(c u)$, it follows that

$$
\int c d u=\int d(c u)=c u=c \int d u .
$$

In like manner, to prove (2), since

$$
d u+d v+d w+\cdots=d(u+v+u+\cdots)
$$

we have

$$
\begin{aligned}
\int(d u+d v+d w+\cdots) & =\int d(u+v+u+\cdots) \\
& =u+v+w+\cdots \\
& =\int d u+\int d v+\int d w+\cdots
\end{aligned}
$$

The application of these formulas is illustrated in the following articles.
111. Integral of $u^{n}$. Since for all values of $m$ except $m=0$,

$$
\begin{aligned}
& d\left(u^{m}\right)=m u^{m-1} d u \\
& d\left(\frac{u^{m}}{m}\right)=u^{m-1} d u
\end{aligned}
$$

it follows that

$$
\int u^{m-1} d u=\frac{u^{m}}{m}
$$

Placing $m=n+1$, we have

$$
\begin{equation*}
\int u^{n} d u=\frac{u^{n+1}}{u+1} \tag{1}
\end{equation*}
$$

for all values of $n$ except $n=-1$.
In the case $n=-1$, the expression under the sign of integration in (1) becomes $\frac{d u}{u}$, which is recognized as $d(\log u)$.

Therefore

$$
\begin{equation*}
\int \frac{d u}{u}=\log u . \tag{2}
\end{equation*}
$$

In applying these formulas the problem is to choose for $u$ some function of $x$ which will bring the given integral, if possible, under one of the formulas. The form of the integrand often suggests the function of $x$ which should be chosen for $u$.

Ex. 1. Find the value of $\int\left(a x^{2}+b x+\frac{c}{x}+\frac{e}{x^{2}}\right) d x$.
Applying (2), § 110, and then (1), § 110, we have

$$
\begin{aligned}
\int\left(a x^{2}+b x+\frac{c}{x}+\frac{e}{x^{2}}\right) d x & =\int a x^{2} d x+\int b x d x+\int \frac{c}{x} d x+\int \frac{e}{x^{2}} d x \\
& =a \int x^{2} d x+b \int x d x+c \int \frac{d x}{x}+e \int x^{-2} d x
\end{aligned}
$$

The first, the second, and the fourth of these integrals may be evaluated by formula (1) and the third by formula (2), where $u=x$, the results being respectively $\frac{1}{3} a x^{3}, \frac{1}{2} b x^{2},-\frac{e}{x}$, and $c \log x$.

Therefore

$$
\int\left(a x^{2}+b x+\frac{c}{x}+\frac{e}{x^{2}}\right) d x=\frac{1}{3} a x^{3}+\frac{1}{2} b x^{2}+c \log x-\frac{e}{x}+C .
$$

Ex. 2. Find the value of $\int\left(x^{2}+2\right) x d x$.
If the factors of the integrand are multiplied together, we have

$$
\int\left(x^{2}+2\right) x d x=\int\left(x^{3}+2 x\right) d x
$$

which may be evaluated by the same method as that used in Ex. 1, the result being $\frac{1}{4} x^{4}+x^{2}+C$.

Or we may let $x^{2}+2=u$, whence $2 x d x=d u$, so that $x d x=\frac{1}{2_{2}} d u$. Hence

$$
\begin{aligned}
\int\left(x^{2}+2\right) x d x & =\int \frac{1}{2} u d u=\frac{1}{2} \int u d u \\
& =\frac{1}{2} \cdot \frac{u^{2}}{2}+C \\
& =\frac{1}{4}\left(x^{2}+2\right)^{2}+C .
\end{aligned}
$$

Instead of actually writing out the integral in terms of $u$, we may note that $x d x=\frac{1}{2} d\left(x^{2}+2\right)$ and proceed as follows:

$$
\begin{aligned}
\int\left(x^{2}+2\right) x d x & =\int\left(x^{2}+2\right) \frac{1}{2} d\left(x^{2}+2\right) \\
& =\frac{1}{2} \int\left(x^{2}+2\right) d\left(x^{2}+2\right) \\
& =\frac{1}{4}\left(x^{2}+2\right)^{2}+C .
\end{aligned}
$$

Comparing the two values of the integral found by the two methods of integration, we see that they differ only by the constant unity, which may be made a part of the constant of integration.

Ex. 3. Find the value of $\int\left(a x^{2}+2 b x\right)^{3}(a x+b) d x$.
Let $a x^{2}+2 b x=u$. Then $(2 a x+2 b) d x=d u$, so that $(a x+b) d x=\frac{1}{2} d u$.
Hence $\int\left(a x^{2}+2 b x\right)^{3}(a x+b) d x=\int \frac{1}{2} u^{3} d u$

$$
\begin{aligned}
& =\frac{1}{2} \int u^{3} d u=\frac{1}{2} \cdot \frac{u^{4}}{4}+C \\
& =\frac{1}{8}\left(a x^{2}+2 b x\right)^{4}+C .
\end{aligned}
$$

Or the last part of the work may be arranged as follows:

$$
\begin{aligned}
\int\left(a x^{2}+2 b x\right)^{3}(a x+b) d x & =\int\left(a x^{2}+2 b x\right)^{3} \frac{1}{2} d\left(a x^{2}+2 b x\right) \\
& =\frac{1}{2} \int\left(a x^{2}+2 b x\right)^{3} d\left(a x^{2}+2 b x\right) \\
& =\frac{1}{8}\left(a x^{2}+2 b x\right)^{4}+C .
\end{aligned}
$$

Ex. 4. Find the value of $\int \frac{4(a x+b) d x}{a x^{2}+2 b x}$.
As in Ex. 3, let $a x^{2}+2 b x=u$. Then $(2 a x+2 b) d x=d u$, so that $(a x+b) d x=\frac{1}{2} d u$.

Hence

$$
\begin{aligned}
\int \frac{4(a x+b) d x}{a x^{2}+2 b x} & =\int \frac{2 d u}{u}=2 \int \frac{d u}{u} \\
& =2 \log u+C \\
& =2 \log \left(a x^{2}+2 b x\right)+C \\
& =\log \left(a x^{2}+2 b x\right)^{2}+C, \downarrow \\
\int \frac{4(a x+b) d x}{a x^{2}+2 b x} & =\int \frac{2 d\left(a x^{2}+2 b x\right)}{a x^{2}+2 b x} \\
& =2 \int \frac{d\left(a x^{2}+2 b x\right)}{a x^{2}+2 b x} \\
& =2 \log \left(a x^{2}+2 b x\right)+C \\
& =\log \left(a x^{2}+2 l x\right)^{2}+C
\end{aligned}
$$

Ex. 5. Find the value of $\int\left(e^{a x}+b\right)^{2} e^{a x} d x$.
Let $e^{a x}+b=u$. Then $e^{a x} a d x=d u$.
Hence

$$
\begin{aligned}
\int\left(e^{a x}+b\right)^{2} e^{a x} d x & =\int u^{2} \frac{d u}{a} \\
& =\frac{1}{a} \int u^{2} d u \\
& =\frac{1}{3 a} u^{3}+C \\
& =\frac{1}{3 a}\left(e^{a x}+b\right)^{3}+C \\
\int\left(e^{a x}+b\right)^{2} e^{a x} d x & =\int \frac{1}{a}\left(e^{a x}+b\right)^{2} d\left(e^{a x}+b\right) \\
& =\frac{1}{a} \int\left(e^{a x}+b\right)^{2} d\left(e^{a x}+b\right) \\
& =\frac{1}{3 a}\left(e^{a x}+b\right)^{3}+C
\end{aligned}
$$

or

Ex. 6. Find the value of $\int \frac{\sec ^{2}(a x+b) d x}{\tan (a x+b)+c}$.
Let $\tan (a x+b)+c=u$. Then $\sec ^{2}(a x+b) a d x=d u$.
Hence

$$
\begin{aligned}
\int \frac{\sec ^{2}(a x+b) d x}{\tan (a x+b)+c} & =\int \frac{1}{a} \cdot \frac{d u}{u} \\
& =\frac{1}{a} \int \frac{d u}{u} \\
& =\frac{1}{a} \log u+C \\
& \doteq \frac{1}{a} \log [\tan (a x+b)+c]+C
\end{aligned}
$$

or

$$
\begin{aligned}
\int \frac{\sec ^{2}(a x+b) d x}{\tan (a x+b)+c} & =\int \frac{1}{a} \cdot \frac{d[\tan (a x+b)+c]}{\tan (a x+b)+\dot{c}} \\
& =\frac{1}{a} \int \frac{d[\tan (a x+b)+c]}{\tan (a x+b)+c} \\
& =\frac{1}{a} \log [\tan (a x+b)+c]+C .
\end{aligned}
$$

The student is ardvised to use more and more the second method illustrated in the preceding problems as he acquires facility in integration.
112. Integrals of trigonometric functions. By rewriting the formulas ( $\S 96$ ) for the differentiation of the trigonometric functions we derive the formulas

$$
\begin{align*}
\int \cos u d u & =\sin u,  \tag{1}\\
\int \sin u d u & =-\cos u,  \tag{2}\\
\int \sec ^{2} u d u & =\tan u  \tag{3}\\
\int \csc ^{2} u d u & =-\operatorname{ctn} u  \tag{4}\\
\int \sec u \tan u d u & =\sec u  \tag{5}\\
\int \csc u \operatorname{ctn} u d u & =-\csc u . \tag{6}
\end{align*}
$$

In addition to the above are the four following formulas:

$$
\begin{gather*}
\int \tan u d u=\log \sec u,  \tag{7}\\
\int \operatorname{ctn} u d u=\log \sin u,  \tag{8}\\
\int \sec u d u=\log (\sec u+\tan u)=\log \tan \left(\frac{\pi}{4}+\frac{u}{2}\right),  \tag{9}\\
\int \csc u d u=\log (\csc u-\operatorname{ctn} u)=\log \tan \frac{u}{2} \tag{10}
\end{gather*}
$$

To derive (7) we note that $\tan u=\frac{\sin u}{\cos u}$, and that $-\sin u d u$ $=d(\cos u)$. Then

$$
\begin{aligned}
\int \tan u d u & =-\int \frac{d(\cos u)}{\cos u} \\
& =-\log \cos u \\
& =\log \sec u .
\end{aligned}
$$

In like manner, $\quad \int \operatorname{ctn} u d u=\int \frac{\cos u d u}{\sin u}=\log \sin u$.
Direct proofs of (9) and (10) will not be given here. At present they may be verified by differentiation. For example, (9) is evidently true since

$$
d \log (\sec u+\tan u)=\sec u d u
$$

The second form of the integral may be found by making a trigonometric transformation of sec $u+\tan u$ to $\tan \left(\frac{\pi}{4}+\frac{u}{2}\right)$.

Formula (10) may be treated in the same manner.
Ex. 1. Find the value of $\int \cos \left(a x^{2}+b x\right)(2 a x+b) d x$.
Let $a x^{2}+b x=u$. Then $(2 a x+b) d x=d u$.
Therefore $\int \cos \left(a x^{2}+b x\right)(2 a x+b) d x=\int \cos \left(a x^{2}+b x\right) d\left(a x^{2}+b x\right)$

$$
=\sin \left(a x^{2}+b x\right)+C .
$$

Ex. 2. Find the value of $\int \sec \left(e^{a x^{2}}+b\right) \tan \left(e^{a x^{2}}+b\right) e^{a x^{2} x d x}$.
Let $e^{a x^{2}}+b=u$. Then $e^{a x^{2}} 2 a x d x=d u$.
Therefore

$$
\begin{aligned}
\int \sec \left(e^{a x^{2}}+\right. & b) \tan \left(e^{a x^{2}}+b\right) e^{a x^{2}} x d x \\
& =\frac{1}{2} \int \sec \left(e^{a x^{2}}+b\right) \tan \left(e^{a x^{2}}+b\right) d\left(e^{a x^{2}}+b\right) \\
& =\frac{1}{2 a} \sec \left(e^{a x^{2}}+b\right)+C .
\end{aligned}
$$

It is often possible to integrate a trigonometric expression by means of formulas (1) and (2) of $\S 111$. This may happen when the integrand can be expressed in terms of one of the elementary trigonometric functions, the expression being multiplied by the differential of that function. For instance, the expression to be integrated may consist of a function of $\sin x$ multiplied by $\cos x d x$, or of a function of $\cos x$ multiplied by $(-\sin x d x)$, etc.

Ex. 3. Find the value of $\int \sqrt{\sin x} \cos ^{3} x d x$.
Since $d(\sin x)=\cos x d x$, we will separate out the factor $\cos x d x$ and express the rest of the integrand in terms of $\sin x$.

Thus

$$
\sqrt{\sin x} \cos ^{3} x d x=\sqrt{\sin x}\left(1-\sin ^{2} x\right)(\cos x d x) .
$$

Now place $\sin x=u$, and we have

$$
\begin{aligned}
\int \sqrt{\sin x} \cos ^{3} x d x & =\int u^{\frac{1}{2}}\left(1-u^{2}\right) d u \\
& =\int\left(u^{\frac{1}{2}}-u^{\frac{5}{2}}\right) d u \\
& =\frac{2}{3} u^{\frac{3}{2}}-\frac{2}{7} u^{\frac{7}{2}}+C \\
& =\frac{2}{21} \sin ^{\frac{3}{2}} x\left(7-3 \sin ^{2} x\right)+C
\end{aligned}
$$

Ex. 4. Find the value of $\int \sec ^{6} 2 x d x$.
Since $d(\tan 2 x)=2 \sec ^{2} 2 x d x$, we separate out the factor $\sec ^{2} 2 x d x$ and try to express the rest of the integrand in terms of $\tan 2 x$.

Thus

$$
\begin{aligned}
\sec ^{6} 2 x d x & =\sec ^{4} 2 x\left(\sec ^{2} 2 x d x\right) \\
& =\left(1+\tan ^{2} 2 x\right)^{2}\left(\sec ^{2} 2 x d x\right) \\
& =\left(1+2 \tan ^{2} 2 x+\tan ^{4} 2 x\right)\left(\sec ^{2} 2 x d x\right) .
\end{aligned}
$$

Now place $\tan 2 x=u$, and we have

$$
\begin{aligned}
\int \sec ^{6} 2 x d x & =\frac{1}{2} \int\left(1+2 u^{2}+u^{4}\right) d u \\
& =\frac{1}{2}\left(u+\frac{2}{3} u^{3}+\frac{1}{5} u^{5}\right)+C \\
& =\frac{1}{2} \tan 2 x+\frac{1}{3} \tan ^{3} 2 x+\frac{1}{10} \tan ^{5} 2 x+C .
\end{aligned}
$$

Ex. 5. Find the value of $\int \tan ^{5} x d x$.
Placing

$$
\tan ^{5} x=\tan ^{3} x \tan ^{2} x=\tan ^{3} x\left(\sec ^{2} x-1\right),
$$

we have

$$
\begin{aligned}
\int \tan ^{5} x d x & =\int \tan ^{3} x \sec ^{2} x d x-\int \tan ^{3} x d x \\
& =\frac{1}{4} \tan ^{4} x-\int \tan ^{3} x d x
\end{aligned}
$$

Again, placing $\quad \tan ^{3} x=\tan x\left(\sec ^{2} x-1\right)$,
we have

$$
\begin{aligned}
\int \tan ^{3} x d x & =\int \tan x \sec ^{2} x d x-\int \tan x d x \\
& =\frac{1}{2} \tan ^{2} x+\log \cos x+C
\end{aligned}
$$

Hence, by substitution,

$$
\int \tan ^{5} x d x=\frac{1}{4} \tan ^{4} x-\frac{1}{2} \tan ^{2} x-\log \cos x+C .
$$

When the above method fails, the integral can often be brought under one or more of the fundamental formulas by a trigonometric transformation.

Ex. 6. Find the value of $\int \cos ^{2} x d x$.
Since

$$
\cos ^{2} x=\frac{1}{2}(1+\cos 2 x),
$$

we have

$$
\begin{aligned}
\int \cos ^{2} x d x & =\frac{1}{2} \int(1+\cos 2 x) d x \\
& =\frac{1}{2} \int d x+\frac{1}{4} \int \cos 2 x d(2 x) \\
& =\frac{1}{2} x+\frac{1}{4} \sin 2 x+C .
\end{aligned}
$$

Ex. 7. Find the value of $\int \sin ^{2} x \cos ^{4} x d x$.
Placing

$$
\begin{aligned}
& \sin ^{2} x \cos ^{4} x=(\sin x \cos x)^{2} \cos ^{2} x, \\
& \sin ^{2} x \cos ^{4} x=\frac{1}{8} \sin ^{2} 2 x(1+\cos 2 x) .
\end{aligned}
$$

we have
Therefore $\quad \int \sin ^{2} x \cos ^{4} x d x=\frac{1}{8} \int \sin ^{2} 2 x d x+\frac{1}{4} \int \sin ^{2} 2 x \cos 2 x d x$.
Using the method of Ex. 6, we have

$$
\begin{aligned}
\int \sin ^{2} 2 x d x & =\frac{1}{\int} \int(1-\cos 4 x) d x \\
& =\frac{1}{2} x-\frac{1}{8} \sin 4 x \\
\text { Writing } \quad \sin ^{2} 2 x \cos 2 x d x & =\sin ^{2} 2 x(\cos 2 x d x)
\end{aligned}
$$

and placing $\sin 2 x=u$, we have

$$
\begin{aligned}
\int \sin ^{2} 2 x \cos 2 x d x & =\frac{1}{2} \int u^{2} d u \\
& =\frac{1}{6} u^{3} \\
& =\frac{1}{6} \sin ^{3} 2 x .
\end{aligned}
$$

Combining these results, we have, finally,

$$
\int \sin ^{2} x \cos ^{4} x d x=\frac{1}{16} x+\frac{1}{48} \sin ^{3} 2 x-\frac{1}{64} \sin ^{4} x+C .
$$

Ac

Ex. 8. Find the value of $\int \sqrt{1+\cos x} d x$.
Since

$$
\cos x=2 \cos ^{2} \frac{x}{2}-1,
$$

$$
\sqrt{1+\cos x}=\sqrt{2} \cos \frac{x}{2} .
$$

Therefore

$$
\begin{aligned}
\int \sqrt{1+\cos x} d x & =\int \sqrt{2} \cos \frac{x}{2} d x \\
& =2 \sqrt{2} \sin \frac{x}{2} .
\end{aligned}
$$

113. Integrals leading to inverse trigonometric functions. From the formulas (§97) for the differentiation of the inverse trigonometric functions we derive the following corresponding formulas of integration:

$$
\begin{aligned}
& \int \frac{d u}{\sqrt{1-u^{2}}}=\sin ^{-1} u \text { or }-\cos ^{-1} u \\
& \int \frac{d u}{1+u^{2}}=\tan ^{-1} u \text { or }-\operatorname{ctn}^{-1} u \\
& \int \frac{d u}{u \sqrt{u^{2}-1}}=\sec ^{-1} u \text { or }-\csc ^{-1} u .
\end{aligned}
$$

These formulas are much more serviceable, however, if $u$ is replaced by $\frac{u}{a}(a>0)$. Making this substitution and evident reductions, we have as our required formulas

$$
\begin{align*}
\int \frac{d u}{\sqrt{a^{2}-u^{2}}} & =\sin ^{-1} \frac{u}{a},  \tag{1}\\
\int \frac{d u}{a^{2}+u^{2}} & =\frac{1}{a} \tan ^{-1} \frac{u}{a},  \tag{2}\\
\int \frac{d u}{u \sqrt{u^{2}-a^{2}}} & =\frac{1}{a} \sec ^{-1} \frac{u}{a} . \tag{3}
\end{align*}
$$

Only one of the possible values has been given for each integral, as that single value is sufficient for all work.

Referring to $1, \S 97$, we see that $\sin ^{-1} \frac{u}{a}$ must be taken in the first or the fourth quadrant; if, however, it is necessary to
have $\sin ^{-1} \frac{u}{a}$ in the second or the third quadrant, the minus sign must be prefixed. In like manner, in (3), $\sec ^{-1} \frac{u}{a}$ must be taken in the first or the third quadrant or else its sign must be changed.

Ex. 1. Find the value of $\int \frac{d x}{\sqrt{9-4 x^{2}}}$.
Letting $2 x=u$, we have $d u=2 d x$, and

$$
\int \frac{d x}{\sqrt{9-4 x^{2}}}=\frac{1}{2} \int \frac{d(2 x)}{\sqrt{9-(2 x)^{2}}}=\frac{1}{2} \sin ^{-1} \frac{2 x}{3}+C .
$$

Ex. 2. Find the value of $\int \frac{d x}{x \sqrt{3} x^{2}-4}$.
If we let $\sqrt{3} x=u$, then $d u=\sqrt{3} d x$, and we may write

$$
\int \frac{d x}{x \sqrt{3 x^{2}-4}}=\int \frac{d(\sqrt{3} x)}{\sqrt{3} x \sqrt{(\sqrt{3} x)^{2}-4}}=\frac{1}{2} \sec ^{-1} \frac{\sqrt{3} x}{2}+C .
$$

Ex. 3. Find the value of $\int \frac{d x}{\sqrt{1 x-x^{2}}}$.
Since

$$
\sqrt{4 x-x^{2}}=\sqrt{4-(x-2)^{2}}
$$

we have

$$
\begin{aligned}
\int \frac{d x}{\sqrt{1 x-x^{2}}} & =\int \frac{d x}{\sqrt{1-(x-2)^{2}}}=\int \frac{1(x-2)}{\sqrt{1-(x-2)^{2}}} \\
& =\sin ^{-1} \frac{x-2}{2}+C .
\end{aligned}
$$

Ex. 4. Find the value of $\int \frac{d x}{2 x^{2}+3 x+5}$.
To avoid fractions and radicals, we place

$$
\frac{d x}{2 x^{2}+3 x+5}=\frac{8 d x}{16 x^{2}+24 x+40}=2 \cdot \frac{4 d x}{(4 x+3)^{2}+31} .
$$

Therefore

$$
\begin{aligned}
\int \frac{d x}{2 x^{2}+3 x+5} & =2 \int \frac{4 d x}{(4 x+3)^{2}+31}=2 \int \frac{d(4 x+3)}{(4 x+3)^{2}+31} \\
& =\frac{2}{\sqrt{31}} \tan ^{-1} \frac{4 x+3}{\sqrt{31}}+C .
\end{aligned}
$$

The methods used in Exs. 3 and 4 are often of value in dealing with functions involving $a x^{2}+b x+c$.

Ex. 5. Find the value of $\int \frac{\left(x^{3}+x\right) d x}{5+4 x^{4}}$.
Separating the integrand into two fractions, that is,

$$
\frac{x^{3}}{5+4 x^{4}}+\frac{x}{5+4 x^{4}}
$$

and using (2), § 110 , we have

$$
\int \frac{\left(x^{3}+x\right) d x}{5+4 x^{4}}=\int \frac{x^{3} d x}{5+4 x^{4}}+\int \frac{x d x}{5+4 x^{4}}
$$

But

$$
\int \frac{x^{3} d x}{5+4 x^{4}}=\frac{1}{16} \int \frac{16 x^{3} d x}{5+4 x^{4}}=\frac{1}{16} \log \left(5+4 x^{4}\right)
$$

and
Therefore

$$
\int \frac{x d x}{5+4 x^{4}}=\frac{1}{4} \int \frac{4 x d x}{5+\left(2 x^{2}\right)^{2}}=\frac{1}{4 \sqrt{5}} \tan ^{-1} \frac{2 x^{2}}{\sqrt{5}}
$$

$$
\int \frac{\left(x^{3}+x\right) d x}{5+4 x^{4}}=\frac{1}{16} \log \left(5+4 x^{4}\right)+\frac{1}{4 \sqrt{5}} \tan ^{-1} \frac{2 x^{2}}{\sqrt{5}}+C
$$

Ex. 6. $\int_{-1}^{\sqrt{3}} \frac{d x}{1+x^{2}}=\left[\tan ^{-1} x\right]_{-1}^{\sqrt{3}}=\tan ^{-1} \sqrt{3}-\tan ^{-1}(-1)$.
There is here a certain ambiguity, since $\tan ^{-1} \sqrt{3}$ and $\tan ^{-1}(-1)$ have each an infinite number of values. If, however, we remember that the graph of $\tan ^{-1} x$ is composed of an infinite number of distinct parts, or branches, the ambiguity is removed by taking the values of $\tan ^{-1} \sqrt{3}$ and $\tan ^{-1}(-1)$ from the same branch of the function. For if we consider $\int_{a}^{b} \frac{d x}{1+x^{2}}=\tan ^{-1} b-$ $\tan ^{-1} a$ and select any value of $\tan ^{-1} a$, then if $b=a, \tan ^{-1} b$ must be taken equal to $\tan ^{-1} a$, since the value of the integral is then zero. As $b$ varies from equality with $a$ to its final value, $\tan ^{-1} b$ will vary from $\tan ^{-1} a$ to the nearest value of $\tan ^{-1} b$.

The simplest way to choose the proper values of $\tan ^{-1} b$ and $\tan ^{-1} a$ is to take them both between $-\frac{\pi}{2}$ and $\frac{\pi}{2}$. Then we have

$$
\int_{-1}^{\sqrt{3}} \frac{d x}{1+x^{2}}=\frac{\pi}{3}-\left(-\frac{\pi}{4}\right)=\frac{7 \pi}{12}
$$

Ex. 7. $\int_{0}^{\frac{a}{2}} \frac{d x}{\sqrt{a^{2}-x^{2}}}=\left[\sin ^{-1} \frac{x}{a}\right]_{0}^{\frac{a}{2}}=\sin ^{-1} \frac{1}{2}-\sin ^{-1} 0$.
The ambiguity in the values of $\sin ^{-1} \frac{1}{2}$ and $\sin ^{-1} 0$ is removed by noticing that $\sin ^{-1} \frac{x}{a}$ must lie in the fourth or the first quadrant and that the two values must be so chosen that one comes out of the other by continuous change. The simplest way to accomplish this is to take both $\sin ^{-1} \frac{1}{2}$ and $\sin ^{-1} 0$ between $-\frac{\pi}{2}$ and $\frac{\pi}{2}$.

Then

$$
\int_{0}^{\frac{a}{2}} \frac{d x}{\sqrt{a^{2}-x^{2}}}=\frac{\pi}{6}-0=\frac{\pi}{6}
$$

114. Closely resembling formulas (1) and (2) of the last article in the form of the integrand are the following formulas:

$$
\begin{align*}
& \int \frac{d u}{\sqrt{u^{2}+a^{2}}}=\log \left(u+\sqrt{u^{2}+a^{2}}\right),  \tag{1}\\
& \int \frac{d u}{\sqrt{u^{2}-a^{2}}}=\log \left(u+\sqrt{u^{2}-a^{2}}\right),  \tag{2}\\
& \int \frac{d u}{u^{2}-a^{2}}=\frac{1}{2 u} \log \frac{u-a}{u+a} \text { or } \frac{1}{2 a} \log \frac{a-u}{a+u} . \tag{3}
\end{align*}
$$

and
To derive (1) we place $u=a \tan \phi$. Then $d u=a \sec ^{2} \phi d \phi$, and $\sqrt{u^{2}+a^{2}}=a \sec \phi$. Therefore

$$
\begin{aligned}
\int \frac{d u}{\sqrt{u^{2}+a^{2}}} & =\int \sec \phi d \phi \\
& =\log (\sec \phi+\tan \phi)(\operatorname{by}(9), \S 112) \\
& =\log \left(\frac{u+\sqrt{u^{2}+a^{2}}}{a}\right) \\
& =\log \left(u+\sqrt{u^{2}+u^{2}}\right)-\log a .
\end{aligned}
$$

But $\log a$ is a constant and may accordingly be omitted from the formula of integration. If retained, it would affect the constant of integration only.

To derive (2) we place $u=a \sec \phi$ and proceed as in the derivation of (1).

Formula (3) is derived by means of the fact that the fraction $\frac{1}{u^{2}-a^{2}}$ may be separated into two fractions, the denominators of which are respectively $u-a$ and $u+a$; that is,

$$
\begin{aligned}
\frac{1}{u^{2}-a^{2}} & =\frac{1}{2 a}\left(\frac{1}{u-a}-\frac{1}{u+a}\right) \\
\int \frac{d u}{u^{2}-a^{2}} & =\frac{1}{2 a} \int\left(\frac{1}{u-a}-\frac{1}{u+a}\right) d u \\
& =\frac{1}{2 a}\left(\int \frac{d u}{u-a}-\int \frac{d u}{u+a}\right) \\
& =\frac{1}{2 a}[\log (u-a)-\log (u+a)] \\
& =\frac{1}{2 a} \log \frac{u-a}{u+a}
\end{aligned}
$$

Then

The second form of (2) is derived by noting that

$$
\int \frac{d u}{u-a}=\int \frac{-d u}{a-u}=\log (a-u) .
$$

The two results differ only by a constant, for

$$
\frac{a-u}{a+u}=-1 \cdot \frac{u-a}{u+a} ;
$$

and hence

$$
\log \frac{a-u}{a+u}=\log (-1)+\log \frac{u-a}{u+a},
$$

and $\log (-1)$ is a constant complex quantity which can be expressed in terms of $\sqrt{-1}$.

Ex. 1. Find the value of $\int \frac{d x}{\sqrt{3 x^{2}+4 x}}$.
To avoid fractions we multiply both numerator and denominator by $\sqrt{3}$.

Then

$$
\frac{d x}{\sqrt{3 x^{2}+4 x}}=\frac{\sqrt{3} d x}{\sqrt{9 x^{2}+12 x}}=\frac{\sqrt{3} d x}{\sqrt{(3 x+2)^{2}-4}}
$$

Letting $3 x+2=u$, we have $d u=3 d x$, and

$$
\begin{aligned}
\int \frac{d x}{\sqrt{3 x^{2}+4 x}} & =\frac{1 \sqrt{\sqrt{3}} \int \frac{3 d x}{\sqrt{(3 x+2)^{2}-4}}}{} \\
& =\frac{1}{\sqrt{3}} \log \left(3 x+2+\sqrt{(3 x+2)^{2}-4}\right)+C \\
& =\frac{1}{\sqrt{3}} \log \left(3 x+2+\sqrt{9 x^{2}+12 x}\right)+C
\end{aligned}
$$

Ex. 2; Find the value of $\int \frac{d x}{2 x^{2}+x-15}$.
Multiplying the numerator and the denominator by 8 , we have

$$
\begin{aligned}
\int \frac{d x}{2 x^{2}+x-15} & =2 \int \frac{4 d x}{(4 x+1)^{2}-(11)^{2}} \\
& =\frac{1}{11} \log \frac{(4 x+1)-11}{(4 x+1)+11}+C .
\end{aligned}
$$

This may be reduced to $\frac{1}{11} \log \frac{2 x-5}{2 x+6}+C$, or $\frac{1}{11} \log \frac{2 x-5}{x+3}-\frac{1}{11} \log 2+C$, and the term $-\frac{1}{1} \log 2$, being independent of $x$, may be omitted, as it will only affect the value of the constant of integration.

Ex. 3. Find the value of $\int \frac{(3 x+4) d x}{2 x^{2}+x-15}$.
If $2 x^{2}+x-15=u, d u=(4 x+1) d x$.
Now $3 x+4$ may be writtell as $\frac{3}{4}(4 x+1)+\frac{13}{4}$.

Therefore $\left.\int \frac{(3 x+4) d x}{2 x^{2}+x-15}=\int \frac{\left[\frac{3}{7}(4 x+1)+13\right.}{4}\right] d x$

$$
=\frac{3}{4} \int \frac{(4 x+1) d x}{2 x^{2}+x-15}+\frac{13}{4} \int \frac{d x}{2 x^{2}+x-15} .
$$

The first integral is $\frac{3}{4} \log \left(2 x^{2}+x-15\right)$, by (2), $\S 111$, and the last integral is of the form solved in Ex. 2 and is $\frac{13}{44} \log \frac{2 x-5}{x+3}$.

Hence the complete integral is

$$
\frac{3}{4} \log \left(2 x^{2}+x-15\right)+\frac{13}{4 t} \log \frac{2 x-5}{x+3}+C
$$

Ex. 4. Find the value of $\int \frac{(2 x+5) d x}{\sqrt{3 x^{2}+4 x}}$.
The value of this integral may be made to depend upon that of Ex. 1 in the same way that the solution of Ex. 3 was made to depend upon the solution of Ex. 2. For let $3 x^{2}+4 x=u$; then $d u=(6 x+4) d x$.

Now $2 x+5=\frac{1}{3}(6 x+4)+\frac{1}{3}$.
Therefore $\int \frac{(2 x+5) d x}{\sqrt{3 x^{2}+4 x}}=\int \frac{\left[1(6 x+4)+3^{1}\right] d x}{\sqrt{3 x^{2}+4 x}}$

$$
=\frac{1}{3} \int\left(3 x^{2}+4 x\right)^{-\frac{1}{2}}[(6 x+4) d x]+\frac{11}{3} \int \frac{d x}{\sqrt{3 x^{2}+4 x}}
$$

The first integral is $\frac{2}{3} \sqrt{3 x^{2}+4 x}$, by (1), $\S 111$, and the second integral is $\frac{11}{3 \sqrt{3}} \log \left(3 x+2+\sqrt{9 x^{2}+12 x}\right)$, by Ex. 1. Hence the complete integral is

$$
\frac{2}{3} \sqrt{3 x^{2}+4 x}+\frac{11}{3 \sqrt{3}} \log \left(3 x+2+\sqrt{9 x^{2}+12 x}\right)+C
$$

Ex. 5. Find the value of $\int \sec x d x$.

$$
\begin{aligned}
\int \sec x d x & =\int \frac{d x}{\cos x}=\int \frac{\cos x d x}{\cos ^{2} x} \\
& =-\int \frac{d(\sin x)}{\sin ^{2} x-1}=-\frac{1}{2} \log \frac{1-\sin x}{1+\sin x}+C \\
& =\frac{1}{2} \log \frac{1+\sin x}{1-\sin x}+C \\
& =\frac{1}{2} \log \frac{(1+\sin x)^{2}}{1-\sin ^{2} x}+C \\
& =\frac{1}{2} \log \left(\frac{1+\sin x}{\cos x}\right)^{2}+C \\
& =\log (\sec x+\tan x)+C
\end{aligned}
$$

Ex. 6. Find the value of $\int \frac{d x}{1+2 \cos x}$.
As in Ex. $8, \S 112$, we place $\cos x=2 \cos ^{2} \frac{x}{2}-1$.
Then

$$
1+2 \cos x=4 \cos ^{2} \frac{x}{2}-1
$$

and

$$
\int \frac{d x}{1+2 \cos x}=\int \frac{d x}{4 \cos ^{2} \frac{x}{2}-1}
$$

Multiplying both numerator and denominator by $\sec ^{2} \frac{x}{2}$, we have

$$
\begin{aligned}
\int \frac{\sec ^{2} \frac{x}{2} d x}{4-\sec ^{2} \frac{x}{2}} & =\int \frac{\sec ^{2} \frac{x}{2} d x}{4-\left(\tan ^{2} \frac{x}{2}+1\right)} \\
& =\int \frac{\sec ^{2} \frac{x}{2} d x}{3-\tan ^{2} \frac{x}{2}}
\end{aligned}
$$

Now let $\tan \frac{x}{2}=z$. Then $\sec ^{2} \frac{x}{2} d x=2 d z$, and the integral assumes the form

Hence

$$
\begin{aligned}
\int \frac{2 d z}{3-z^{2}} & =-\frac{2}{2 \sqrt{3}} \log \frac{z-\sqrt{3}}{z+\sqrt{3}}+C \\
\int \frac{d x}{1+2 \cos x} & =\frac{1}{\sqrt{3}} \log \frac{\tan \frac{x}{2}+\sqrt{3}}{\tan \frac{x}{2}-\sqrt{3}}+C
\end{aligned}
$$

115. Integrals of exponential functions. The formulas
and

$$
\begin{align*}
& \int e^{u} d u=e^{u}  \tag{1}\\
& \int a^{u} d u=\frac{1}{\log a} a^{u} \tag{2}
\end{align*}
$$

are derived immediately from the corresponding formulas of differentiation. The proof is left to the student.
116. Collected formulas.

$$
\begin{align*}
& \int u^{n} d u=\frac{u^{n+1}}{n+1}  \tag{1}\\
& \int \frac{d u}{u}=\log u \tag{2}
\end{align*}
$$

$$
\begin{align*}
& \int \cos u d u=\sin u, \\
& \int \sin u d u=-\cos u \text {, } \\
& \int \sec ^{2} u d u=\tan u, \\
& \int \csc ^{2} u d u=-\operatorname{ctn} u, \\
& \int \sec u \tan u d u=\sec u \text {, } \\
& \int \csc u \operatorname{ctn} u d u=-\csc u \text {, } \\
& \int \tan u d u=\log \sec u, \\
& \int \operatorname{ctn} u d u=\log \sin u,  \tag{10}\\
& \int \sec u d u=\log (\sec u+\tan u)=\log \tan \left(\frac{\pi}{t}+\frac{u}{2}\right) \text {, }  \tag{11}\\
& \int \csc u d u=\log (\csc u-\operatorname{ctn} u)=\log \tan \frac{u}{2} \text {, }  \tag{12}\\
& \int \frac{d u}{\sqrt{a^{2}-u^{2}}}=\sin ^{-1} \frac{u}{a},  \tag{13}\\
& \int \frac{d u}{a^{2}+u^{2}}=\frac{1}{a} \tan ^{-1} \frac{u}{a} \text {, }  \tag{14}\\
& \int \frac{d u}{u \sqrt{u^{2}-a^{2}}}=\frac{1}{a} \sec ^{-1} \frac{u}{a} \text {, }  \tag{15}\\
& \int \frac{d u}{\sqrt{u^{2}+a^{2}}}=\log \left(u+\sqrt{u^{2}+a^{2}}\right) \text {, }  \tag{16}\\
& \int \frac{d u}{\sqrt{u^{2}-a^{2}}}=\log \left(u+\sqrt{u^{2}-a^{2}}\right),  \tag{17}\\
& \int \frac{d u}{u^{2}-a^{2}}=\frac{1}{2 a} \log \frac{u-a}{u+a} \text { or } \frac{1}{2 a} \log \frac{a-u}{a+u} \text {, }  \tag{18}\\
& \int e^{u} d u=e^{u} \text {, }  \tag{19}\\
& \int a^{u} d u=\frac{1}{\log a} a^{u} . \tag{20}
\end{align*}
$$

117. Integration by substitution. In order to evaluate a given integral it is necessary to reduce it to one of the foregoing standard forms. A very important method by which this may be done is that of the substitution of a new variable. In fact, the work thus far has been of this nature, in that by inspection we have taken some function of $x$ as $u$.

In many cases where the substitution is not so obvious as in the previous examples, it is still possible by the proper choice of a new variable to reduce the integral to a known form. The choice of the new variable depends largely upon the skill and the experience of the worker, and no rules can be given to cover all cases. We shall, however, suggest a few substitutions which it is desirable to try in the cases defined.
I. Integrand involving fractional powers of $a+b x$. The substitution of a power of $z$ for $a+b x$ will rationalize the expression.

Ex. 1. Find the value of $\int \frac{x^{2} d x}{(1+2 x)^{\frac{1}{3}}}$.
Here we let $1+2 x=z^{3}$; then $x=\frac{1}{2}\left(z^{3}-1\right)$ and $d x=\frac{3}{2} z^{2} d z$.
Therefore

$$
\begin{aligned}
\int \frac{x^{2} d x}{(1+2 x)^{\frac{1}{3}}} & =\frac{3}{8} \int\left(z^{7}-2 z^{4}+z\right) d z \\
& =\frac{3}{8}\left(\frac{1}{8} z^{8}-\frac{2}{5} z^{5}+\frac{1}{2} z^{2}\right)+C \\
& ={ }_{3}^{\frac{3}{2}} z^{2}\left(5 z^{6}-16 z^{3}+20\right)+C .
\end{aligned}
$$

Replacing $z$ by its value $(1+2 x)^{\frac{1}{3}}$ and simplifying, we have

$$
\int \frac{x^{2} d x}{(1+2 x)^{\frac{1}{3}}}=\frac{3}{320}(1+2 x)^{\frac{2}{3}}\left(9-12 x+20 x^{2}\right)+C .
$$

II. Integrand involving fractional powers of $a+b x^{n}$. The substitution of some power of $z$ for $a+b x^{n}$ may rationalize the expression.

Ex. 2. Find the value of $\int \frac{\sqrt{x^{2}+a^{2}}}{x} d x$.
We may write the integral in the form

$$
\int \frac{\sqrt{x^{2}+a^{2}}}{x^{2}}(x d x)
$$

and place $x^{2}+a^{2}=z^{2}$. Then $x d x=z d z$, and the integral becomes

$$
\int \frac{z^{2} d z}{z^{2}-a^{2}}=\int\left(1+\frac{a^{2}}{z^{2}-a^{2}}\right) d z=z+\frac{a}{2} \log \frac{z-a}{z+a}+C .
$$

Replacing $z$ by its value in terms of $x$, we have

$$
\int \frac{\sqrt{x^{2}+a^{2}}}{x} d x=\sqrt{x^{2}+a^{2}}+\frac{a}{2} \log \frac{\sqrt{x^{2}+a^{2}}-a}{\sqrt{x^{2}+a^{2}}+a}+C
$$

Ex. 3. Find the value of $\int x^{5}\left(1+2 x^{3}\right)^{\frac{1}{2}} d x$.
We may write the integral in the form

$$
\int x^{3}\left(1+2 x^{3}\right)^{\frac{1}{2}}\left(x^{2} d x\right),
$$

and place $1+2 x^{3}=z^{2}$. Then $x^{2} d x=\frac{1}{3} z d z$, and the new integral in $z$ is

$$
\frac{1}{1} \int\left(z^{4}-z^{2}\right) d z=\frac{1}{30} z^{3}\left(3 z^{2}-5\right)+C .
$$

Replacing $z$ by its value, we have

$$
\int x^{5}\left(1+2 x^{3}\right)^{\frac{1}{2}} d x={ }_{4}^{\frac{1}{5}}\left(1+2 x^{8}\right)^{\frac{3}{2}}\left(3 x^{3}-1\right)+C .
$$

Ex. 4. Find the value of $\int \frac{(x+2)^{\frac{1}{2}}-(x+2)^{\frac{1}{4}}}{(x+2)^{\frac{1}{4}}+1} d x$.
Here we assume $x+2=z^{4}$. Then $x=z^{4}-2$, and $d x=4 z^{3} d z$. On substitution the integral becomes

$$
\begin{aligned}
4 \int \frac{z^{5}-z^{4}}{z+1} d z & =4 \int\left(z^{4}-2 z^{3}+2 z^{2}-2 z+2-\frac{2}{z+1}\right) d z \\
& =4\left[\frac{1}{5} z^{5}-\frac{1}{2} z^{4}+\frac{2}{3} z^{3}-z^{2}+2 z-2 \log (z+1)\right]+C .
\end{aligned}
$$

Replacing $z$ ly its value $(x+2)^{\frac{1}{4}}$, we have
$\int \frac{(x+2)^{\frac{1}{2}}-(x+2)^{\frac{1}{4}}}{(x+2)^{\frac{1}{4}}+1} d x=\frac{4}{5}(x+2)^{\frac{5}{4}}-2(x+2)+\frac{8}{3}(x+2)^{\frac{8}{4}}-4(x+2)^{\frac{1}{2}}$
$+8(x+2)^{\frac{1}{4}}-8 \log \left[(x+2)^{\frac{7}{4}}+1\right]+C$.
III. Integrand involviny $\sqrt{a^{2}-x^{2}}$. Let $x=a \sin z$.

Ex. 5. Find the value of $\int \sqrt{a^{2}-x^{2}} d x$.
Let $x=a \sin z$. Then $d x=a \cos z d z$ and $\sqrt{a^{2}-x^{2}}=a \cos z$.
Therefore $\int \sqrt{a^{2}-x^{2}} d x=u^{2} \int \cos ^{2} z d z=\frac{1}{2} a^{2} \int(1+\cos 2 z) d z$

$$
=\frac{1}{2} a^{2}\left(z+\frac{1}{2} \sin 2 z\right)+C \text {. }
$$

But $z=\sin ^{-1} \frac{x}{a}$, and $\sin 2 z=2 \sin z \cos z=2 \frac{x}{a^{2}} \sqrt{a^{2}-x^{2}}$.
Finally, by substitution, we have

$$
\int \sqrt{a^{2}-x^{2}} d x=\frac{1}{2}\left(x \sqrt{a^{2}-x^{2}}+a^{2} \sin ^{-1} \frac{x}{a}\right)+C .
$$

IV. Integrand involving $\sqrt{x^{2}+a^{2}}$. Let $x=a \tan z$.

Ex. 6. Find the value of $\int \frac{d x}{\left(x^{2}+a^{2}\right)^{\frac{3}{2}}}$.
Let $x=a \tan z$. Then $d x=a \sec ^{2} z d z$ and $\sqrt{x^{2}+a^{2}}=a \sec z$.
Therefore $\int \frac{d x}{\left(x^{2}+a^{2}\right)^{\frac{3}{2}}}=\frac{1}{a^{2}} \int \frac{d z}{\sec z}=\frac{1}{a^{2}} \int \cos z d z=\frac{1}{a^{2}} \sin z+C$.
But $\tan z=\frac{x}{a}$, whence $\sin z=\frac{x}{\sqrt{x^{2}+u^{2}}}$, so that, by substitution,

$$
\int \frac{d x}{\left(x^{2}+a^{2}\right)^{\frac{3}{2}}}=\frac{x}{a^{2} \sqrt{x^{2}+a^{2}}}+C .
$$

If we try to find the value of $\int \sqrt{x^{2}+a^{2}} d x$ by the substitution $x=a \tan z$, we meet the integral $a^{2} \int \sec ^{3} z d z$, which is not readily found. Accordingly for a better method see Ex. 6, § 119.
V. Integrand involving $\sqrt{x^{2}-a^{2}}$. Let $x=a \sec z$.

Ex. 7. Find the value of $\int x^{3} \sqrt{x^{2}-a^{2}} d x$.
Let $x=a \sec z$. Then $d x=a \sec z \tan z d z$, and $\sqrt{x^{2}-u^{2}}=a \tan z$.
Therefore $\int x^{3} \sqrt{x^{2}-a^{2}} d x=a^{5} \int \tan ^{2} z \sec ^{4} z d z$

$$
\begin{aligned}
& =a^{5} \int\left(\tan ^{2} z+\tan ^{4} z\right) \sec ^{2} z d z \\
& =a^{5}\left(\frac{1}{3} \tan ^{3} z+\frac{1}{5} \tan ^{5} z\right)+C .
\end{aligned}
$$

But $\sec z=\frac{x}{a}$, whence $\tan z=\frac{\sqrt{x^{2}-a^{2}}}{a}$, so that, by substitution, we have

$$
\int x^{3} \sqrt{x^{2}-a^{2}} d x=\frac{1}{15} \sqrt{\left(x^{2}-a^{2}\right)^{3}}\left(2 a^{2}+3 x^{2}\right)+C .
$$

We might have written this integral in the form $\int x^{2} \sqrt{x^{2}-a^{2}}(x d x)$ and let $z^{2}=x^{2}-a^{2}$.
VI. Integrand of the form $\frac{1}{(A x+B) \sqrt{a x^{2}+b x+c}}$. Let $A x+B=\frac{1}{z}$.

Ex. 8. Find the value of $\int \frac{d x}{(2 x+1) \sqrt{5 x^{2}+8 x+3}}$.
Let $2 x+1=\frac{1}{z}$. Then $x=\frac{1}{2}\left(\frac{1}{z}-1\right), d x=-\frac{1}{2 z^{2}} d z$, and $\sqrt{5 x^{2}+8 x+3}$ $=\frac{1}{2} \sqrt{z^{2}+6 z+5}$.

Therefore

$$
\begin{aligned}
\int \frac{d x}{(2 x+1) \sqrt{5 x^{2}+8 x+3}} & =-\int \frac{d z}{\sqrt{z^{2}+6 z+5}}=-\int \frac{d z}{\sqrt{(z+3)^{2}-4}} \\
& =-\log \left(z+3+\sqrt{z^{2}+6 z+5}\right)+C
\end{aligned}
$$

But $z=\frac{1}{2 x+1}$, and hence
$-\log \left(z+3+\sqrt{z^{2}+6 z+5}\right)=-\log \frac{6 x+4+2 \sqrt{5 x^{2}+8 x+3}}{2 x+1}$

$$
=\log \frac{2 x+1}{3 x+2+\sqrt{5 x^{2}+8 x+3}}-\log 2
$$

Therefore
$\int \frac{d x}{(2 x+1) \sqrt{5 x^{2}+8 x+3}}=\log \frac{2 x+1}{3 x+2+\sqrt{5 x^{2}+8 x+3}}+C$,
$-\log 2$ having been made a part of the constant of integration.
118. The evaluation of the definite integral $\int_{a}^{b} f(x) d x$ may be performed in two ways, if the value of the indefinite integral is found by substitution.

One method is to find the indefinite integral as in the previous article and then substitute the limits.

Ex. 1. Find $\int_{0}^{a} \sqrt{a^{2}-x^{2}} d x$.
By Ex. 5, § 117,

$$
\text { Therefore } \begin{aligned}
\int \sqrt{\int_{0}^{2}-x^{2}} d x & =\frac{1}{2}\left(x \sqrt{a^{2}-x^{2}}+a^{2} \sin ^{-1} \frac{x}{a}\right)+C . \\
= & \frac{1}{2}\left(a \sqrt{a^{2}-x^{2}} d x=\right. \\
& {\left.\left[\frac{1}{2}\left(x \sqrt{a^{2}-x^{2}}+a^{2} \sin ^{-1} \frac{x}{a}\right)\right]_{0}^{a} \sin ^{-1} \frac{a}{a}\right) } \\
& \quad-\frac{1}{2}\left(0 \sqrt{a^{2}-0}+a^{2} \sin ^{-1} \frac{0}{a}\right) \\
= & \frac{\pi a^{2}}{4}
\end{aligned}
$$

A better method is to replace the limits of $\int_{a}^{b} f(x) d x$ by the corresponding values of the variable substituted. To see this, suppose that in $\int f(x) d x$ the variable $x$ is replaced by a function of a new variable $z$, such that when $x$ varies continuously from
$a$ to $b, z$ varies continuously from $z_{0}$ to $z_{1}$. Let the work of finding the indefinite integral be indicated as follows:

$$
\int f(x) d x=\int \phi(z) d z=\Phi(z)=F(x)
$$

where $F(x)$ is obtained by replacing $z$ in $\Phi(z)$ by its value in terms of $x$. Then

But

$$
\begin{aligned}
& F(b)-F(a)=\Phi\left(z_{1}\right)-\Phi\left(z_{0}\right) \\
& F(b)-F(a)=\int_{a}^{b} f(x) d x
\end{aligned}
$$

and

$$
\Phi\left(z_{1}\right)-\Phi\left(z_{0}\right)=\int_{z_{0}}^{z_{1}} \phi(z) d z
$$

Hence

$$
\int_{a}^{b} f(x) d x=\int_{z_{0}}^{z_{1}} \phi(z) d z
$$

Applying this method to the example just solved, we have by Ex. 5, § 117,

$$
\begin{aligned}
\int \sqrt{a^{2}-x^{2}} d x & =a^{2} \int \cos ^{2} z d z \\
& =\frac{1}{2} a^{2}\left(z+\frac{1}{2} \sin 2 z\right)+C,
\end{aligned}
$$

where $x=a \sin z$. When $x=0, z=0$, and when $x=a, z=\frac{\pi}{2}$, so that $z$ varies from 0 to $\frac{\pi}{2}$ as $x$ varies from 0 to $a$.

Therefore

$$
\begin{aligned}
\int_{0}^{a} \sqrt{a^{2}-x^{2}} d x & =a^{2} \int_{0}^{\frac{\pi}{2}} \cos ^{2} z d z \\
& =\left[\frac{1}{2} a^{2}\left(z+\frac{1}{2} \sin 2 z\right)\right]_{0}^{\frac{\pi}{2}} \\
& =\frac{\pi a^{2}}{4}
\end{aligned}
$$

In making the substitution care should be taken that to each value of $x$ between $a$ and $b$ corresponds one and only one value of $z$ between $z_{0}$ and $z_{1}$, and conversely. Failure to do this may lead to error.

Ex. 2. Consider $\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \cos \phi d \phi$, which by direct integration is equal to 2 .
Let us place $\cos \phi=x$, whence $\phi=\cos ^{-1} x$ and $d \phi=\frac{\mp d x}{\sqrt{1-x^{2}}}$, where the sign depends upon the quadrant in which $\phi$ is found. We cannot,
therefore, make this substitution in $\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \cos \phi d \phi$, since $\phi$ lies in two differ-
ent quadrants; but we may write

$$
\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \cos \phi d \phi=\int_{-\frac{\pi}{2}}^{0} \cos \phi d \phi+\int_{0}^{\frac{\pi}{2}} \cos \phi d \phi
$$

and in the first of the integrals on the right-hand side of this equation place $\phi=\cos ^{-1} x, d \boldsymbol{\phi}=\frac{d x}{\sqrt{1-x^{2}}}$, and in the second $\phi=\cos ^{-1} x, d \phi=\frac{-d x}{\sqrt{1-x^{2}}}$.
Then

$$
\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \cos \phi d \phi=\int_{0}^{1} \frac{x d x}{\sqrt{1-x^{2}}}-\int_{1}^{0} \frac{x d x}{\sqrt{1-x^{2}}}=2 \int_{0}^{1} \frac{x d x}{\sqrt{1-x^{2}}}=2
$$

119. Integration by parts. Another method of importance in the reduction of a given integral to a known type is that of integration by parts, the formula for which is derived from the formula for the differential of a product,

$$
d(u v)=u d v+v d u .
$$

From this formula we derive directly that

$$
u=\int u d v+\int v d u
$$

which is usually written in the form

$$
\int u d v=u v-\int v d u
$$

In the use of this formula the aim is evidently to make the original integration depend upon the evaluation of a simpler integral.

Ex. 1. Find the value of $\int x e^{x} d x$.
If we let $x=u$ and $e^{x} d x=d x$, we have $d u=d x$ and $v=e^{x}$.
Substituting in our formula, we have

$$
\begin{aligned}
\int x e^{x} d x & =x e^{x}-\int e^{x} d x \\
& =x e^{x}-e^{x}+C \\
& =(x-1) e^{x}+C .
\end{aligned}
$$

It is evident that in selecting the expression for $d v$ it is desirable, if possible, to choose an expression that is easily integrated.

Ex. 2. Find the value of $\int \sin ^{-1} x d x$.
Here we may let $\sin ^{-1} x=u$ and $d x=d v$, whence $d u=\frac{d x}{\sqrt{1-x^{2}}}$ and $v=x$.
Substituting in our formula, we have

$$
\begin{aligned}
\int \sin ^{-1} x d x & =x \sin ^{-1} x-\int \frac{x d x}{\sqrt{1-x^{2}}} \\
& =x \sin ^{-1} x+\sqrt{1-x^{2}}+C
\end{aligned}
$$

the last integral being evaluated by (1), § 116.
Ex. 3. Find the value of $\int x \cos ^{2} x d x$.
Since $\cos ^{2} x=\frac{1}{2}(1+\cos 2 x)$, we have

$$
\int x \cos ^{2} x d x=\frac{1}{2} \int(x+x \cos 2 x) d x=\frac{x^{2}}{4}+\frac{1}{2} \int x \cos 2 x d x
$$

Letting $x=u$ and $\cos 2 x d x=d v$, we have $d u=d x$ and $v=\frac{1}{2} \sin 2 x$.
Therefore

$$
\begin{aligned}
\int x \cos 2 x d x & =\frac{x}{2} \sin 2 x-\frac{1}{2} \int \sin 2 x d x \\
& =\frac{x}{2} \sin 2 x+\frac{1}{4} \cos 2 x+C
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\int x \cos ^{2} x d x & =\frac{x^{2}}{4}+\frac{1}{2}\left(\frac{x}{2} \sin 2 x+\frac{1}{4} \cos 2 x\right)+C \\
& =\frac{1}{8}\left(2 x^{2}+2 x \sin 2 x+\cos 2 x\right)+C
\end{aligned}
$$

Sometimes an integral may be evaluated by successive integration by parts.

Ex. 4. Find the value of $\int x^{2} e^{x} d x$.
Here we will let $x^{2}=u$ and $e^{x} d x=d v$. Then $d u=2 x d x$ and $v=e^{x}$.
Therefore

$$
\int x^{2} e^{x} d x=x^{2} e^{x}-2 \int x e^{x} d x
$$

The integral $\int x e^{x} d x$ may be evaluated by integration by parts (see Ex. 1), so that finally

$$
\int x^{2} e^{x} d x=x^{2} e^{x}-2(x-1) e^{x}+C=e^{x}\left(x^{2}-2 x+2\right)+C
$$

Ex. 5. Find the value of $\int e^{a x} \sin b x d x$.
Letting $\sin b x=u$ and $e^{a x} d x=d v$, we have

$$
\int e^{a x} \sin b x d x=\frac{1}{a} e^{a x} \sin b x-\frac{b}{a} \int e^{a x} \cos b x d x
$$

In the integral $\int e^{a x} \cos b x d x$ we let $\cos b x=u$ and $e^{a x} d x=d v$, and have

$$
\int e^{a x} \cos b x d x=\frac{1}{a} e^{a x} \cos b x+\frac{b}{a} \int e^{a x} \sin b x d x
$$

Substituting this value above, we have

$$
\int e^{a x} \sin b x d x=\frac{1}{a} e^{a x} \sin b x-\frac{b}{a}\left(\frac{1}{a} e^{a x} \cos b x+\frac{b}{a} \int \epsilon^{a x} \sin b x d x\right) .
$$

Now bringing to the left-hand member of the equation all the terms containing the integral, we have
whence

$$
\begin{aligned}
\left(1+\frac{b^{2}}{a^{2}}\right) \int e^{a x} \sin b x d x & =\frac{1}{a} e^{a x} \sin b x-\frac{b}{a^{2}} e^{a x} \cos b x, \\
\int e^{a x} \sin b x d x & =\frac{e^{a x}(a \sin b x-b \cos b x)}{a^{2}+b^{2}} .
\end{aligned}
$$

Ex. 6. Find the value of $\int \sqrt{x^{2}+a^{2}} d x$.
Placing $\sqrt{x^{2}+u^{2}}=u$ and $d x=d v$, whence $d u=\frac{x d x}{\sqrt{x^{2}+u^{2}}}$ and $v=x$,
have we have

$$
\begin{equation*}
\int \sqrt{x^{2}+a^{2}} d x=x \sqrt{x^{2}+a^{2}}-\int \frac{x^{2} d x}{\sqrt{x^{2}+a^{2}}} . \tag{1}
\end{equation*}
$$

Since $x^{2}=\left(x^{2}+a^{2}\right)-a^{2}$, the second integral of (1) may be written as

$$
\int \frac{\left(x^{2}+a^{2}\right) d x}{\sqrt{x^{2}+a^{2}}}-a^{2} \int \frac{d x}{\sqrt{x^{2}+a^{2}}},
$$

which equals

$$
\int \sqrt{x^{2}+a^{2}} d x-a^{2} \int \frac{d x}{\sqrt{x^{2}+a^{2}}} .
$$

Evaluating this last integral and substituting in (1), we have

$$
\int \sqrt{x^{2}+a^{2}} d x=x \sqrt{x^{2}+a^{2}}-\int \sqrt{x^{2}+a^{2}} d x+a^{2} \log \left(x+\sqrt{x^{2}+a^{2}}\right),
$$

whence $\int \sqrt{x^{2}+a^{2}} d x=\frac{1}{2}\left[x \sqrt{x^{2}+a^{2}}+a^{2} \log \left(x+\sqrt{x^{2}+a^{2}}\right)\right]$.
120. If the value of the indefinite integral $\int f(x) d x$ is found by integration by parts, the value of the definite integral $\int_{a}^{b} f(x) d x$ may be found by substituting the limits $a$ and $b$, in the usual manner, in the indefinite integral.

Ex. Find the value of $\int_{0}^{\frac{\pi}{2}} x^{2} \sin x d x$.
To find the value of the indefinite integral, let $x^{2}=u$ and $\sin x d x=d v$.
Then $\quad \int x^{2} \sin x d x=-x^{2} \cos x+2 \int x \cos x d x$.
In $\quad \int x \cos x d x$, let $x=u$ and $\cos x d x=d v$.
Then

$$
\begin{aligned}
\int x \cos x d x & =x \sin x-\int \sin x d x \\
& =x \sin x+\cos x
\end{aligned}
$$

Finally, we have

$$
\begin{aligned}
\int x^{2} \sin x d x & =-x^{2} \cos x+2 x \sin x+2 \cos x+C . \\
\int_{0}^{\frac{\pi}{2}} x^{2} \sin x d x & =\left[-x^{2} \cos x+2 x \sin x+2 \cos x\right]_{0}^{\frac{\pi}{2}} \\
& =\pi-2 .
\end{aligned}
$$

The better method, however, is as follows:
If $f(x) d x$ is denoted by $u d v$, the definite integral $\int_{a}^{b} f(x) d x$ may be denoted by $\int_{a}^{b} u d v$, where it is understood that $a$ and $b$ are the values of the independent variable. Then

$$
\int_{a}^{b} u d v=[u v]_{a}^{b}-\int_{a}^{b} v d u
$$

To prove this, note that it follows at once from the equation

$$
[u v]_{a}^{b}=\int_{a}^{b} d(u v)=\int_{a}^{b}(u d v+v d u)=\int_{a}^{b} u d v+\int_{a}^{b} v d u .
$$

Applying this method to the problem just solved, we have

$$
\begin{aligned}
\int_{0}^{\frac{\pi}{2}} x^{2} \sin x d x & =\left[-x^{2} \cos x\right]_{0}^{\frac{\pi}{2}}+2 \int_{0}^{\frac{\pi}{2}} x \cos x d x \\
& =2 \int_{0}^{\frac{\pi}{2}} x \cos x d x \\
& =[2 x \sin x]_{0}^{\frac{\pi}{2}}-2 \int_{0}^{\frac{\pi}{2}} \sin x d x \\
& =\pi+[2 \cos x]_{0}^{\frac{\pi}{2}} \\
& =\pi-2
\end{aligned}
$$

121. Integration by partial fractions. A rational fraction is a fraction in which both the numerator and the denominator are polynomials. If the degree of the numerator is equal to, or greater than, the degree of the denominator, we may, by actual division, separate the fraction into an integral expression and a fraction in which the degree of the numerator is less than the degree of the denominator.

For example, by actual division,

$$
\begin{equation*}
\frac{2 x^{5}-x^{4}+x^{3}+3 x^{2}-36 x+36}{x^{4}-16}=2 x-1+\frac{x^{3}+3 x^{2}-4 x+20}{x^{4}-16} . \tag{1}
\end{equation*}
$$

It is evident, then, that we need to study the integration of only those fractions in which the degree of the numerator is less than the degree of the denominator.

If the denominator of such a fraction is of the first degree or the second degree, the integration may he performed by formulas (2), (14), (18), § 116, as in Ex. 3, § 114 .

If the denominator is of higher degree than the seeond, we can separate the fraction into partial fructions the sum of which will equal the given fraction.

For example,

$$
\begin{equation*}
\frac{x^{3}+3 x^{2}-4 x+20}{x^{4}-16}=\frac{1}{x-2}-\frac{1}{x+2}+\frac{x-1}{x^{2}+4} \tag{2}
\end{equation*}
$$

as the reader can easily verify.
The three fractions on the right-hand side of (2) are the partial fractions of the fraction on the left-hand side of (2). It is to be noted that their denominators are the rational factors of the denominator of the fraction of the left-hand side of (2).

Substituting in (1), we have

$$
\begin{align*}
& \frac{2 x^{5}-x^{4}+x^{3}+3 x^{2}-36 x+36}{x^{4}-16} \\
& \quad=2 x-1+\frac{1}{x-2}-\frac{1}{x+2}+\frac{x-1}{x^{2}+4} \tag{3}
\end{align*}
$$

$$
\begin{aligned}
& \text { Hence } \int \frac{2 x^{5}-x^{4}+x^{3}+3 x^{2}-36 x+36}{x^{4}-16} d x \\
& \quad=\int 2 x d x-\int 1 d x+\int \frac{d x}{x-2}-\int \frac{d x}{x+2}+\int \frac{x-1}{x^{2}+4} d x \\
& =x^{2}-x+\log (x-2)-\log (x+2)+\frac{1}{2} \log \left(x^{2}+4\right)-\frac{1}{2} \tan ^{-1} \frac{x}{2} \\
& =x^{2}-x+\log \frac{(x-2) \sqrt{x^{2}+4}}{x+2}-\frac{1}{2} \tan ^{-1} \frac{x}{2} .
\end{aligned}
$$

The separation of a fraction into partial fractions, as in (2), is evidently a great aid in integration. We shall illustrate this process in the following examples:

Ex. 1. Find the value of $\int \frac{x^{2}+11 x+14}{(x+3)\left(x^{2}-4\right)} d x$.
The factors of the denominator are $x+3, x-2$, and $x+2$. We assume

$$
\begin{equation*}
\frac{x^{2}+11 x+14}{(x+3)\left(x^{2}-4\right)}=\frac{A}{x+3}+\frac{B}{x-2}+\frac{C}{x+2}, \tag{1}
\end{equation*}
$$

where $A, B$, and $C$ are constants to be determined.
Clearing (1) of fractions by multiplying by $(x+3)\left(x^{2}-4\right)$, we have

$$
\begin{equation*}
x^{2}+11 x+14=A(x-2)(x+2)+B(x+3)(x+2)+C(x+3)(x-2), \tag{2}
\end{equation*}
$$

or $x^{2}+11 x+14=(A+B+C) x^{2}+(5 B+C) x+(-4 A+6 B-6 C)$.
Since $A, B$, and $C$ are to be determined so that the right-hand member of (3) shall be identical with the left-hand member, the coefficients of like powers of $x$ on the two sides of the equation must be equal.

Therefore, equating the coefficients of like powers of $x$ in (3), we obtain the equations

$$
\begin{array}{r}
A+B+C=1, \\
5 B+C=11, \\
-4 A+6 B-6 C=14,
\end{array}
$$

whence we find $A=-2, B=2, C=1$.
Substituting these values in (1), we have

$$
\begin{aligned}
\frac{x^{2}+11 x+14}{(x+3)\left(x^{2}-4\right)} & =-\frac{2}{x+3}+\frac{2}{x-2}+\frac{1}{x+2}, \\
\text { and } \int \frac{x^{2}+11 x+14}{(x+3)\left(x^{2}-4\right)} d x & =-\int \frac{2 d x}{x+3}+\int \frac{2 d x}{x-2}+\int \frac{d x}{x+2} \\
& =-2 \log (x+3)+2 \log (x-2)+\log (x+2)+C \\
& =\log \frac{(x+2)(x-2)^{2}}{(x+3)^{2}}+C .
\end{aligned}
$$

Ex. 2. Find the value of $\int \frac{4 x^{2}+x+1}{x^{3}-1} d x$.
The real factors of $x^{3}-1$ are $x-1$ and $x^{2}+x+1$. Hence we assume

$$
\begin{equation*}
\frac{4 x^{2}+x+1}{x^{3}-1}=\frac{A}{x-1}+\frac{B x+C}{x^{2}+x+1} \tag{1}
\end{equation*}
$$

Clearing of fractions, we have

$$
\begin{align*}
4 x^{2}+x+1 & =A\left(x^{2}+x+1\right)+(B x+C)(x-1) \\
& =(A+B) x^{2}+(A-B+C) x+(A-C) \tag{2}
\end{align*}
$$

Equating coefficients of like powers of $x$ in (2), we obtain the equations

$$
\begin{array}{r}
A+B=4 \\
A-B+C=1 \\
A-C=1
\end{array}
$$

whence $A=2, B=2, C^{\prime}=1$.
Hence $\quad \frac{4 x^{2}+x+1}{x^{3}-1}=\frac{2}{x-1}+\frac{2 x+1}{x^{2}+x+1}$,
and

$$
\begin{aligned}
\int \frac{4 x^{2}+x+1}{x^{3}-1} d x & =\int \frac{2 d x}{x-1}+\int \frac{(2 x+1) d x}{x^{2}+x+1} \\
& =2 \log (x-1)+\log \left(x^{2}+x+1\right)+C \\
& =\log \left[(x-1)^{2}\left(x^{2}+x+1\right)\right]+C
\end{aligned}
$$

Ex. 3. Find the value of $\int \frac{2 x^{2} d x}{(x+2)^{2}(x-2)}$.
Here we assume

$$
\begin{equation*}
\frac{2 x^{2}}{(x+2)^{2}(x-2)}=\frac{A}{(x+2)^{2}}+\frac{B}{x+2}+\frac{C}{x-2} \tag{1}
\end{equation*}
$$

Clearing of fractions, we have

$$
\begin{align*}
2 x^{2} & =A(x-2)+B\left(x^{2}-4\right)+C(x+2)^{2} \\
& =(B+C) x^{2}+(1+4 C) x+(-2 A-4 B+4 C) \tag{2}
\end{align*}
$$

Equating the coefficients of like powers of $x$ in (2), we obtain the equations

$$
\begin{array}{r}
B+C=2 \\
A+4 C=0 \\
-2 A-4 B+4 C=0
\end{array}
$$

whence $A=-2, B=\frac{3}{2}, C=\frac{1}{2}$.

$$
\text { Hence } \frac{2 x^{2}}{(x+2)^{2}(x-2)}=-\frac{2}{(x+2)^{2}}+\frac{\frac{3}{2}}{x+2}+\frac{\frac{1}{2}}{x-2},
$$

and

$$
\begin{aligned}
\int \frac{2 x^{2} d x}{(x+2)^{2}(x-2)} & =-\int \frac{2 d x}{(x+2)^{2}}+\int \frac{3}{x+2}+\int \frac{\frac{1}{2} d x}{x-2} \\
& =\frac{2}{x+2}+\frac{3}{2} \log (x+2)+\frac{1}{2} \log (x-2)+C \\
& =\frac{2}{x+2}+\log \sqrt{(x+2)^{3}(x-2)}+C
\end{aligned}
$$

Ex. 4. Find the value of $\int \frac{3 x^{3}+3 x-6}{(x+1)\left(x^{3}+1\right)} d x$.
Now $(x+1)\left(x^{3}+1\right)=(x+1)^{2}\left(x^{2}-x+1\right)$, and we assume

$$
\begin{equation*}
\frac{3 x^{3}+3 x-6}{(x+1)\left(x^{3}+1\right)}=\frac{A}{(x+1)^{2}}+\frac{B}{x+1}+\frac{C x+I)}{x^{2}-x+1} \tag{1}
\end{equation*}
$$

Clearing (1) of fractions, we have

$$
\begin{align*}
3 x^{3}+3 x-6= & A\left(x^{2}-x+1\right)+B\left(x^{3}+1\right)+(C x+D)(x+1)^{2} \\
= & \left(B+C^{\prime}\right) x^{3}+(A+2 C+D) x^{2}+(-A+C+2 D) x \\
& \quad+(A+B+D) \tag{2}
\end{align*}
$$

Equating coefficients of like powers of $x$ in (2), we obtain the equations

$$
\begin{aligned}
B+C & =3 \\
A+2 C+D & =0 \\
-A+C+2 D & =3 \\
A+B+D & =-6
\end{aligned}
$$

whence $A=-4, B=0, C=3, D=-2$.
Substituting these values in (1), we have

$$
\frac{3 x^{3}+3 x-6}{(x+1)\left(x^{3}+1\right)}=\frac{-4}{(x+1)^{2}}+\frac{3 x-2}{x^{2}-x+1}
$$

and $\int \frac{3 x^{3}+3 x-6}{(x+1)\left(x^{3}+1\right)} d x=\int \frac{-4 d x}{(x+1)^{2}}+\int \frac{3 x-2}{x^{2}-x+1} d x$

$$
=\frac{4}{x+1}+\frac{3}{2} \log \left(x^{2}-x+1\right)-\frac{1}{\sqrt{3}} \tan ^{-1} \frac{2 x-1}{\sqrt{3}}+C,
$$

the last integral being evaluated as in Ex. 3, § 114.
We notice in the solution of the above examples the following points:

1. The denominator is factored into linear or quadratic factors, or integral powers of such factors.
2. As many partial fractions are assumed as there are factors in the denominator.
3. Corresponding to any single linear factor, as $a x+b$, one fraction of the form $\frac{A}{a x+b}$ is assumed, and corresponding to the square of any linear factor, as $(a x+b)^{2}$, two fractions $\frac{A}{(a x+b)^{2}}$ $+\frac{B}{a x+b}$ are assumed, the numerator over the square of the factor being of the same type as that over the first power of the factor.
4. Corresponding to any single quadratic factor, as $a x^{2}+b x+c$, one fraction of the form $\frac{A x+B}{a x^{2}+b x+c}$ is assumed.
5. The numerators assumed are determined and the integration of the partial fractions is completed.

If $(a x+b)^{2}$ in 3 is replaced by $(a x+b)^{n}$, and the corresponding $n$ fractions are assumed to be

$$
\frac{A}{(a x+b)^{n}}+\frac{B}{(a x+b)^{n-1}}+\cdots+\frac{P}{a x+b},
$$

and if $a x^{2}+b x+c$ in $\pm$ is replaced by $\left(a x^{2}+b x+c\right)^{n}$, the corresponding $n$ fractions assumed being

$$
\frac{A x+B}{\left(a x^{2}+b x+c\right)^{n}}+\frac{C x+D}{\left(a x^{2}+b x+c\right)^{n-1}}+\cdots+\frac{P x+Q}{a x^{2}+b x+c},
$$

the above becomes a working rule for the integration of all rational fractions in which the degree of the numerator is less than the degree of the denominator; but the proof of the possibility of assuming the partial fractions in the form noted above is omitted.

To make the work of this article complete we must discuss the integral $\int \frac{A x+B}{\left(a x^{2}+b x+c\right)^{n}} d x$, where $n$ is any integer greater than unity.

Since $d\left(a x^{2}+b x+c\right)=(2 a x+b) d x$, we may, as in Ex. 3, $\S 114$, let $A x+B=\frac{1}{2 a}(2 a x+b)+B-\frac{A b}{2 a}$, and obtain the equation
$\int \frac{A x+B}{\left(a x^{2}+b x+c\right)^{n}} d x=\frac{A}{2 u} \int \frac{d\left(a x^{2}+b x+c\right)}{\left(a x^{2}+b x+c\right)^{n}}+\left(B-\frac{A b}{2 a}\right) \int \frac{d x}{\left(a x^{2}+b x+c\right)^{n}}$.
Proceeding as in Ex. 2, §114, we may put the last integral in the form $\int \frac{d u}{\left(u^{2}+u^{2}\right)^{n}}$, which may be reduced to the integral $\int \frac{d u}{u^{2}+u^{2}}$ by successive applications of the formula
$\int \frac{d u}{\left(u^{2}+a^{2}\right)^{n}}=\frac{1}{2(n-1) a^{2}}\left[\frac{u}{\left(u^{2}+a^{2}\right)^{n-1}}+(2 n-3) \int \frac{d u}{\left(u^{2}+u^{2}\right)^{n-1}}\right]$.
This is a special case of (4), § 122.
122. Reduction formulas. The methods of integration derived in this chapter are sufficient for the solution of most of the problems which occur in practice. If the reader should meet any integrals which cannot be evaluated by these methods, he should refer to a table of integrals, in which the integrals have been either completely evaluated or expressed in terms of simpler integrals. Some of this latter type of integrals, known as reduction formulas, have been tabulated below for convenience.

$$
\begin{align*}
& \int x^{m}\left(a+b x^{n}\right)^{p} d x \\
& =\frac{x^{m-n+1}\left(a+b x^{n}\right)^{p+1}}{(n p+m+1) b}-\frac{(m-n+1) a}{(n p+m+1) b} \int x^{m-n}\left(a+b x^{n}\right)^{p} d x,  \tag{1}\\
& \int x^{m}\left(a+b x^{n}\right)^{p} d x \\
& =\frac{x^{m+1}\left(a+b x^{n}\right)^{p}}{n p+m+1}+\frac{n p a}{n p+m+1} \int x^{m}\left(a+b x^{n}\right)^{p-1} d x,  \tag{2}\\
& \int x^{m}\left(a+b x^{n}\right)^{p} d x \\
& =\frac{x^{m+1}\left(a+b x^{n}\right)^{p+1}}{(m+1) a}-\frac{(n p+n+m+1) b}{(m+1) a} \int x^{m+n}\left(a+b x^{n}\right)^{p} d x,  \tag{3}\\
& \int x^{m}\left(a+b x^{n}\right)^{p} d x \\
& =-\frac{x^{m+1}\left(a+b x^{n}\right)^{p+1}}{n(p+1) a}+\frac{n p+n+m+1}{n(p+1) a} \int x^{m}\left(a+b x^{n}\right)^{p+1} d x . \tag{4}
\end{align*}
$$

$\int \sin ^{m} x \cos ^{n} x d x$

$$
\begin{equation*}
=\frac{\sin ^{m+1} x \cos ^{n-1} x}{m+n}+\frac{n-1}{m+n} \int \sin ^{m} x \cos ^{n-2} x d x \tag{5}
\end{equation*}
$$

$\int \sin ^{m} x \cos ^{n} x d x$

$$
\begin{equation*}
=-\frac{\sin ^{m+1} x \cos ^{n+1} x}{n+1}+\frac{m+n+2}{n+1} \int \sin ^{m} x \cos ^{n+2} x d x \tag{6}
\end{equation*}
$$

$\int \sin ^{m} x \cos ^{n} x d x$

$$
\begin{equation*}
=-\frac{\sin ^{m-1} x \cos ^{n+1} x}{m+n}+\frac{m-1}{m+n} \int \sin ^{m-2} x \cos ^{n} x d x \tag{7}
\end{equation*}
$$

$\int \sin ^{m} x \cos ^{n} x d x$

$$
\begin{equation*}
=\frac{\sin ^{m+1} x \cos ^{n+1} x}{m+1}+\frac{m+n+2}{m+1} \int \sin ^{m+2} x \cos ^{n} x d x \tag{8}
\end{equation*}
$$

These formulas do not always hold. For example, (1) and (2) fail if $n p+m+1=0$, (3) fails if $m+1=0$, etc. In these cases, however, it is not necessary to use these formulas, as the integration may be performed by elementary methods.

There are also integrals which cannot be expressed in terms of the elementary functions. For example, $\int \frac{d x}{\sqrt{\left(1-x^{2}\right)\left(1-k^{2} x^{2}\right)}}$ cannot be so expressed; and, in fact, this integral defines a function of $x$ of an entirely new kind.

## PROBLEMS

Find the values of the following integrals :

1. $\int\left(4 x^{3}+3 x^{2}+4 x-3\right) d x$. 12. $\int \frac{e^{x}+e^{-x}}{e^{x}-e^{-x}} d x$.
2. $\int\left(x^{3}-x^{2}+\frac{1}{x^{2}}-\frac{1}{x^{3}}\right) d x$ 13. $\int(2+3 x)^{\frac{3}{2}} d x$.
3. $\int\left(\sqrt[3]{x^{2}}-\frac{1}{\sqrt[3]{x^{2}}}\right) d x$.
4. $\int \frac{(1-3 x) d x}{1+2 x-3 x^{2}}$.
5. $\int \frac{x^{2}+\sqrt{x^{8}}+3}{\sqrt{x}} d x$.
6. $\int \frac{\cos x d x}{a+b \sin x}$.
7. $\int(2 x+1)^{2} x^{2} d x$.
8. $\int \frac{x^{2} d x}{\left(1+x^{8}\right)^{8}}$.
9. $\int \frac{(x+2)^{3}}{x^{2}} d x$.
10. $\int \frac{\left(1+x^{2}\right) d x}{\sqrt{1+3 x+x^{3}}}$.
11. $\int \sqrt{2+e^{x}} e^{x} d x$.
12. $\int \frac{e^{2 x}+\sin 2 x}{e^{2 x}-\cos 2 x} d x$.
13. $\int \frac{e^{2 x} d x}{e^{2 x}+2}$.
14. $\int \frac{d x}{(x-a)[\log (x-a)]^{3}}$.
15. $\int \frac{d x}{x \log x^{2}}$.
16. $\int \frac{\log x^{3}}{x} d x$.
17. $\int \frac{d x}{\left(1+x^{2}\right) \tan ^{-1} x}$.
18. $\int\left(e^{x^{2}}+a^{2}\right) e^{x^{2}} x d x$.
19. $\int \frac{1+\sin x}{(x-\cos x)^{2}} d x$.
20. $\int\left(\sqrt{\frac{a-x}{a+x}}-\sqrt{\frac{a+x}{a-x}}\right) d x$.
21. $\int \frac{d x}{e^{x}+1}$.
22. $\int \frac{d x}{\sqrt{x^{2}-a^{2}} \log \left(x+\sqrt{x^{2}-a^{2}}\right)}$.
23. $\int \cos ^{3} x \sin x d x$.
24. $\int \sin ^{3}(2 x+1) \cos (2 x+1) d x$.
25. $\int(\sec a x+\tan a x) \sec a x d x$.
26. $\int(\csc x \operatorname{ctn} x+\csc x)^{2} d x$.
27. $\int \cos ^{2} 2 x \sin ^{3} 2 x d x$.
28. $\int \sin ^{\frac{2}{3}} 3 x \cos ^{5} 3 x d x$.
29. $\int \sin ^{3} \frac{x}{2} d x$.
30. $\int \frac{\cos ^{3} 4 x}{\sqrt{\sin ^{3} 4 x}} d x$.
31. $\int \frac{\cos 2 x}{\cos x} d x$.
32. $\int \sin x \sin 2 x d x$.
33. $\int(\tan \alpha x+\operatorname{ctn} \alpha x)^{2} d x$.
34. $\int(\sec 2 x+\tan 2 x)^{2} d x$.
35. $\int \frac{\csc ^{3} 3 x-\operatorname{ctn}^{3} 3 x}{\csc 3 x-\operatorname{ctn} 3 x} d x$.
36. $\int\left(\tan ^{2} \frac{x}{2}-\operatorname{ctn}^{2} \frac{x}{2}\right) d x$.
37. $\int \cos ^{5}(2 x-1) d x$.
38. $\int\left(\sin \frac{x}{3}+\cos \frac{x}{3}\right)^{3} d x$.
39. $\int \tan ^{3} \frac{x}{3} d x$.
40. $\int \sec ^{4}(3 x+2) d x$.
41. $\int \tan \frac{3 x}{2} \sec ^{3} \frac{3 x}{2} d x$.
42. $\int \sec ^{4} 2 x \sqrt{\tan 2 x} d x$.
43. $\int \csc ^{6} \frac{x}{4} d x$.
44. $\int \operatorname{ctn}^{5}(x+2) d x$.
45. $\int \operatorname{ctn}^{2} \frac{2 x}{3} \csc ^{4} \frac{2 x}{3} d x$.
46. $\int \tan ^{4} a x d x$.
47. $\int \frac{\operatorname{ctn}^{3} a x}{\csc \alpha x} d x$.
48. $\int \tan ^{3} \frac{x}{3} \sqrt[3]{\sec \frac{x}{3}} d x$.
49. $\int \sin ^{2}(3 x+1) d x$.
50. $\int \cos ^{2}(2-3 x) d x$.
51. $\int(\sin 2 x-\cos 2 x)^{2} d x$.
52. $\int \sin ^{2} 3 x \cos ^{2} 3 x d x$.
53. $\int \cos ^{4} \frac{x}{2} d x$.
54. $\int \sin ^{4} x \cos ^{2} x d x$.
55. $\int \sqrt{\cos ^{2} x+1} \sin 2 x d x$.
56. $\int\left(\frac{\sin 2 x}{\sin x}-\frac{\cos 2 x}{\cos x}\right) d x$.
57. $\int \frac{\cos 2 x d x}{\cos x+\sin x}$.
58. $\int \sin a x \sin b x d x .(a \neq b)$
59. $\int \cos a x \cos b x d x .(u \neq b)$
60. $\int \sin (2 x+3) \cos (2 x-3) d x$.
61. $\int \sin x \sin 2 x \sin 3 x d x$.
62. $\int \frac{\sec 2 x d x}{\sec 2 x-\tan 2 x}$.
63. $\int \sqrt{\frac{\csc x-\operatorname{ctn} x}{\csc x+\operatorname{ctn} x}} d x$.
64. $\int \frac{1+\cos x}{1-\cos x} d x$.
65. $\int \frac{\cos x d x}{1+\cos x}$.
66. $\int \frac{d x}{\sec ^{4} \mu x}$.
67. $\int \sqrt{1-\cos x} d x$.
68. $\int \frac{d x}{\sqrt{1+\cos 2 x}}$.
69. $\int(1-\cos 4 x)^{\frac{3}{2}} d x$.
70. $\int \frac{d x}{\sqrt{25-9 x^{2}}}$.
71. $\int \frac{d x}{3+4 x^{2}}$.
72. $\int \frac{d x}{x \sqrt{4 x^{2}-9}}$.
73. $\int \frac{d x}{4 x^{2}+4 x+10}$.
74. $\int \frac{d x}{2 x^{2}+5 x+4}$.
75. $\int \frac{d x}{\sqrt{2+4 x-x^{2}}}$.
76. $\int \frac{d x}{\sqrt{1+5 x-2 x^{2}}}$.
77. $\int \frac{d x}{\sqrt{9 x-x^{2}}}$.
78. $\int \frac{d x}{(x+1) \sqrt{x^{2}+2 x}}$.
79. $\int \frac{r^{x}+7}{x^{2}+9} d x$.
80. $\int \frac{5 x-7}{3 x^{2}+2} d x$.
81. $\int \frac{x-2}{\sqrt{1-x^{2}}} d x$.
82. $\int \frac{\sqrt{a+x}}{\sqrt{a-x}} d x$.
83. $\int \frac{\sin x d x}{1+\cos ^{2} x}$.
84. $\int \frac{d x}{\sqrt{4 x^{2}+9}}$.
85. $\int \frac{d x}{\sqrt{9 x^{2}-2}}$.
86. $\int \frac{d x}{9 x^{2}-2}$.
87. $\int \frac{d x}{\sqrt{4 x^{2}+6 x}}$.
88. $\int \frac{d x}{2 x^{2}-6 x}$.
89. $\int \frac{d x}{x^{2}+3 x+1}$.
90. $\int \frac{d x}{\sqrt{3 x^{2}-2 x+3}}$.
91. $\int \frac{d x}{21-4 x-x^{2}}$.
92. $\int \frac{d x}{\sqrt{2 x^{2}+4 x-7}}$.
93. $\int \frac{(5 x-3) d x}{x^{2}+6 x+12}$.
94. $\int \frac{(x+5) d x}{x^{2}+x-6}$.
95. $\int \frac{(2 x+10) d x}{2 x^{2}+5 x+1}$.
96. $\int \frac{(6 x+20) d x}{6 x^{2}+7 x-3}$.
97. $\int \frac{(x+1) d x}{2 x^{2}+6 x+9}$.
98. $\int \frac{(x-2) d x}{3 x^{2}+2 x+3}$.
99. $\int \frac{(x+2) d x}{\sqrt{3+2 x-x^{2}}}$.
100. $\int \frac{(6-2 x) d x}{\sqrt{8-4 x-4 x^{2}}}$.
101. $\int \frac{3-x}{\sqrt{4 x-x^{2}}} d x$.
102. $\int \frac{d x}{x^{2}+2 x \tan \alpha+\sec ^{2} \alpha}$.
103. $\int \frac{e^{x} d x}{e^{2 x}+2 e^{x} \sin x+1}$.
104. $\int \frac{e^{x} d x}{\sqrt{1-2 e^{x} \tan \alpha-e^{2 x}}}$.
105. $\int \frac{\sqrt{x+1}}{x \sqrt{x-1}} d x$.
106. $\int \frac{\sqrt{x^{2}-a^{2}}}{x \sqrt{x^{2}+a^{2}}} d x$.
107. $\int \frac{d x}{4-5 \cos x}$.
108. $\int \frac{d x}{4+3 \sin x}$.
109. $\int \frac{d x}{6+2 \cos 2 x}$.
110. $\int \frac{d x}{1-3 \sin 4 x}$.
111. $\int \frac{d x}{\cos x-2 \sin x}$.
112. $\int\left(e^{x}+e^{-x}\right)^{2} d x$.
113. $\int\left(e^{x}+x^{e}\right) d x$.
114. $\int\left(e^{x^{2}}+e^{-x^{2}}\right) x d x$.
115. $\int \sqrt[x]{e} \frac{d x}{x^{2}}$.
116. $\int e^{\sin ^{-1} x} \frac{d x}{\sqrt{1-x^{2}}}$.
117. $\int e^{x^{3}+1} x^{2} d x$.
118. $\int e^{b+c x} a^{b+c x} d x$.
119. $\int \frac{e^{x}-1}{e^{x}+1} d x$.
120. $\int \frac{d x}{e^{2 x}-2}$.
121. $\int \frac{e^{2 x}+1}{e^{2 x}-1} d x$.
122. $\int \frac{x^{2} d x}{\sqrt{2 x-3}}$.
123. $\int \frac{\sqrt{x+2}+1}{\sqrt{x+2}-1} d x$.
124. $\int \frac{x^{3} d x}{\left(x^{2}+a^{2}\right)^{\frac{1}{2}}}$.
125. $\int \frac{x^{5} d x}{\left(x^{3}+3\right)^{\frac{2}{3}}}$.
126. $\int \frac{x^{2} d x}{\sqrt{\left(4-x^{2}\right)^{3}}}$.
127. $\int \frac{x^{2} d x}{\sqrt{\left(9-x^{2}\right)^{5}}}$.
128. $\int x^{3}\left(4+x^{2}\right)^{\frac{1}{2}} d x$.
129. $\int \frac{d x}{x \sqrt{4+9 x^{2}}}$.
130. $\int \frac{\sqrt{x^{2}-25}}{x} d x$.
131. $\int \frac{d x}{x^{3} \sqrt{9 x^{2}-4}}$.
132. $\int x \sqrt[3]{3 x+1} d x$.
133. $\int \frac{x^{3} d x}{(x+3)^{2}}$.
134. $\int \frac{x^{5} d x}{3+4 x^{3}}$.
135. $\int x^{2} \sqrt{u^{2}-x^{2}} d x$.
136. $\int \frac{d x}{\left(x^{2}-1\right)^{\frac{3}{2}}}$.
137. $\int \frac{d x}{x\left(x^{2}+4\right)^{\frac{3}{2}}}$.
138. $\int \frac{\sqrt{3-x^{2}}}{x} d x$.
139. $\int \frac{\sqrt{4 x^{2}-9}}{x^{2}} d x$.
140. $\int \frac{x^{5} d x}{\left(3+2 x^{2}\right)^{\frac{3}{2}}}$.
141. $\int \frac{x^{8} d x}{\left(x^{2}+9\right)^{\frac{3}{2}}}$.
142. $\int\left(u^{2}-x^{2}\right)^{\frac{3}{2}} d x$.
143. $\int x(x+1)^{\frac{2}{3}} d x$.
144. $\int \frac{\left(x^{2}-4\right)^{\frac{3}{2}}}{x^{8}} d x$.
145. $\int \frac{d x}{x^{4} \sqrt{2-x^{2}}}$.
146. $\int \frac{\left(x^{4}+1\right)^{\frac{3}{2}}}{x} d x$.
147. $\int \frac{x^{3} d x}{\sqrt{1+4 x^{2}}}$.
148. $\int \frac{x^{2} d x}{\left(a^{2}+x^{2}\right)^{2}}$.
149. $\int \frac{x^{3} d x}{\left(5-x^{2}\right)^{\frac{5}{2}}}$.
150. $\int \frac{d x}{(x-2) \sqrt{2 x^{2}-4 x-1}}$.
151. $\int \frac{d x}{(2 x-1) \sqrt{16 x^{2}-12 x+3}}$.
152. $\int \frac{d x}{(2 x-3) \sqrt{4 x^{2}-12 x+5}}$.
153. $\int \frac{d x}{(x+2) \sqrt{x^{2}+2 x+2}}$.
154. $\int \log a x d x$.
155. $\int x^{m} \log x d x$.
156. $\int \tan ^{-1} \omega x d x$.
157. $\int \log \left(x+\sqrt{x^{2}+u^{2}}\right) d x$.
158. $\int x \sin 3 x d x$.
159. $\int \sec ^{-1} 2 x d x$.
160. $\int x \sec ^{-1} 3 x d x$.
161. $\int x^{2} e^{3 x} d x$.
162. $\int x^{2} \cos 2 x d x$.
163. $\int(\log x)^{2} d x$.
164. $\int e^{x} \cos 3 x d x$.
165. $\int x \sin ^{2} 3 x d x$.
166. $\int e^{2 x} \sin x d x$.
167. $\int \sqrt{x^{2}-1} d x$.
168. $\int \sec ^{3} x d x$.
169. $\int \frac{1+x^{4}}{x\left(x^{2}-1\right)} d x$.
170. $\int \frac{2 x^{3}-4 x^{2}+8}{x^{3}-4 x} d x$.
171. $\int \frac{x+4}{x\left(x^{2}+4\right)} d x$.
172. $\int \frac{x^{3}-1}{x+x^{3}} d x$.
173. $\int \frac{3 d x}{x^{2}(x+1)}$.
174. $\int \frac{x^{2}-4}{(x+1)^{3}} d x$.
175. $\int \frac{x+4}{x(x+2)} d x$.
176. $\int \frac{d x}{(x-1)\left(x^{2}+1\right)}$.
177. $\int \frac{(7-2 x) d x}{(x-1)\left(x^{2}+2 x-8\right)}$.
178. $\int \frac{3 x^{2}+6 x}{(2 x+1)^{2}} d x$.
179. $\int \frac{x^{2}-2 x+3}{(x-2)(x+1)(x-3)} d x$.
180. $\int \frac{4 x^{2}-3}{(x-2)\left(x^{2}+2 x+5\right)} d x$.
181. $\int \frac{3 x+4}{x(x-4)^{2}} d x$.
182. $\int \frac{x+1}{x^{2}(x-1)^{2}} d x$.
183. $\int \frac{d x}{x^{3}-1}$.
184. $\int \frac{x^{4}+11 x-6}{x^{3}+8} d x$.
185. $\int \frac{x^{3}+1}{(x-1)^{2}\left(x^{2}+1\right)} d x$.
186. $\int \frac{d x}{\left(x^{2}+4\right)^{2}}$.
187. $\int \frac{x^{3}+x^{2}}{\left(x^{2}+1\right)^{2}} d x$.
188. $\int \frac{\sqrt{1+x}}{1-x} d x$.
189. $\int \frac{x+\sqrt{1-x}}{x-\sqrt{1-x}} d x$.
190. $\int \frac{d x}{\cos ^{8} x}$.
191. $\int \frac{d x}{x\left(x^{3}+2\right)^{\frac{3}{2}}}$.
192. $\int \frac{\sin ^{4} \frac{x}{2}}{\cos \frac{x}{2}} d x$.
193. $\int \frac{\cos ^{2} 4 x}{\sin ^{3} 4 x} d x$.
194. $\int \frac{x^{2} d x}{\sqrt{x^{2}+a^{2}}}$.
195. $\int \frac{d x}{\left(1+x^{3}\right)^{\frac{1}{3}}}$.
196. $\int \frac{d x}{x^{2}\left(1+x^{3}\right)^{\frac{3}{3}}}$.
197. $\int x^{2} \sqrt{x^{2}+a^{2}} d x$.
198. $\int \frac{d x}{x^{2}\left(1+x^{4}\right)^{\frac{3}{4}}}$.
199. $\int\left(x^{2}+4\right)^{\frac{3}{2}} d x$.
200. $\int \frac{d x}{\sin ^{2} x \cos ^{3} x}$.
201. $\int \frac{d x}{\sin ^{8} x}$.
202. $\int \frac{d x}{\sin ^{2} x \cos x}$.
203. $\int \frac{d x}{\cos ^{5} x}$.

## CHAPTER XIII

## APPLICATIONS OF INTEGRATION

123. Element of a definite integral. In $\S \S 78$ and 81 , by means of the area under a curve, we have defined the definite integral by the equation

$$
\begin{equation*}
\int_{a}^{b} f(x) d x=\operatorname{Lim}_{n=\infty}^{i=n-1} \sum_{i=0}^{i} f\left(x_{i}\right) \Delta x \tag{1}
\end{equation*}
$$

and have shown that this limit may be evaluated by the formula

$$
\begin{equation*}
\int_{a}^{b} f(x) d x=F(b)-F(a) \tag{2}
\end{equation*}
$$

where $d F(x)=f(x) d x$.
Since any function $f(x)$ may be graphically represented by the curve $y=f(x)$, formulas (1) and (2) are perfectly general. We shall proceed to give certain applications. The general method of handling any one of the various problems proposed is to analyze it into the limit of the sum of an infinite number of terms of the form $f(x) d x$. The expression $f(x) d x$, as well as the concrete object it represents, is called the element of the sum.
124. In finding the element of integration, it is often not possible to express the terms of the sum (1), § 123 , exactly as $f\left(x_{i}\right) \Delta x$, the more exact expression being $\left[f\left(x_{i}\right)+\epsilon_{i}\right] \Delta x$, where the quantities $\epsilon_{i}$ are not fully determined but are known to approach zero as a limit as $\Delta x$ approaches zero. It is consequently of the highest importance to show that

$$
i=n-1
$$

$\operatorname{Lim}_{n=\infty} \sum_{i=0} \epsilon_{i} \Delta x=0$, so that

$$
\operatorname{Lim}_{n=\infty} \sum_{i=0}^{i=n-1}\left[f\left(x_{i}\right)+\epsilon_{i}\right] \Delta x=\operatorname{Lim}_{n=\infty} \sum_{i=0}^{i=n-1} f\left(x_{i}\right) \Delta x=\int_{a}^{b} f(x) d x .
$$

For that purpose, let $\gamma$ be a positive quantity which is equal to the largest numerical value of any $\epsilon_{i}$ in the sum. Then
and

$$
-\Sigma \gamma \Delta x \equiv \sum \epsilon_{i} \Delta x \equiv \Sigma \gamma \Delta x .
$$

But

$$
\Sigma \gamma \Delta x=\gamma \Sigma \Delta x=\gamma(b-a)
$$

and $\operatorname{Lim} \Sigma \gamma \Delta x=0$ since $\gamma$ approaches zero as $\Delta x$ approaches zero. $n=\infty$
Hence $\operatorname{Lim} \Sigma \epsilon_{i} \Delta x=0$.
Hence the quantities $\epsilon_{i}$ which may appear in expressing the sum do not affect the value of the integral and may be omitted.

Quantities such as $\Delta x$ and $\epsilon_{i}$, which approach zero as a limit, are called infinitesimals. Terms such as $f(x) \Delta x$, which are formed by multiplying $\Delta x$ by a finite quantity, not zero, are called infinitesimals of the same order as $\Delta x$. Quantities such as $\epsilon_{i} \Delta x$, which are the products of two infinitesimals approaching zero together, are called infinitesimuls of higher order than either infinitesimal.

The theorem above proved may be restated in the following way:

In forming the element of integration infinitesimals of hiegher order than $f(x) \Delta x$ may be disreyurded.

Ex. Consider the area under a curve ( $\$ 78$ ). We have oltained it, by means of rectangles, as

$$
\begin{equation*}
\operatorname{Lim}_{n=\infty} \sum_{i=0}^{i=n-1} f\left(x_{i}\right) \Delta x \tag{1}
\end{equation*}
$$

Suppose that in place of the rectangles we used the trapezoids formed by drawing the chords $D P_{1}, P_{1} P_{2}$, etc. (fig. 12.). The area of one such trapezoid is

$$
f\left(x_{i}\right) \Delta x+\frac{1}{2} \Delta y \Delta x .
$$

But $\frac{1}{2} \Delta y$ is a quantity which approaches zero as a limit when $\Delta x$ approaches zero, and may be denoted by $\epsilon_{i}$. Hence, if we used the trapezoids, we should have for the required area

$$
\begin{equation*}
\operatorname{Lim}_{n=\infty}^{i=\sum_{i=0}^{n-1}}\left[f\left(x_{i}\right)+\epsilon_{i}\right] \Delta x . \tag{2}
\end{equation*}
$$

We see then directly that in this example

$$
\operatorname{Lim}_{n=x}^{i=n-1} \sum_{i=0}^{n}\left[f\left(x_{i}\right)+\epsilon_{i}\right] \Delta x=\operatorname{Lim}_{n=\infty}^{i=n-1} \sum_{i=0}^{n-1} f\left(x_{i}\right) \Delta x .
$$

125. Area of a plane curve in Cartesian coördinates. This problem was used to obtain the definition of a definite integral, with the result that the area bounded by the axis of $x$, the straight lines $x=a$ and $x=b(a<b)$, and a portion of the curve $y=f(x)$ which lies above the axis of $x$ is given by the definite integral

$$
\begin{equation*}
\int_{a}^{b} y d x . \tag{1}
\end{equation*}
$$

It has also been noted that either of the boundary lines $x=a$ or $x=b$ may be replaced by a point in which the curve cuts $O X$. Here the element of integration $y d x$ represents the area of a rectangle with the base $d x$ and the altitude $y$.

Similarly, the area bounded by the axis of $y$, the straight lines $y=c$ and $y=d(c<d)$, and a portion of the curve $x=f(y)$ lying to the right of the axis of $y$ is given by the integral

$$
\begin{equation*}
\int_{c}^{d} x d y \tag{2}
\end{equation*}
$$

where the element $x d y$ represents a rectangle with base $x$ and altitude $d y$.

Areas bounded in other ways than these are found by express-


Fig. 157 ing the required area as the sum or the difference of areas of the above type, or by writing a new form of the element as illustrated in Ex. 2.

Ex. 1. Find the area of the ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$.
It is evident from the symmetry of the curve (fig. 157) that one fourth of the required area is bounded by the axis of $y$, the axis of $x$, and the curve. Hence, if $A$ is the total area of the ellipse,

$$
\begin{aligned}
A & =4 \int_{0}^{a} y d x=4 \int_{0}^{a} \frac{b}{a} \sqrt{a^{2}-x^{2}} d x \\
& =\frac{2 b}{a}\left[x \sqrt{a^{2}-x^{2}}+a^{2} \sin ^{-1} \frac{x}{a}\right]_{0}^{a}=\pi a b
\end{aligned}
$$

Ex. 2. Find the area bounded by the axis of $x$, the parabola $y^{2}=4 p x$, and the straight line $y+2 x-4 p=0$ (fig. 158). The straight line and the parabola intersect at the point $C$ ( $p, 2 p$ ), and the straight line intersects $O X$ at $B(2 p, 0)$. The figure shows that the required area is the sum of two areas $O C D$ and $C B D$. Hence, if $A$ is the required area,

$$
\begin{aligned}
A & =\int_{0}^{p} \sqrt{4 p x} d x+\int_{p}^{2 p}(4 p-2 x) d x \\
& =\left[\begin{array}{l}
4 \\
3
\end{array} p^{\frac{1}{2}} x^{\frac{3}{2}}\right]_{0}^{p}+\left[4 p x-x^{2}\right]_{p}^{2 p}={ }_{3}^{7} p^{2} .
\end{aligned}
$$



The area may also be found by considering it as the limit of the sum of such rectangles as are shown in fig. 159. The height of each of these rectangles is $\Delta y$, and its length is $x_{2}-x_{1}$, where $x_{2}$ is taken from the equation of the straight line and $x_{1}$ from that of the parabola. The values of $y$ range from $y=0$ at the base of the figure to $y=2 p$ at the point $C$. Hence

$$
\begin{aligned}
A & =\int_{0}^{2 p}\left(x_{2}-x_{1}\right) d y \\
& =\int_{0}^{2 p}\left(\frac{t p-y}{2}-\frac{y^{2}}{4 p}\right) d y \\
& =\left[2 p y-\frac{y^{2}}{4}-\frac{y^{3}}{12 p}\right]_{0}^{2 p}=\frac{7}{3} p^{2} .
\end{aligned}
$$

In the above examples we have replaced $y$ in $\int_{a}^{b} y d x$ by its value $f(x)$ taken from the equation of
 the curve. More generally, if the

Fig. 159 equation of the curve is in the parametric form, we replace both $x$ and $y$ by their values in terms of the independent parameter. This is a substitution of a new variable, as explained in $\S 118$, and the limits must be correspondingly changed.

Ex. 3. Let the equations of the ellipse be

$$
x=a \cos \phi, \quad y=b \sin \phi
$$

Then the area $A$ of Ex. 1 may be computed as follows:

$$
A=4 \int_{0}^{a} y d x=-4 \int_{\frac{\pi}{2}}^{0} a b \sin ^{2} \phi d \phi=4 a b \int_{0}^{\frac{\pi}{2}} \sin ^{2} \phi d \phi=\pi a b
$$

126. Infinite limits or integrand. If the curve extends indefinitely to the right hand, as in figs. 160-162, it is possible to consider the area bounded by the curve, the axis of $x$, and a fixed ordinate $x=a$, the figure being unbounded at the right hand. Such an area is expressed by the integral

$$
\operatorname{Lim}_{b=\infty} \int_{a}^{b} f(x) d x=\operatorname{Lim}_{b=\infty} F^{\prime}(b)-F^{\prime}(a),
$$

which may be written concisely as

$$
\int_{0}^{\infty} f(x) d x=F(\infty)-F(a)
$$

There is no certainty that this area is either finite or determinate. Where it is so, the area bounded on the right by a movable ordinate approaches a definite limit as the ordinate recedes indefinitely from the origin.
Ex. 1. $\int_{1}^{\infty} \frac{d x}{\sqrt{x}}=[2 \sqrt{x}]_{1}^{\infty}=\infty$. (Fig. 160)


Ex. 2. $\int_{1}^{\infty} \frac{d x}{x^{2}}=\left[-\frac{1}{x}\right]_{1}^{\infty}=1$.
(Fig. 161)
Ex. 3. $\int_{0}^{\infty} \sin x d x=[-\cos x]_{0}^{\infty}$ $=$ indeterminate. (Fig. 162)


Fig. 161


Fig. 162

Similarly, the area may be unbounded at the left hand, and the lower limit or both limits of the definite integral may be infinite.

In like manner let $f(x)$ become infinite at the upper limit, and the curve $y=f(x)$ approach $x=b$ as an asymptote. Then the area bounded by the curve, the axis of $x$, an ordinate $x=a$, and an ordinate near the asymptote $x=b$ may approach a definite value as the latter ordinate approaches the asymptote.

Such an area may be expressed by the integral

$$
\operatorname{Lim}_{h=0} \int_{a}^{b-h} f(x) d x=\operatorname{Lim}_{h \neq 0} F(b-h)-F(a)
$$

or, more concisely, $\int_{a}^{b} f(x) d x=F^{\prime}(b)-H^{\prime}(a)$.

Ex. 4. $\int_{-1}^{0} \frac{d x}{x^{2}}=\left[-\frac{1}{x}\right]_{-1}^{0}=\infty$. (Fig. 163)
Ex. 5. $\int_{0}^{a} \frac{d x}{\sqrt{a^{2}-x^{2}}}=\left[\sin ^{-1} \frac{x}{a}\right]_{0}^{a}=\frac{\pi}{2}$.
(Fig. 164)
Similarly, $f(x)$ may become infinite at the lower limit or at both limits. If it becomes infinite for any value $c$ between the limits, the integral should be separated into two integrals having $c$ for the
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Fig. 164 upper and the lower limit respectively. Failure to do this may lead to error.

Ex. 6. Consider $\int_{-1}^{+1} \frac{d x}{x^{2}}$.
Since $\frac{1}{x^{2}}$ becomes infinite when $x=0$ (fig. 165 ), we separate the integral into two, thus:

$$
\int_{-1}^{+1} \frac{d x}{x^{2}}=\int_{-1}^{0} \frac{d x}{x^{2}}+\int_{0}^{1} \frac{d x}{x^{2}}=\infty
$$

Ilad we carelessly applied the incorrect formula

$$
\int_{-1}^{+1} \frac{d x}{x^{2}}=\left[-\frac{1}{x}\right]_{-1}^{+1}
$$

we should have been led to the absurd result -2 .


Fig. 165
127. The mean value of a function. In fig. 166 let the curve $D P C$ be the graph of the function $f(x)$. Then

$$
\int_{a}^{b} f(x) d x=\text { area } A D I^{\prime} C B
$$

Let $m=A N$ and $M=A H$ be respectively the smallest and the largest value assumed by $f(x)$ in the interval $A B$. Construct the rectangle $A B K H$ with the base $A B$ and the alti-


Fig. 166 tude $A H=M$. Its area is $A B \cdot A H=(b-a) M$. Construct also the rectangle $A B L N$ with the base $A B$ and the altitude $A N=m$. Its area is $A B \cdot A V=(b-a) m$.

Now it is evident that the area $A B C D$ is greater than the area $A B L N$ and less than the area $A B K H$. That is,

Consequently

$$
(b-a) m<\int_{a}^{b} f(x) d x<(b-a) M .^{*}
$$

$$
\int_{a}^{b} f(x) d x=(b-a) \mu
$$

where $\mu$ is some quantity greater than $m$ and less than $M$, and is represented on fig. 166 by $A S$. But since $f(x)$ is a continuous function, there is at least one value $\xi$ between $a$ and $b$ such that $f(\xi)=\mu$, and therefore

$$
\begin{equation*}
\int_{a}^{b} f(x) d x=(b-a) f(\xi) \tag{1}
\end{equation*}
$$

Graphically, this says that the area $A B C D$ is equal to a rectangle $A B T S$ whose base is $A B$ and whose altitude $A S$ lies between $A N$ and $A H$.

From (1) we have

$$
\begin{equation*}
f(\xi)=\frac{1}{b-a} \int_{a}^{b} f(x) d x \tag{2}
\end{equation*}
$$

where $\xi$ lies between $a$ and $b$. The value

$$
\frac{1}{b-a} \int_{a}^{b} f(x) d x
$$

is called the mean value of $f(x)$ in the interval from $a$ to $b$. This is, in fact, an extension of the ordinary meaning of the average, or mean, value of $n$ measurements. For let $y_{0}, y_{1}, y_{2}, \cdots, y_{n-1}$ correspond to $n$ values of $x$, which divide the interval from $a$ to $b$ into $n$ equal parts, each equal to $\Delta x$. Then the average of these $n$ values of $y$ is

$$
\frac{y_{0}+y_{1}+y_{2}+\cdots+y_{n-1}}{n}
$$

This fraction is equal to

$$
\frac{\left(y_{0}+y_{1}+y_{2}+\cdots+y_{n-1}\right) \Delta x}{n \Delta x}=\frac{y_{0} \Delta x+y_{1} \Delta x+y_{2} \Delta x+\cdots+y_{n-1} \Delta x}{b-a} .
$$

[^1]As $n$ is indefinitely increased, this expression approaches as a limit $\frac{1}{b-a} \int_{a}^{b} y d x=\frac{1}{b-a} \int_{a}^{b} f(x) d x$. Hence the mean value of a function may be considered as the average of an "infinite number" of values of the function, taken at equal distances between $a$ and $b$.

Ex. 1. Find the mean velocity of a body falling from rest during the time $t_{1}$.

The velocity is $g t$, where $g$ is the acceleration due to gravity. Hence the mean velocity is $\frac{1}{t_{1}-0} \int_{0}^{t_{1}} g t d t=\frac{1}{2} g t_{1}$. This is half the final velocity.

Ex. 2. Find the mean velocity of a body falling from rest through a distance $s_{1}$.

The velocity is $\sqrt{2 g s}$. Hence the mean velocity is

$$
\frac{1}{s_{1}-0} \int_{0}^{s_{1}} \sqrt{2 g s} d s=\frac{2}{3} \sqrt{2 g s_{1}} .
$$

This is two thirds the final velocity.
128. Area of a plane curve in polar coördinates. Let $O$ (fig. 167) be the pole, $O M$ the initial line of a system of polar coördinates $(r, \theta), O A$ and $O B$ two fixed radius veetors for which $\theta=\alpha$ and $\theta=\beta$ respectively, and $A B$ any curve for which the equation is $r=f(\theta)$. Required the area $A O P$.

The required area may be divided into $n$ smaller areas by dividing the angle $A O B=\beta-\alpha$ into $n$ equal parts, each of which equals $\frac{\beta-\alpha}{n}=\Delta \theta$, and drawing the lines $O P_{1}, O P_{2}$, $O P_{3}, \cdots, O P_{n-1}$, where $A O P_{1}=$ $P_{1} O P_{2}=P_{2} O P_{3}=\cdots=P_{n-1} O B=\Delta \theta$. (In the figure $n=8$.) The required


Fig. 167 area is the sum of the areas of these elementary areas for all values of $n$. The areas of these small figures may be found approximately by describing from $O$ as a center the circular ares $A R_{1}, P_{1} R_{2}, P_{2} R_{3}, \cdots, P_{n-1} R_{n}$. Let

$$
O A=r_{0}, \quad O P_{1}=r_{1}, \quad O P_{2}=r_{2}, \quad \cdots, \quad O P_{n-1}=r_{n-1} .
$$

Then, by geometry,
the area of the sector $A O R_{1}=\frac{1}{2} r_{0}^{2} \Delta \theta$,
the area of the sector $I_{1}^{\prime} O R_{2}=\frac{1}{2} r_{1}^{2} \Delta \theta$,
the area of the sector $P_{n-1} O R_{n}=\frac{1}{2} r_{n-1}^{2} \Delta \theta$.
The sum of these areas, namely

$$
\frac{i=n-1}{\frac{1}{2} \sum_{i=0}^{i=1} r_{i}^{2} \Delta \theta,}
$$

is an approximation to the required area, and the limit of this sum as $n$ is indefinitely increased is the required area. Hence

$$
\text { the area } A O B=\frac{1}{2} \int^{\beta} r^{2} d \theta
$$

The above result is unchanged if the point $A$ coincides with $O$, but in that case $O A$ must be tangent to the curve. So also $B$ may coincide with $O$.

Ex. Find the area of one loop of the curve $r=a \sin 3 \theta$ (fig. 101, §60).
As the loop is contained between the two tangents $\theta=0$ and $\theta=\frac{\pi}{3}$, the required area $A$ is given by the equation

$$
A=\frac{a^{2}}{2} \int_{0}^{\frac{\pi}{3}} \sin ^{2} 3 \theta d \theta=\frac{a^{2}}{2} \int_{0}^{\frac{\pi}{3}} \frac{1-\cos 6 \theta}{2} d \theta=\frac{\pi a^{2}}{12} .
$$

129. Volume of a solid with parallel bases. Fig. 168 represents a solid with parallel bases. The straight line $O H$ is drawn perpendicular to the bases, cutting the lower base at $A$, where $h=a$, and the upper base at $B$, where $h=b$. Let the line $A B$ be divided into $n$ parts each equal to $\frac{b-a}{n}=\Delta h$, and let planes be passed through each point of division parallel to the bases of the solid. Let $A_{0}$ be the area of the lower base of the solid, $A_{1}$ the area of the first section parallel to the base, $A_{2}$ the area of the second section, and so on, $A_{n-1}$ being the area of the section next below the upper base. Then $A_{0} \Delta h$ represents the volume of a eylinder with base equal to $A_{0}$ and altitude equal to $\Delta h, A_{1} \Delta h$ represents the volume of a cylinder
standing on the next section as a base and extending to the section next above, and so forth. It is elear that

$$
A_{0} \Delta h+A_{1} \Delta h+A_{2} \Delta h+\cdots+A_{n-1} \Delta l_{l}=\sum_{i=0}^{i=n-1} A_{1} \Delta h
$$

is an approximation to the volume of the solid, and that the limit of this sum as $n$ indefinitely increases is the volume of the solid. That is, the required volume $V$ is

$$
V=\int_{a}^{b} A d l
$$

To find the value of this integral it is necessary to express $A$ in terms of $h$, or both $A$ and $h$ in terms of some other independent variable. This is a problem of geometry which mnst be solved for each solid. It is clear that the previons discussion is valid if the upper base reduces to a point, i.e. if the solid simply tonches a plane parallel to its base. Similarly,


Fig. 168 both bases may reduce to points.

Ex. 1. Two ellipses with equal major axes are placed with their equal axes coinciding and their planes perpendicular. A variable cllipse moves so that the ends of its axes are on the two given ellipses, the plane of the moving ellipse being perpendicular to those of the given ellipses. Required the volume of the solid generated.

Let the given ellipses


Fig. 169 be $A B A^{\prime} B^{\prime}$ (fig. 169) with semiaxes $O . A=a$ and $O B=h$, and $A C \cdot A^{\prime} C^{\prime}$ with semiaxes $O A=a$ and $O C=c$, and let the common axis be $O . X$. Let $N . M^{\prime \prime} M^{\prime}$ be one position of the moving ellipse with the center $P$ where $O P=x$. Then if $A$ is the area of $N^{\prime} M N^{\prime} M I^{\prime}$,

$$
A=\pi \cdot P M \cdot P N
$$

(By Ex. 1, § 125)

But from the ellipse $A B A^{\prime} B^{\prime} \quad \frac{x^{2}}{a^{2}}+\frac{\overline{P M}^{2}}{b^{2}}=1$,
and from the ellipse $A C A^{\prime} C^{\prime} \quad \frac{x^{2}}{a^{2}}+\frac{\overline{P N}^{2}}{c^{2}}=1$.
Therefore

$$
P M \cdot P N=\frac{b c}{a^{2}}\left(a^{2}-x^{2}\right)
$$

Consequently the required volume is

$$
\int_{-a}^{a} \frac{\pi b c}{a^{2}}\left(a^{2}-x^{2}\right) d x=\frac{4}{3} \pi a b c
$$

The solid is called an ellipsoid (§ 143, Ex. 5).
Ex. 2. The axes of two equal right circular cylinders intersect at right angles. Required the volume common to the cylinders.

Let $O A$ and $O B$ (fig. 170) be the axes of the cylinders, $O Y$ their common perpendicular at their point of intersection $O$, and $a$ the radius of the base of each cylinder. Then the figure represents one eighth of the required volume $V$. A plane passed perpendicular to $O Y$ at a distance $O N=y$ from $O$ intersects the solid in a square, of which one side is

$$
N P=\sqrt{\overline{O P}^{2}-\overline{O N}^{2}}=\sqrt{a^{2}-y^{2}}
$$



Fig. 170

Therefore

$$
\frac{1}{8} V=\int_{0}^{a} \overline{N P}^{2} d y=\int_{0}^{a}\left(a^{2}-y^{2}\right) d y=\frac{2}{3} a^{3}
$$

and

$$
V=\frac{16}{3} a^{3} .
$$

130. Volume of a solid of revolution. A solid of revolution is a solid generated by the revolution of a plane figure about an axis in its plane. In such a solid a section made by a plane perpendicular to the axis is a circle, or is bounded by two or more concentric circles. Therefore the method of the previous article can usually be applied to find the volume of the solid. No new formulas are necessary. The following examples illustrate the method.

Ex. 1. Find the volume of the solid generated by revolving about $O X$ the figure bounded by the parabola $y^{2}=4 p x$, the axis of $x$, and the line $x=u$.

The area to be revolved is shaded in fig. 171. Let $P(x, y)$ be a point on the parabola. Then any section of the solid through $P$ perpendieular to $O X$ is a circle with radius $M P=y$. Hence in the formula of $\S 129$ we have $A=\pi y^{2}$ and $d h=d x$. Hence the required volume $V$ is

$$
V=\int_{0}^{a} \pi y^{2} d x
$$

But from the equation of the parabola $y^{2}=4 p x$. Therefore

$$
V=4 p \pi \int_{0}^{a} x d x=2 p \pi a^{2}
$$



Ex. 2. Find the volume generated by revolving around the line $x=a$ the figure described in Ex. 1.

If $P$ (fig. 172 ) is a point on the curve, a section of the required solid through $P$ and perpendicular to $A B$ is a cirele with radins $P N=a-x$. Hence in the general formula of $\S 129 A=\pi(a-x)^{2}$ and $d h=d y$. When $x=a, y=2 \sqrt{p a}$.


Fig. 172 Hence the volume $V$ is given by

$$
V=\int_{0}^{2 \sqrt{p a}} \pi(a-x)^{2} d y=\pi \int_{0}^{2 \sqrt{p a}}\left(a^{2}-2 a x+x^{2}\right) d y .
$$

But from the equation of the parabola $x=\frac{y^{2}}{4 p}$. Hence

$$
V=\pi \int_{0}^{2 \sqrt{p a}}\left(a^{2}-\frac{a y^{2}}{2 p}+\frac{y^{4}}{16 p^{2}}\right) d y=\frac{16}{15} \pi p^{\frac{1}{2}} a^{\frac{5}{2}}
$$

Ex. 3. Find the volume of the ring solid generated by revolving a eircle of radius $a$ about an axis in its plane $b$ units from the center $(b>a)$.

Take the axis of revolution as $O Y$ (fig. 173) and a line through the center as O.I. Then the equation of the circle is $(x-b)^{2}+y^{2}=a^{2}$.

A line parallel to $O X$ meets the circle in two points, $A$ where $x=x_{1}=b-\sqrt{a^{2}-y^{2}}$ and $B$ where $x=x_{2}=b+\sqrt{a^{2}-y^{2}}$. A section of the required solid taken through $A B$ perpendicular to $O Y$ is bounded by two concentric circles with radii $x_{1}$


Fig. 173 and $x_{2}$ respectively. Hence in § 129 $A=\pi x_{2}^{2}-\pi x_{1}^{2}$, and $d h=d y$. The summation extends from the point $L$ where $y=-a$ to the point $K$ where $y=+a$. Hence, for the volume $V$,

$$
V=\pi \int_{-a}^{+a}\left(x_{2}^{2}-x_{1}^{2}\right) d y=4 \pi b \int_{-a}^{+a} \sqrt{a^{2}-y^{2}} d y=2 \pi^{2} a^{2} b
$$

131. Length of a plane curve. To find the length of any curve $A B$ (fig. 174), assume $n-1$ points, $I_{1}^{\prime}, P_{2}, \cdots, P_{n-1}^{P}$, between $A$ and $B$ and connect each pair of consecutive points by a straight line. The length of $A B$ is then defined as the limit of the sum of the lengths of the $n$ chords $A I_{1}^{\prime}$, $P_{1} P_{2}, P_{2} I_{3}, \ldots, P_{n-1} B$ as $n$ is increased without limit and the length of each chord approaches zero as a limit. By means of this definition we have already shown ( $\$ \S 91$ and 104) that

in Cartesian coördinates, and

$$
\begin{equation*}
d s=\sqrt{d r^{2}+r^{2} d \theta^{2}} \tag{2}
\end{equation*}
$$

in polar coördinates.
Hence we have $\quad s=\int \sqrt{d x^{2}+d y^{2}}$
and

$$
\begin{equation*}
s=\int \sqrt{d r^{2}+r^{2} d \theta^{2}} \tag{3}
\end{equation*}
$$

To evaluate either (3) or (4) we must express one of the variables involved in terms of the other, or both in terms of a third. The limits of integration may then be determined.

It may be noticed that ( 4 ) can be obtained from (3). For we have

$$
x=r \cos \theta, \quad y=r \sin \theta
$$

Then

$$
\begin{aligned}
& d x=\cos \theta d r-r \sin \theta d \theta \\
& d y=\sin \theta d r+r \cos \theta d \theta
\end{aligned}
$$

and

$$
d x^{2}+d y^{2}=d r^{2}+r^{2} d \theta^{2}
$$

Ex. 1. Find the length of the parabola $y^{2}=4 p x$ from the vertex to the point ( $h, k$ ).

From the equation of the parabola we find $2 y d y=4 p d x$. Hence formula (3) becomes either
or

$$
\begin{aligned}
& s=\int_{0}^{h} \sqrt{1+\frac{4 p^{2}}{y^{2}}} d x=\int_{0}^{h} \sqrt{\frac{x+p}{x}} d x \\
& s=\int_{0}^{k} \sqrt{1+\frac{y^{2}}{4 p^{2}}} d y=\frac{1}{2 p} \int_{0}^{k} \sqrt{y^{2}+4 p^{2}} d y
\end{aligned}
$$

Either integral leads to the result

$$
s=\frac{k}{4 p} \sqrt{k^{2}+4 p^{2}}+p \log \frac{k+\sqrt{k^{2}+4 \mu^{2}}}{2 p}
$$

Ex. 2. Find the length of the epicycloid from cusp to cusp. The equations of the epicycloid are ( $\$ 57$ )

$$
\begin{aligned}
& x=(a+b) \cos \phi-a \cos \frac{a+b}{a} \phi, \\
& y=(a+b) \sin \phi-a \sin \frac{a+b}{a} \phi .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& d x=\left[-(a+b) \sin \phi+(a+b) \sin \frac{a+l}{a} \phi\right] d \phi \\
& d y=\left[(a+b) \cos \phi-(a+b) \cos \frac{a+l}{a} \phi\right] d \phi .
\end{aligned}
$$

Then $d s=(a+b) \sqrt{2-2\left(\sin \phi \sin \frac{a+b}{a} \phi+\cos \phi \cos \frac{a+b}{a} \phi\right)} / / \phi$

$$
=(a+b) \sqrt{2-2 \cos \frac{b}{u} \phi} d \phi=2(a+b) \sin \frac{b}{2 a} \phi d \phi .
$$

Therefore $s=2(u+b) \int_{0}^{\frac{2 a \pi}{b}} \sin \frac{l}{2 a} \phi \cdot l \phi=\frac{8 a}{b}(a+l)$.
132. The work of the previous article may be brought into connection with $\$ 12 t$ as follows:

Since

$$
\frac{\sqrt{(\Delta x)^{2}+(\Delta y)^{2}}}{\sqrt{\left(l x^{2}+d y^{2}\right.}}=\frac{\sqrt{1+\left(\frac{\Delta y}{\Delta x}\right)^{2}}}{\sqrt{1+\left(\frac{d y}{d x}\right)^{2}}} \frac{\Delta x}{d x}
$$

Hence $\quad \frac{\sqrt{(\Delta x)^{2}+(\Delta y)^{2}}}{\sqrt{d x^{2}+\left(1 y^{2}\right.}}=1+\epsilon$,
and

$$
\sqrt{(\Delta x)^{2}+(\Delta y)^{2}}=\sqrt{d x^{2}+d y^{2}}+\epsilon \sqrt{d x^{2}+d y^{2}}
$$

By $\S 12 t$ the term $\epsilon \sqrt{d x^{2}+d y^{2}}$ will not affect the limit of $\Sigma \sqrt{(\Delta x)^{2}+(\Delta y)^{2}}$.
133. Area of a surface of revolution. A surface of revolution is a surface generated by the revolution of a plane curve around an axis in its plane ( $\S 130$ ). Let the curve $A B$ (fig. 175) revolve about $O H$ as an axis. To find the area of the surface generated, assume $n-1$ points, $P_{1}, P_{2}, P_{3}, \cdots$, $P_{n-1}$, between $A$ and $B$ and connect each pair of consecutive points by a straight line. These lines are omitted in the figure since they are so nearly coincident with the arcs. The surface generated by $A B$ is then defined as the limit of the sum of the areas of the surfaces generated by the $n$ chords $A P_{1}, P_{1} P_{2}, P_{2} P_{3}, \cdots, P_{n-1} B$ as $n$ increases without limit and the length of each chord approaches zero as a limit.

Each chord generates the lateral surface of a frustum of a right circular cone, the area of which may be found by elementary geometry.

Draw the lines $A N_{0}, P_{1} N_{1}, P_{2} N_{2}, \cdots$ perpendicular to $O H$, and place

$$
N_{0} A=r_{0}, N_{1} P_{1}=r_{1}, N_{2} P_{2}=r_{2}, \cdots, N_{n-1} P_{n-1}=r_{n} .
$$

Then the frustum of the cone generated by $P_{i} P_{i+1}$ has for the radius of the upper base $N_{i+1} P_{i+1}$, for the radius of the lower base $N_{i} P_{i}$, and for its slant height $P_{i} P_{i+1}$. Its lateral area is therefore equal to

$$
2 \pi \frac{\left(N_{i} P_{i}+N_{i+1} P_{i+1}\right)}{2} P_{i} P_{i+1} .
$$

Therefore the lateral area of the frustum of the cone equals

$$
2 \pi\left(r_{i}+\frac{\Delta r}{2}\right) P_{i} P_{i+1}
$$

This is an infinitesimal which differs from

$$
2 \pi r_{i} d s
$$

by an infinitesimal of higher order, and therefore the area generated by $A B$ is the limit of the sum of an infinite number of these terms. Hence, if we represent the required area by $S$, we have

$$
S=2 \pi \int r d s
$$

To evaluate the integral it is necessary to express $r$ and $d s$ in terms of the same variable and supply the limits of integration.

Ex. Find the area of the surface of revolution described in Ex. 1, $\S 130$.
Here $r=y$ and $d s=\sqrt{d x^{2}+d y^{2}}$, where $x$ and $y$ satisfy the equation $y^{2}=4 p x$. Consequently we may place $r=2 \sqrt{p x}$, and, as in Ex. $1, \S 131$,

$$
d s=\sqrt{\frac{x+p}{x}} d x .
$$

Then

$$
S=4 \pi \sqrt{p} \int_{0}^{a} \sqrt{x+p} d x=\frac{8}{3} \pi \sqrt{p}\left[(a+p)^{\frac{3}{3}}-p^{\frac{3}{2}}\right] .
$$

134. Work. By definition, the work done in moving a body against a constant force is equal to the force multiplied by the distance through which the body is moved. Suppose now that a body is moved along $O \mathrm{I}^{\prime}$ (fig. 176) from $A(x=a)$ to $B(x=b)$ against a force which is not constant but a function of $x$ and expressed by $f(x)$. Let the
$0-\underset{A}{A} H_{1} M_{2} M_{3} M_{4} M_{5} M_{6} \dot{B}$ Fig. 176
line $A B$ be divided into $n$ equal intervals, each equal to $\Delta x$, by the points $M_{1}, M_{2}, M_{3}, \cdots, M_{n-1}$. (In fig. 176, $n=7$.)

Then the work done in moving the body from $A$ to $M_{1}$ would be $f(a) \Delta x$ if the force were constantly equal to $f(a)$ throughout the interval $A I_{1}$. Consequently, if the interval is small, $f(a) \Delta x$ is approximately equal to the work done between $A$ and $M_{1}$. Similarly, the work done between $M_{1}$ and $M_{2}$ is approximately equal to $f\left(x_{1}\right) \Delta x$, that between $M_{2}$ and $M_{8}$ approximately equal to $f\left(x_{2}\right) \Delta x$, and so on. Hence the work done between $A$ and $B$ is approximately equal to

$$
f(a) \Delta x+f\left(x_{1}\right) \Delta x+f\left(x_{2}\right) \Delta x+\cdots+f\left(x_{n-1}\right) \Delta x .
$$

The larger the value of $n$, the better is this approximation. Hence we have, if $W$ represents the work done between $A$ and $B$,

$$
W=\operatorname{Lim}_{n=\infty} \sum_{i=0}^{i=n-1} f\left(x_{i}\right) \Delta x=\int_{a}^{b} f(x) d x
$$

135. Pressure. Consider a plane surface of area $A$ immersed in a liquid at a uniform depth of $h$ units below the surface. The submerged surface supports a column of liquid of volume $h A$, the weight of which is whA, where $w$ (a constant for a given liquid) is the weight of a unit volume of the liquid.

This weight is the total pressure on the immersed surface. The pressure per unit of area is then wh, which is defined as the pressure at a point $h$ units below the surface. By the laws of hydrostatics this pressure is exerted equally in all directions. We may accordingly determine, in the following manner, the pressure on plane surfaces which are perpendicular to the surface of the liquid:

Let BliQ (fig. 177) be a plane surface so immersed that its plane is perpendicular to the surface of the liquid and intersects that surface in the line TS. Divide BRQ into strips by drawiug lines parallel to TS. Let the depth of a line of the first strip be $h_{0}$, that of the second strip be $h_{1}$, that of the third strip be $h_{2}$, and so on. Call the area of the first strip $(\Delta A)_{0}$, that of the second strip $(\Delta A)$, that of the third strip


Fig. 177 $(\Delta A)_{2}$, and so on. Then the pressure on the first strip is approximately $w h_{0}(\Delta A)_{0}$, that on the second strip is approximately $w h_{1}(\Delta A)_{\text {, }}$, that on the third strip is approximately $w h_{2}(\Delta A)_{2}$, etc. Therefore the total pressure on $B R Q$ is approximately

$$
w\left[h_{0}(\Delta A)_{0}+h_{1}(\Delta A)_{1}+\cdots+h_{n-1}(\Delta A)_{n-1}\right]=w \sum_{i=0}^{i=n-1} h_{i}(\Delta A)_{i} .
$$

This approximation is better the greater the number of strips, since we have taken the whole strip as lying at the level of the same line. Therefore the total pressure $P$ is the limit of the above sum as $n=\infty$; that is,

$$
P=w \int h d A
$$

To evaluate the integral it is necessary to express $h$ and $A$ in terms of the same variable and supply the limits. In finding $d A$ the strips may be taken as reetangles, as in finding the area.

Ex. A parabolic segment with base $2 b$ and altitude $a$ is submerged so that its base is in the surface of the liquid and its axis vertical.

Let RQC (fig. 178) be the parabolic segment and let CB be drawn through the vertex of the segment perpendicular to TS. According to
the data $R Q=2 b, C B=a$. Draw a horizontal strip $L N N_{1} L_{1}$, with its bottom line cutting $C B$ at $M$. Let $C M=x$; then the depth $h$ of the line $L N$ is $a-x$ and the breadth $M M I_{1}$ of the strip is $d x$.

Consequently $d A=(L N) d x$.
But, from § $45, \frac{\overline{L N}^{2}}{\overline{R Q}^{2}}=\frac{C M}{C B} ;$
whence

$$
\overline{L N}^{2}=\frac{4 b^{2} x}{a},
$$

and therefore
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Therefore, since $x=0$ at $C$, and $x=a$ at $l$, the total $1^{\text {ressure }} I^{\prime}$ is: given by

$$
P=w \int_{0}^{a} \frac{2 b}{a^{\frac{1}{2}}}(a-x) x^{\frac{1}{2}} d x=\frac{8}{15} w b a^{2} .
$$

136. Center of pressure. From mechanics we take the following principles:
137. The resultant of a set of parallel forces is equal to the sum of the forces.
138. The moment of a force about a line at right angles to the line of action of the force is defined as the product of the force and the shortest distance between the two lines.
139. The moment about a line of the resultant of a number of forces is equal to the sum of the moments of the forces.

Now in the pressure problem of $\S 135$, the pressure on each one of the elementary strips is a force approximately equal to $w h \Delta A$ acting at right angles to the area. By the second principle stated above, the moment of this force about $T S$ is $h(u / \hbar \Delta .1)$, and the limit of the sum of the moments of all the forces is

$$
\int h(w h d A)=w \int h^{2} d A
$$

By the first principle stated above, the resultant of the pressures on all the rectangles is the total pressure $P$. If this acts at a distance $\overline{\bar{h}}$ below the surface of the liquid, we have, by the third principle,

$$
\overline{\bar{h}} P=w \int h^{2} d A
$$

from which $\overline{\bar{h}}$ can be found.

The point at which $P$ acts is called the center of pressure. The formula above gives the depth of the center of pressure.

Ex. Find the depth of the center of pressure of the parabolic segment of the example in $\S 135$.

From the discussion just given, -

$$
P \overline{\bar{h}}=w \int_{0}^{a} \frac{2 b}{a^{\frac{1}{2}}}(a-x)^{2} x^{\frac{1}{2}} d x=\frac{32 w b a^{3}}{105} .
$$

But $P=\frac{8}{15} w l a^{2}$ (Ex., § 135). Therefore $\overline{\bar{h}}=\frac{4}{7} a$. By symmetry the center of pressure lies in $C B$, and is therefore fully fixed.
137. Center of gravity. Consider $n$ particles of masses $m_{1}$, $m_{2}, m_{3}, \cdots, m_{n}$, placed at the points $P_{1}\left(x_{1}, y_{1}\right), P_{2}\left(x_{2}, y_{2}\right)$, $P_{3}\left(x_{3}, y_{3}\right), \cdots, P_{n}\left(x_{n}, y_{n}\right)$ (fig. 179) respectively. The weights of these particles form a system of parallel forces equal to $m_{1} g, m_{2} g, m_{3} g, \cdots, m_{n} g$, where $g$ is the acceleration due to gravity. The principles of mechanics stated in $\S 136$ are therefore applicable. The resultant of these forces is the total weight $W$ of the $n$ particles, where
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$$
W=m_{1} g+m_{2} g+m_{3} g+\cdots+m_{n} g=g \sum_{i=1}^{i=n} m_{i}
$$

This resultant acts in a line which is determined by the condition that the moment of $W$ about any line through $O$ is equal to the sum of the moments of the $n$ weights.

Suppose first the figure placed so that gravity acts parallel to $O Y$, and that the line of action of $W$ cuts $O X$ in a point the abscissa of which is $\bar{x}$. Then the moment of $W$ about a line through $O$ perpendicular to the plane $X O Y$ is $\bar{g} \sum m_{i}$, and the moment of one of the $n$ weights is $g m_{i} x_{i}$.

Hence

$$
g \bar{x} \sum m_{i}=g \sum m_{i} x_{i} .
$$

Similarly, if gravity acts parallel to $O X$, the line of action of the resultant cuts $O Y$ in a point the ordinate of which is $\bar{y}$, where

$$
g \bar{y} \sum m_{i}=g \sum m_{i} y_{i^{*}}
$$

These two lines of action intersect in the point $G$, the coördinates of which are

$$
\begin{equation*}
\bar{x}=\frac{\sum m_{i} x_{i}}{\sum m_{i}}, \quad \bar{y}=\frac{\sum m_{i} y_{i}}{\sum m_{i}} . \tag{1}
\end{equation*}
$$

Furthermore, if gravity acts in the NOY plane, but not parallel to either $O X$ or $O Y$, the line of action of its resultant always passes through $G$. This may be shown by resolving the weight of each particle into two components parallel to OL and OY respectively, finding the resultant of each set of components in the manner just shown, and then combining these two resultants.

If gravity acts in a direction not in the TO Y plane, it may still be shown that its resultant acts through $G$, but the proof requires a knowledge of space geometry not yet given in this course.

The point $G_{i}$ is called the center of gravity of the $n$ particles.
If it is desired to find the center of gravity of a physical body, the solution of the problem is as follows: The body in question is divided into $n$ elementary portions such that the weight of each may be considered as concentrated at a point within it. If $m$ is the total mass of the body, the mass of each element maty be represented by $\Delta m$. Then if $\left(x_{i}, y_{2}\right)$ are the cö̈rdinates of the point at which the mass of the $i$ th element is concentrated, the center of gravity of the body is given by the equations
whence

$$
\begin{array}{ll}
\bar{x}=\operatorname{Lim} \frac{\sum x_{i} \Delta m}{\sum \Delta m}, & \bar{y}=\operatorname{Lim} \frac{\sum y_{i} \Delta m}{\sum \Delta m} ; \\
\bar{x}=\frac{\int x d m}{\int d m}, & \bar{y}=\frac{\int y_{i} d m}{\int d m} ; \tag{2}
\end{array}
$$

To evaluate, the integrals must be expressed in terms of a single variable and the limits supplied.

It is to be noticed that it is not necessary, nor indeed always possible, to determine $x_{i}, y_{i}$ exactly, since, by $\S 124$,

$$
\operatorname{Lim}_{n=\infty} \sum_{i=1}^{i=n}\left(x_{i}+\epsilon_{i}\right) \Delta m=\operatorname{Lim}_{n=\infty} \sum_{i=1}^{i=n} x_{i} \Delta m
$$

if $\epsilon_{i}$ approaches zero as $\Delta m$ approaches zero.

Ex. 1. Find the center of gravity of a quarter circumference of the circle $x^{2}+y^{2}=a^{2}$, which lies in the first quadrant.

Let the quarter circumference be divided into elements of are $d s$ (fig. 180) ; then, if $\rho$ is the amount of mass per unit length,

$$
d m=\rho d s
$$

The mass of each element may be considered concentrated at a point $(x, y)$ of the curve. Hence

$$
\bar{x}=\frac{\int \rho x d s}{\int \rho d s}, \quad \bar{y}=\frac{\int \rho y d s}{\int \rho d s} .
$$

If $\rho$ is assumed constant, it may be removed from under the integral signs and canceled. The denominator of each fraction is then equal to $s$, a quarter circumference. To compute the numerators, we have, from the equation of the curve,

$$
d s=\sqrt{d x^{2}+d y^{2}}=\frac{a}{y} d x=-\frac{a}{x} d y
$$

where $s$ is assumed as measured from $A$ so that $d x$ is positive and $d y$ negative.

Therefore

$$
\begin{aligned}
& \int x d s=-\int_{a}^{0} a d y=a^{2} \\
& \int y d s=\int_{0}^{a} a d x=a^{2}
\end{aligned}
$$


and
Hence

$$
\bar{x}=\bar{y}=\frac{2 a}{\pi}
$$

Ex. 2. Find the center of gravity of a quarter circumference of a circle when the amount of matter in a unit of length is proportional to the length of the are measured from one extremity.

As in Ex. 1, $d m=\rho d s$, but here $\rho=k s, k$ being a constant. Then

$$
d m=k s d s
$$

The integration is lest performed by use of the parametric equations of the circle (§53). Then

$$
\begin{aligned}
& \bar{x}=\frac{\int s x d s}{\int s d s}=\frac{\int_{0}^{\frac{\pi}{2}} a^{3} \phi \cos \phi d \phi}{\int_{0}^{\frac{\pi}{2}} a^{2} \phi d \phi}=\frac{(4 \pi-8) a}{\pi^{2}} \\
& \bar{y}=\frac{\int s y d s}{\int s d s}=\frac{\int_{0}^{\frac{\pi}{2}} a^{3} \phi \sin \phi d \phi}{\int_{0}^{\frac{\pi}{2}} a^{2} \phi d \phi}=\frac{8 a}{\pi^{2}}
\end{aligned}
$$

Ex. 3. Find the center of gravity of the area bounded by the parabola $y^{2}=4 p x$ (fig. 181), the axis of $x$, and the ordinate through a point $(k, k)$ of the curve.

As in finding the area, let the area be divided into elementary rectangles $y d x$, where $(x, y)$ is a point on the curve. Then, if $\rho$ is the amount of mass per unit area,

$$
d m=\rho y d x
$$

and this mass may be considered as concentrated at the middle point $\left(x, \frac{y}{2}\right)$ of its left-hand ordinate.

Then

$$
\bar{x}=\frac{\int_{0}^{h} x(\rho y d x)}{\int_{0}^{h} \rho y d x}, \quad \bar{y}=\frac{\int_{0}^{h}\left(\frac{y}{2}\right)(\rho y d x)}{\int_{0}^{h} \rho y d x}
$$



If $\rho$ is assumed constant, it may be removed from under the integral signs, and canceled. Then, liy aid of the equation of the curve, we compute the integrals
and

$$
\begin{aligned}
& \int_{0}^{h} x y d x=2 p^{\frac{1}{2}} \int_{0}^{h} x^{\frac{3}{2}} d x=\frac{1}{5} p^{\frac{1}{2}} h^{\frac{5}{2}}=\frac{2}{5} h^{2} k, \\
& \frac{1}{2} \int_{0}^{h} y^{2} d x=2 p \int_{0}^{h} x d x=p h^{2}=\frac{1}{4} h h^{2},
\end{aligned}
$$

$$
\int_{0}^{h} y d x=2 p^{\frac{1}{2}} \int_{0}^{h} x^{\frac{1}{2}} d x=\frac{4}{3} p^{\frac{1}{2}} l^{\frac{3}{2}}=\frac{2}{3} h k .
$$

Therefore

$$
\bar{x}=\frac{3}{5} h, \quad \bar{y}=\frac{3}{8} k
$$

Ex. 4. Find the center of gravity of the segment of the ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$ (fig. 182) cut off by the chord through the positive ends of the axes of the curve. Divide the area into elements by lines parallel to $O Y$. If we let $y_{2}$ be the ordinate of a point on the ellipse, and $y_{1}$ the ordinate of a point on the chord, we have as the element of area,

$$
\left(y_{2}-y_{1}\right) d x
$$

and hence $\quad d m=\rho\left(y_{2}-y_{1}\right) d x$,
 where $\rho$, the amount of mass per unit of area, is assumed constant.

The mass of this element may be considered as concentrated at the point $\left(x, \frac{y_{1}+y_{2}}{2}\right)$.

Hence

$$
\begin{gathered}
\bar{x}=\frac{\int_{0}^{a}\left(y_{2}-y_{1}\right) x d x}{\int_{0}^{a}\left(y_{2}-y_{1}\right) d x} \\
\bar{y}=\frac{\int_{0}^{a} \frac{y_{1}+y_{2}}{2}\left(y_{2}-y_{1}\right) d x}{\int_{0}^{a}\left(y_{2}-y_{1}\right) d x}=\frac{\frac{1}{2} \int_{0}^{a}\left(y_{2}^{2}-y_{1}^{2}\right) d x}{\int_{0}^{a}\left(y_{2}-y_{1}\right) d x} .
\end{gathered}
$$

From the equation of the ellipse, $y_{2}=\frac{b}{a} \sqrt{a^{2}-x^{2}}$; from the equation of the chord, $y_{1}=\frac{b}{a}(a-x)$.

The denominator $\int_{0}^{a}\left(y_{2}-y_{1}\right) d x$ is equal to the area of the quadrant of the ellipse minus that of a right triangle, i.e. is equal to $\frac{\pi a b}{4}-\frac{a b}{2}$.

Hence

$$
\begin{aligned}
& \bar{x}=\frac{\frac{b}{a} \int_{0}^{a} x\left[\sqrt{a^{2}-x^{2}}-(a-x)\right] d x}{a b\left(\frac{\pi}{4}-\frac{1}{2}\right)}=\frac{2 a}{3(\pi-2)} \\
& \bar{y}=\frac{\frac{b^{2}}{2 a^{2}} \int_{0}^{a}\left[\left(a^{2}-x^{2}\right)-(a-x)^{2}\right] d x}{a b\left(\frac{\pi}{4}-\frac{1}{2}\right)}=\frac{2 b}{3(\pi-2)}
\end{aligned}
$$

Ex. 5. Find the center of gravity of a spherical segment of one base generated by revolving the area $B D E$ (fig. 183) about $O Y$, where $O B=a$, and $O E=c$.

Let the volume be divided into elementary cylinders as in $\S 130$. Then the element of volume is $A d y=\pi x^{2} d y$, and hence

$$
d m=\rho \pi x^{2} d y
$$

where $\rho$ is the density, assumed constant. The mass of this element may be considered as concentrated at $(0, y)$, the center of its base. Hence the center of gravity of the entire volume is in the line $O Y$, and its ordinate $\bar{y}$ is given by
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$$
\bar{y}=\frac{\int_{c}^{a} y\left(\rho \pi x^{2} d y\right)}{\int_{c}^{a} \rho \pi x^{2} d y}=\frac{\int_{c}^{a}\left(a^{2} y-y^{3}\right) d y}{\int_{c}^{a}\left(a^{2}-y^{2}\right) d y}=\frac{3}{4} \cdot \frac{(a+c)^{2}}{2 a+c}
$$

Ex. 6. Find the center of gravity of the surface of the spherical segment of Ex. 5.

Divide the surface into elementary bands as in § 133. Then

$$
d m=2 \pi \rho x d s
$$

where $\rho$, the amount of mass per unit area, is assumed constant.
This mass may be considered concentrated at $(0, y)$. Hence, using the notation and the figure of Ex. 5, we have $d s=\frac{a d y}{x}$, and therefore

$$
\bar{y}=\frac{\int_{c}^{a} x y d s}{\int_{c}^{a} x d s}=\frac{\int_{c}^{a} y d y}{\int_{c}^{a} d y}=\frac{a+c}{2} .
$$

138. Attraction. Two particles of matter of masses $m_{1}$ and $m_{2}$ respectively, separated by a distance $r$, attract each other with a force equal to $k \frac{m_{1} m_{2}}{r^{2}}$, where $k$ is a constant which depends upon the units of foree, distance, and mass. We shall assume that the units are so chosen that $k=1$.

Consider now $n$ particles of masses $m_{1}, m_{2}, m_{3}, \ldots, m_{n}$ lying in a plane at the points $P_{1}, P_{2}, P_{3}, \ldots, P_{n}$ (fig. 184). Let it be required to find their attraction upon a particle of unit mass situated at a point $A$ in their plane.

Let the distances $A P_{1}$, $A P_{2}, \cdots, A P_{n}$ be denoted by $r_{1}, r_{2}, \cdots, r_{n}$. The attractions of the individual particles are

$$
\frac{m_{1}}{r_{1}^{2}}, \quad \frac{m_{2}}{r_{2}^{2}}, \quad \cdots, \quad \frac{m_{n}}{r_{n}^{2}}
$$


but these attractions cannot be added directly, since they are not parallel forces. To find their resultant we will resolve each into components along two perpendicular axes $A X$ and $A Y$ respectively. If we denote the angle $X A I_{i}^{?}$ by $\theta_{i}$, we have as the sum of the components along $A X$,

$$
X=\frac{m_{1}}{r_{1}^{2}} \cos \theta_{1}+\frac{m_{2}}{r_{2}^{2}} \cos \theta_{2}+\cdots+\frac{m_{n}}{r_{n}^{2}} \cos \theta_{n}
$$

and for the sum of the components along $A Y$,

$$
Y=\frac{m_{1}}{r_{1}^{2}} \sin \theta_{1}+\frac{m_{2}}{r_{2}^{2}} \sin \theta_{2}+\cdots+\frac{m_{n}}{r_{n}^{2}} \sin \theta_{n}
$$

The resultant attraction is then

$$
R=\sqrt{X^{2}+Y^{2}}
$$

and acts in a direction which makes $\tan ^{-1} \frac{Y}{X}$ with $A X$.

Let it now be required to find the attraction of a material body of mass $m$ upon a particle of unit mass situated at a point $A$. Let the borly be divided into $n$ elements, the mass of each of which may be represented by $\Delta m$, and let $P_{i}$ be a point at which the mass of one element may be considered as concentrated. Then the attraction of this element on the particle at $A^{\circ}$ is $\frac{\Delta m}{r_{i}^{2}}$, where $r_{i}=P_{i} A$, and its component in the direction $A X$ is $\frac{\Delta m}{r_{i}^{2}} \cos \theta_{i}$, where $\theta_{i}$ is the angle $X A P_{i}$. The whole body, therefore, exerts upon the particle at $A$ an attraction whose component in the direction $A X$ is

$$
X=\operatorname{Lim}_{n=\infty} \sum_{i=1}^{i=n} \frac{\cos \theta_{i}}{r_{i}^{2}} \Delta m=\int \frac{\cos \theta}{r^{2}} d m
$$

Similarly, the component in the direction $A Y$ is

$$
Y=\int \frac{\sin \theta}{r^{2}} d m
$$

Ex. Find the attraction of a uniform wire of length $l$ and mass $m$ on a particle of unit mass situated in a straight line perpendicular to the wire at one end, and at a distance $a$ from it.

Let the wire $O L$ (fig. 185) be placed in the axis of $y$ with one end at the origin, and let the particle of unit mass be at $A$ on the axis of $x$ where $A O=u$. Divide $O L$ into $n$ parts, $O M_{1}, M M_{1} M M_{2}, M M_{2} M I_{3}, \cdots$, $M_{n-1} L$, each equal to $\frac{l}{n}=\Delta y$. Then, if $\rho$ is the mass per unit of length of the wire, the mass of each element is $\Delta m=\rho \Delta y$. We shall consider the
 mass of each element as concentrated at its first point, and shall in this way obtain an approximate expression for the attraction due to the element, this approximation being the better, the smaller $\Delta y$ is made. The attraction of the element $\Delta I_{i} M I_{i+1}$ on $A$ is then approximately

$$
\frac{\rho \Delta y}{A I_{i}^{2}}=\frac{\rho \Delta y}{a^{2}+y_{i}^{2}}, \text { where } y_{i}=O M_{i}
$$

The component of this attraction in the direction $O X$ is

$$
\frac{\rho \Delta y}{a^{2}+y_{i}^{2}} \cos O A M M_{i}=\frac{\rho a \Delta y}{\left(a^{2}+y_{i}^{2}\right)^{\frac{3}{2}}},
$$

and the component in the direction $O Y$ is

$$
\frac{\rho \Delta y}{a^{2}+y_{i}^{2}} \sin O A M M_{i}=\frac{\rho y_{i} \Delta y}{\left(a^{2}+y_{i}^{2}\right)^{\frac{3}{2}}} .
$$

Then, if $X^{\prime}$ is the total component of the attraction parallel to $O X$, and $Y$ the total component parallel to $O Y$, we have

$$
\begin{aligned}
& X=\operatorname{Lim}_{n=\infty}^{i=n-1} \sum_{i=0}^{i=0} \frac{\rho a \Delta y}{\left(a^{2}+y_{i}^{2}\right)^{\frac{3}{2}}}=\rho a \int_{0}^{l} \frac{d y}{\left(a^{2}+y^{2}\right)^{\frac{3}{2}}}, \\
& Y=\operatorname{Lim}_{n=\infty}^{i=n-1} \sum_{i=0}^{n-1} \frac{\rho y_{i} \Delta y}{\left(a^{2}+y_{i}^{2}\right)^{\frac{3}{2}}}=\rho \int_{0}^{l} \frac{y d y}{\left(a^{2}+y^{2}\right)^{\frac{3}{2}}} .
\end{aligned}
$$

To evaluate the integrals for $X$ and $Y$, place $y=a \tan \theta$. Then, if $\alpha=\tan ^{-1} \frac{l}{a}=O A L$,

$$
\begin{aligned}
& X=\frac{\rho}{a} \int_{0}^{\alpha} \cos \theta d \theta=\frac{\rho}{a} \sin \alpha=\frac{m}{a l} \sin \alpha, \\
& Y=\frac{\rho}{a} \int_{0}^{\alpha} \sin \theta d \theta=\frac{\rho}{a}(1-\cos \alpha)=\frac{m}{a l}(1-\cos \alpha),
\end{aligned}
$$

since $l_{\rho}=m$.
If $R$ is the magnitude of the resultant attraction and $\beta$ the angle which its line of action makes with $O X$,

$$
\begin{aligned}
& R=\sqrt{X^{2}+Y^{2}}=\frac{2 m}{a l} \sin \frac{1}{2} \alpha, \\
& \beta=\tan ^{-1} \frac{Y}{I}=\tan ^{-1} \frac{1-\cos \alpha}{\sin \alpha}=\frac{1}{2} \alpha .
\end{aligned}
$$

## PROBLEMS

1. Find the area of an arch of the curve $y=\sin x$.
2. Find the area bounded by the portions of the curves $y=\frac{1}{2} \sin 2 x$ and $y=\sin x+\frac{1}{2} \sin 2 x$ that extend between $x=0$ and $x=\pi$.
3. Find the area of the three-sided figure bounded by the coördinate axes and the curve $x^{\frac{1}{2}}+y^{\frac{1}{2}}=a^{\frac{1}{2}}$.
4. Find the area bounded by the catenary $y=\frac{a}{2}\left(e^{\frac{x}{a}}+e^{-\frac{x}{a}}\right)$, the axis of $x$, and the lines $x= \pm h$.
5. Find the area included between the witch $y=\frac{8 a^{3}}{x^{2}+4 a^{2}}$ and its asymptote.
6. Find the area of one of the closed figures bounded by the curves $y^{2}=16 x$ and $y^{2}=x^{3}$.
7. Find the area bounded by the curve $y\left(x^{2}+4\right)=4(2-x)$, the axis of $x$, and the axis of $y$.
8. Find the area bounded by the curve $y^{2}=x(\log x)^{2}$, the axis of $x$, and the ordinates $x=1$ and $x=e$.
9. Find the area bounded by the parabola $y^{2}=2(x-4)$ and the line $x=3 y$.
10. Find the area between the parabola $x^{2}=4 a y$ and the witch $y=\frac{8 a^{3}}{x^{2}+4 a^{2}}$.
11. Find the area bounded by the parabola $x^{2}-9 y=0$ and the line $x-3 y+6=0$.
12. Find the area included between the parabolas $y^{2}=a x$ and $x^{2}=b y$.
13. Find the area bounded by the curve $x^{2} y^{2}+a^{2} b^{2}=a^{2} y^{2}$ and its asymptotes.
14. Find the area bounded by the hyperbola $\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}=1$ and the chord $x=h$.
15. Find the area bounded by the curve $y^{2}\left(x^{2}+a^{2}\right)=a^{2} x^{2}$ and its asymptotes.
16. Find the total area of the curve $81 y^{2}+4 x^{4}=36 x^{2}$.
17. Find the area of the loop of the curve $(y-1)^{2}=(x-1)^{2}(4-x)$.
18. Find the area of the loop of the curve $c y^{2}=(x-a)(x-b)^{2}$, $(a<b)$.
19. Find the area of the loop of the curve $16 a^{3} y^{2}=b^{2} x^{2}(a-2 x)$.
20. Find the area of the loop of the strophoid $y^{2}=\frac{x^{2}(a+x)}{a-x}$.
21. Find the area of a loop of the curve $y^{2}\left(a^{2}+x^{2}\right)=x^{2}\left(a^{2}-x^{2}\right)$.
22. Find the total area of the curve $a^{2} y^{2}=x^{3}(2 a-x)$.
23. Find the area of the loop of the curve $(2 x+y)^{2}=x^{2}(2-x)$.
24. Find the area between the axis of $x$ and one arch of the cycloid $x=a(\phi-\sin \phi), y=a(1-\cos \phi)$.
25. Find the area inclosed by the four-cusped hypocycloid $x=a \cos ^{3} \theta, y=a \sin ^{3} \theta$.
26. Find the entire area bounded by the curve $x=a \cos \theta$, $y=b \sin ^{3} \theta$.
27. Find the mean value of the lengths of the perpendiculars from a diameter of a semicircle to the circumference, assuming the perpendiculars to be drawn at equal distances on the diameter.
28. Find the mean length of the perpendiculars drawn from the circumference of a semicircle of radius $a$ to its diameter, assuming that the points taken are equidistant on the circumference.
29. Find the mean value of the ordinates of the curve $y=\sin x$ between $x=0$ and $x=\pi$, assuming that the points taken are equidistant on the axis of $x$.
30. A number $n$ is divided into two parts in all possible ways. Find the mean value of their product.
31. If the initial velocity of a projectile is $v_{0}$, and the angle of elevation varies from 0 to $\frac{\pi}{2}$, find the mean value of the range, using the result of problem 36 , Chap. VII.
32. In a sphere of radius $r$ a series of right circular cones is inscribed, the bases of which are perpendicular to a given diameter at equidistant points. Find the mean volume of these cones.
33. A particle describes a simple harmonic motion defined by the equation $s=a \sin k$.t. Show that the mean kinetic energy $\left(\frac{m r^{2}}{2}\right)$ during a complete vibration is half the maximum kinetic energy if the average is taken with respect to the time.
34. In the motion defined in problem 33, what will be the ratio of the mean kinetic energy during a complete vibration to the maximum kinetic energy, if the average is taken with respect to the space traversed?
35. Find the area described in the first revolution by the radius vector of the spiral of Archimedes $r=a \theta$.
36. Show that the area bounded by the hyperbolic spiral $r \theta=a$ and two radius vectors is proportional to the difference of the lengths of the radius vectors.
37. Find the total area of the lemniscate $r^{2}=2 a^{2} \cos 2 \theta$.
38. Find the area of a loop of the curve $r=a \sin n \theta$.
39. Find the area of a loop of the curve $r^{2}=a^{2} \sin n \theta$.
40. Find the area swept over by the radius vector of the curve $r=a \tan \theta$ as $\theta$ changes from 0 to $\frac{\pi}{4}$.
41. Find the total area of the cardioid $r=a(1+\cos \theta)$.
42. Find the area of the limaçon $r=2 \cos \theta+3$.
43. Find the area of the curved strip of the plane which has two portions of the initial line for two boundaries and the are of the spiral $r=a \theta$ between $\theta=2 \pi$ and $\theta=6 \pi$ for the other boundary.
44. Find the area of the loop of the curve $r^{2}=a^{2} \cos 2 \theta \cos \theta$ which is bisected by the initial line.
45. Find the area of a loop of the curve $r^{2} \sin \theta=a^{2} \cos 2 \theta$.
46. Find the area of the kite-shaped figure bounded by an are of a parabola and two straight lines from the focus making the angles $\pm \alpha$ with the axis of the parabola.
47. Find the area bounded by the curves $r=a \cos 3 \theta$ and $r=a$.
48. Find the area inclosed by the curves $r=\frac{4}{1-\cos \theta}$ and $r=\frac{4}{1+\cos \theta}$.
49. Find the area cut off one loop of the lemniscate $r^{2}=2 a^{2} \cos 2 \theta$ by the circle $r=a$.
50. Find the area of the segment of the cardioid $r=a(1+\cos \theta)$ cut off by a straight line perpendicular to the initial line at a distance ${ }_{4}^{3} a$ from the vertex.
51. Find the area of the loop of the curve $\left(x^{2}+y^{2}\right)^{3}=4 a^{2} x^{2} y^{2}$. (Transform to polar coördinates.)
52. Find the total area of the curve $\left(x^{2}+y^{2}\right)^{2}=4 a^{2} x^{2}+4 b^{2} y^{2}$. (Transform to polar coördinates.)
53. Find the area of the loop of the Folium of Descartes, $x^{3}+y^{3}-3 a x y=0$, by the use of polar coördinates.
54. On the double ordinate of the ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$ as base an isosceles triangle is constructed with its altitude equal to the distance of the ordinate from the center of the ellipse and its plane perpendicular to the plane of the ellipse. Find the volume generated as the triangle moves along the axis of the ellipse from vertex to vertex.
55. Find the volume cut from a right circular cylinder of radius $a$ by a plane through the center of the base making an angle $\theta$ with the plane of the base.
56. Two parabolas have a common vertex and a common axis but lie in perpendicular planes. An ellipse moves with its center on the common axis, its plane perpendicular to the axis, and its vertices on the parabolas. Find the volume generated when the ellipse has moved to a distance $h$ from the common vertex of the parabolas.

- 57. An equilateral triangle moves so that one side has one end in $O Y$ and the other end in the circle $x^{2}+y^{2}=a^{2}$, the plane of the rectangle being perpendicular to $O Y$. Required the volume of the solid generated.

58. In a sphere of radius $a$ find the volume of a segment of one base and altitude $h$.
59. Find the volume of the solid generated by revolving about $O Y^{\prime}$ the plane surface bounded by $O Y$ and the hypocycloid $x^{\frac{2}{3}}+y^{\frac{2}{3}}=u^{\frac{2}{3}}$.
60. Find the volume of the solid formed by revolving about the line $x=3$ the figure bounded by the parabola $y^{2}=8 x$ and the line $x=2$.
61. Find the volume of the solid formed by revolving about the . line $y=-$ " the figure bounded by the curve $y=\sin x$, the lines $x=0$ and $x=\frac{\pi}{2}$, and the line $y=-a$.
62. A right circular cone with vertical angle $2 a$ has its vertex at the center of a sphere of radius $\sigma$. Find the volume of the portion of the sphere intercepted by the cone.
63. A variable equilateral triangle moves with its plane perpendicular to the axis of $y$ and the ends of its base respectively on the parts of the curves $y^{2}=16 a x$ and $\eta^{2}=4 a x$ above the axis of $x$. Find the volume generated by the triangle as it moves a distance $a$ from the origin.
64. Find the volume of the solid formed by revolving about $O X$ the plane figure bounded by the cissoid $y^{2}=\frac{x^{3}}{2 a-x}$, the line $x=a$, and the axis of $x$.
65. A right circular cylinder of radins $a$ is intersected by two planes, the first of which is perpendienlar to the axis of the cylinder, and the second of which makes an angle $\theta$ with the first. Find the
volume of the portion of the cylinder included between these two planes if their line of intersection is tangent to the circle cut from the cylinder by the first plane.
66. On the double ordinate of the four-cusped hypocycloid $x^{\frac{2}{3}}+y^{\frac{2}{3}}=a^{\frac{2}{3}}$ as base an isosceles triangle is constructed with its altitude equal to the ordinate and its plane perpendicular to the plane of the hypocycloid. Find the volume generated by the triangle as it moves from $x=-a$ to $x=a$.
67. Find the volume of the solid formed by revolving about $O Y$ the plane figure bounded by the witch $y=\frac{8 a^{3}}{x^{2}+4 a^{2}}$ and the line $y=a$.
68. Find the volume of the solid formed by revolving about the line $y=a$ the plane figure bounded by the line $y=a$ and the witch $y=\frac{8 a^{3}}{x^{2}+4 a^{2}}$.
69. Find the volume of the solid bounded by the surface formed by revolving the witch $y=\frac{8 a^{3}}{x^{2}+4 a^{2}}$ about its asymptote.
70. Find the volume of the wedge-shaped solid cut from a right circular cylinder of radius $a$ and altitude $h$ by two planes which pass through a diameter of the upper base and are tangent to the lower base.
71. Two circular cylinders with the same altitude $h$ have the upper base, of radius $u$, in common. Their other bases are tangent at the point where the perpendicular from the center of the upper base meets the plane of the lower bases. Find the volume common to the two cylinders.
72. Find the volume of the ring solid formed by revolving the ellipse $\frac{(x-d)^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$ around $O Y(d>a)$.
73. The cap of a stone post is a solid of which every horizontal cross section is a square. The corners of all the squares lie in a spherical surface of radius 8 in . with its center 4 in . above the plane of the base. Find the volume of the cap.
74. Find the volume of the solid formed by revolving about the line $x=-2$ the plane figure bounded by that line, the parabola $y^{2}=4 x$, and the lines $y= \pm 2$.
75. Find the volume of the solid formed by revolving about the line $x=2$ the plane figure bounded by the curve $y^{2}=4(2-x)$ and the axis of $y$.
76. A variable circle moves so that one point is always on $O Y$, its center is always on the ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{l^{2}}=1$, and its plane is always perpendicular to $O Y$. Required the volume of the solid generated.
77. Find the volume of the solid generated by revolving about the asymptote of the cissoid $y^{2}=\frac{x^{3}}{2 a-x}$ the plane area bounded by the curve and the asymptote.
78. Find the volume of the solid formed by revolving about $O X$ the plane figure bounded by $O X$ and an arch of the cycloid $x=a(\phi-\sin \phi), y=a(1-\cos \phi)$.
79. Find the volume of the solid generated by revolving the cardioid $r=a(1+\cos \theta)$ about the initial line.
80. A cylinder passes through two great cireles of a sphere which are at right angles to each other. Find the common volume.
81. Find the length of the semicubical parabola $y^{2}=(x-2)^{3}$ from its point of intersection with the axis of $x$ to the point $(6,8)$.
82. Find the length of the catenary $y=\frac{u}{2}\left(e^{\frac{x}{a}}+e^{-\frac{x}{a}}\right)$ from $x=0$ to $x=h$.
83. Find the total length of the four-cusped hypocyeloid $x^{\frac{2}{3}}+y^{\frac{2}{3}}=a^{\frac{2}{3}}$.
84. Show that the length of the logarithmic spiral $r=r^{a \theta}$ between any two points is proportional to the difference of the radius vectors of the points.
85. Find the complete length of the curve $r=a \sin ^{3} \frac{\theta}{3}$.
86. Find the length of the curve $y=a \log \frac{a^{2}}{a^{2}-x^{2}}$ from the origin to $x=\frac{\ddot{2}}{2}$.
87. Find the length from cusp to cusp of the cycloid

$$
x=a(\phi-\sin \phi), \quad y=a(1-\cos \phi) .
$$

88. From equidistant points on an arch of the cycloid

$$
x=a(\phi-\sin \phi), \quad y=u(1-\cos \phi),
$$

perpendiculars are drawn to the base of the arch. What is their average length ?
89. From a spool of thread 2 in . in diameter three turns are unwound. If the thread is held constantly tight, what is the length of the path described by its end?
90. Find the length of the curve $y=\log \frac{e^{x}+1}{e^{x}-1}$ from $x=1$ to $x=2$.
91. Find the mean distance of all points on the circumference of a circle of radius $a$ from a given point on the circumference.
92. Find the length of the spiral of Archimedes, $r=a \theta$, from the pole to the end of the first revolution.
93. Find the length of the curve $8 a^{3} y=x^{4}+6 a^{2} x^{2}$ from the origin to the point $x=2 a$.
94. The parametric equations of a curve are

$$
x=50(1-\cos \theta)+50(2-\theta) \sin \theta, y=50 \sin \theta+50(2-\theta) \cos \theta .
$$

Find the length of the curve between the points $\theta=0$ and $\theta=2$.
95. Find the length of the cardioid $r=\omega(1+\cos \theta)$.
96. Find the mean length of the radius vectors drawn from the pole to equidistant points of the cardioid $r=\frac{a}{2}(1+\cos \theta)$.
97. Find the length of the curve $r=a \cos ^{5} \frac{\theta}{5}$ from the pole to the point in which the curve intersects the initial line.
98. Find the length of the tractrix (§ 200)

$$
y=\frac{a}{2} \log \frac{a+\sqrt{u^{2}-x^{2}}}{a-\sqrt{a^{2}-x^{2}}}-\sqrt{a^{2}-x^{2}}
$$

from $x=h$ to $x=a$.
99. Find the area of a zone of height $h$ on a sphere of radius $\alpha$.
100. Find the area of the surface formed by revolving about $O X$ the hypocycloid $x=a \cos ^{3} \theta, y=a \sin ^{3} \theta$.
101. Find the area of the surface formed by revolving about the line $x=a$ the portion of the hypocyeloid $x=a \cos ^{3} \theta, y=a \sin ^{3} \theta$, which is at the right of $O Y$.
102. Find the area of the surface formed by revolving about the tangent at its lowest point the portion of the catenary $y=\frac{a}{2}\left(e^{\frac{x}{\bar{a}}}+e^{-\frac{x}{a}}\right)$ between $x=-h$ and $x=h$.
103. Find the area of the surface formed by revolving about the initial line the cardioid $r="(1+\cos \theta)$.
104. Find the area of the surface formed by revolving an arch of the cyeloid $x=u(\phi-\sin \phi), y=u(1-\cos \phi)$ about the tangent at its highest point.
105. Find the area of the surface formed by revolving about $O Y$ the tractrix $(\S 200) y=\frac{a}{2} \log \frac{u+\sqrt{u^{2}-x^{2}}}{a-\sqrt{u^{2}-x^{2}}}-\sqrt{u^{2}-x^{2}}$.
106. Find the area of the surface formed by revolving the lemniscate $r^{2}=2 \iota^{2} \cos 2 \theta$ about the initial line.
107. Find the area of the surface formed by revolving the lemniscate $r^{2}=2 a^{2} \cos 2 \theta$ about the line $\theta=90^{\circ}$.
108. A positive charge $m$ of electricity is fixed at $O$. The repulsion on a unit charge at a distance $x$ from $\omega$ is $\frac{m}{x^{2}}$. Find the work done in bringing a unit charge from infinity to a distance a from $O$.
109. Assuming that the force reguired to stretch a wire from the length $"$ to the length $a+x$ is proportional to $\frac{x}{a}$, and that a force of 1 lb . stretches a wire of 36 in . in length to a length .04 in . greater, find the work done in stretching the wire from 36 in . to 39 in .
110. A body moves in a straight line according to the formula $x=c t^{3}$, where $x$ is the distance traversed in the time $t$. If the resistance of the air is proportional to the stuare of the velocity, find the work done against the resistance of the air as the body moves from $x=0$ to $x=u$.
111. Assuming that below the surface of the earth the force of the earth's attraction varies directly as the distance from the earth's center, find the work done in moving a weight of $m$ pounds from a point $a$ miles below the surface of the earth to the surface.
112. Assuming that above the surface of the earth the force of the earth's attraction varies inversely as the square of the distance
from the earth's center, find the work done in moving a weight of $m$ pounds from the surface of the earth to a distance $a$ miles above the surface.
113. A wire carrying an electric current of magnitude $C$ is bent into a circle of radius $a$. The force exerted by the current upon a unit magnetic pole at a distance $x$ from the center of the circle in a straight line perpendicular to the plane of the circle is known to be $\frac{2 \pi C a^{2}}{\left(a^{2}+x^{2}\right)^{\frac{3}{2}}}$. Find the work done in bringing a unit maguetic pole from infinity to the center of the circle along the straight line just mentioned.
114. A spherical bag of radius 5 in . contains gas at a pressure equal to 15 lb . per square inch. Assuming that the pressure is inversely proportional to the volume occupied by the gas, find the work required to compress the bag into a sphere of radius 4 in .
115. A piston is free to slide in a cylinder of cross section $S$. The force acting on the piston is equal to $p S$, where $p$ is the pressure of the gas in the cylinder, and a pressure of 7.7 lb . per square inch corresponds to a volume of 2.5 cu . in. Find the work done as the volume of the cylinder changes from 2.5 cu . in. to 5 cu . in., (1) assuming $p v=k$, (2) assuming $p v^{1.4}=k$.
116. Find the total pressure on a vertical rectangle with base 8 and altitude 12 , submerged so that its upper edge is parallel to the surface of the liquid at a distance 5 from it.
117. Find the depth of the center of pressure of the rectangle in the previous problem.
118. Find the total pressure on a triangle of base 10 and altitude 4 , submerged so that the base is horizontal, the altitude vertical, and the vertex in the surface of the liquid.
119. Show that the center of pressure of the triangle of the previous problem lies in the median three fourths of the distance from the vertex to the base.
120. Find the total pressure on a triangle with base $S$ and altitude 6 , submerged so that the base is horizontal, the altitude vertical, and the vertex, which is above the base, at a distance 3 from the surface of the liquid.
121. Find the depth of the center of pressure of the triangle of the previous problem.
122. The centerboard of a yacht is in the form of a trapezoid in which the two parallel sides are 3 and 5 ft . respectively in length, and the side perpendicular to these two is 4 ft . in length. Assuming that the last-named side is parallel to the surface of the water at a depth of 1 ft ., and that the parallel sides are vertical, find the pressure on the board.*
123. Find the moment of the force which tends to turn the centerboard of the previous problem about the line of intersection of the plane of the board with the surface of the water.
124. A dam is in the form of a regular trapezoid with its two horizontal sides 400 and 100 ft . respectively, the longer side being at the top and the height 20 ft . Assuming that the water is level with the top of the dam, find the total pressure.
125. Find the moment of the force which tends to overturn the dam of the previous problem by turning it on its base line.
126. Find the total pressure on a semiellipse submerged with one axis in the surface of the liquid and the other vertical.
127. Find the depth of the center of pressure of the ellipse of the previous problem.
128. The gasoline tank of an automobile is in the form of a horizontal cylinder, the ends of which are plane ellipses 20 in . high and 10 in . broad. Assuming $w$ as the weight of a cubic inch of gasoline, find the pressure on one end when the gasoline is 15 in . deep:
129. A parabolic segment with base 15 and altitude 3 is submerged so that its base is horizontal, its axis vertical, and its vertex in the surface of the liquid. Find the total pressure.
130. Find the depth of the center of pressure of the parabolic segment of the previous problem.
131. A circular water main has a diameter of 5 ft . One end is closed by a bulkhead and the other is connected with a reservoir in which the surface of the water is 20 ft . above the center of the bulkhead. Find the total pressure on the bulkhead.

* The weight of a cubic foot of water may be taken as $62 \frac{1}{2} \mathrm{lb} .=\frac{1}{3} \frac{1}{2}$ ton.

132. A pond of 10 ft depth is crossed by a roadway with vertical sides. A culvert, whose cross section is in the form of a parabolic segment with horizontal base on a level with the bottom of the pond, runs under the road. Assuming that the base of the parabolic segment is 6 ft . and its altitude 4 ft ., find the total pressure on the bulkhead which temporarily closes the culvert.
133. Find the pressure on a board whose boundary consists of a straight line and one arch of a sine curve, submerged so that the board is vertical and the straight line is in the surface of the water.
134. Find the center of gravity of the semicircumference of the circle $x^{2}+y^{2}=u^{2}$ which is above the axis of $x$.
135. Find the center of gravity of the are of the four-cusped hypocycloid $x^{\frac{2}{3}}+y^{\frac{2}{3}}=a^{\frac{2}{3}}$ which is above the axis of $x$.
136. Find the center of gravity of a parabolic segment.
137. Find the center of gravity of the area of a quadrant of an ellipse.
138. Find the center of gravity of a triangle.
139. Find the center of gravity of the area bounded by the semicubical parabola $a y^{2}=x^{3}$ and any double ordinate.
140. Find the center of gravity of the area bounded by the parabola $x^{2}+4 y-16=0$ and the axis of $x$.
141. Find the center of gravity of half a spherical solid of constant density.
142. Find the center of gravity of the solid formed by revolving about $O Y$ the surface bounded by the hyperbola $\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}=1$ and the lines $y=0$ and $y=b$.
143. Find the center of gravity of a hemisphere.
144. Find the center of gravity of the surface of a right circular cone.
145. Find the center of gravity of the area bounded by the curve $y=\sin x$ and the axis of $x$ between $x=0$ and $x=\pi$.
146. Find the center of gravity of the area between the axes of coördinates and the parabola $x^{\frac{1}{2}}+y^{\frac{1}{2}}=a^{\frac{1}{2}}$.
147. Find the center of gravity of a uniform wire in the form of the catenary $y=\frac{a}{2}\left(e^{\frac{x}{a}}+e^{-\frac{x}{a}}\right)$ from $x=0$ to $x=u$.
148. Find the center of gravity of the solid formed by revolving about $O X$ the surface bounded by the parabola $y^{2}=4 p x$, the axis of $x$, and the line $x=a$.
149. Find the center of gravity of the plane area bounded by the two parabolas $y^{2}=20 x$ and $x^{2}=20 y$.
150. Find the center of gravity of the plane area bounded by the parabola $y^{2}=4 x$, the axis of $y$, and the line $y=4$.
151. Find the center of gravity of the solid formed by revolving about $O Y$ the plane figure bounded by the parabola $y^{2}=\frac{1}{1} x$, the axis of $y$, and the line $y=k$.
152. Find the center of gravity of the surface of a hemisphere when the density of each point in the surface varies as its perpendicular distance from the circular base of the hemisphere.
153. Find the center of gravity of that part of the plane surface bounded by the four-cusped hypocycloid $x=a \cos ^{3} \theta, y=a \sin ^{8} \theta$, which is in the first quadrant.
154. Find the center of gravity of the plane area bounded by the ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$, the circle $x^{2}+y^{2}=u^{2}$, and the axis of $y$.
155. Find the center of gravity of the plane area common to the parabola $x^{2}-8 y=0$ and the circle $x^{2}+y^{2}-128=0$.
156. Find the center of gravity of the plane surface bounded by the first arch of the eycloid

$$
x=a(\phi-\sin \phi), \quad y=a(1-\cos \phi),
$$

and the axis of $x$.
157. Find the center of gravity of the are of the cycloid

$$
x=u(\phi-\sin \phi), \quad y=u(1-\cos \phi),
$$

between the first two cusps.
158. Find the center of gravity of the solid formed by rotating about $O X^{-}$the parabolic segment bounded by $y^{2}=4 x$ and $x=h$, if the density at any point of the solid equals $\frac{1}{x}$.
159. Find the center of gravity of the plane surface bounded by the two circles $x^{2}+y^{2}=a^{2}, x^{2}+y^{2}-2 a x=0$, and the axis of $x$.
160. Show that the center of gravity of a sector of a circle lies on the line bisecting the angle of the sector at a distance $\frac{2}{3} a \frac{\sin \frac{\alpha}{2}}{\frac{\alpha}{2}}$ from the vertex, where $\alpha$ is the angle and $a$ the radius of the sector.
161. Find the center of gravity of the solid generated by revolving about the line $x=a$ the area bounded by that line, the axis of $x$, and the parabola $y^{2}=4 p x$.
162. Find the center of gravity of the plane area bounded by the two parabolas $x^{2}-4 p(y-b)=0, x^{2}-4 p y=0$, the axis of $y$, and the line $x=a$.
163. Find the center of gravity of the are of the curve $9 a y^{2}-$ $x(x-3 a)^{2}=0$ between the ordinates $x=0$ and $x=3 a$.
164. The deusity at any point of a lamina in the form of a parabolic segment of height 8 ft . and base 6 ft . is directly proportional to its distance from the base. Find the center of gravity.
165. Find the center of gravity of the portion of a spherical surface bounded by two parallel planes at distances $h_{1}$ and $h_{2}$ respectively from the center.
166. Find the center of gravity of the solid formed by revolving about $O Y$ the plane area bounded by the parabola $x^{2}=4 p y$ and any straight line through the vertex.
167. Find the center of gravity of the surface generated by the revolution about the initial line of one of the loops of the lemniscate $r^{2}=2 a^{2} \cos 2 \theta$.
168. Prove that the total pressure on a plane surface perpendicular to the surface of a liquid is equal to the pressure at the center of gravity multiplied by the area of the surface.
169. Prove that the area generated by revolving a plane curve about an axis in its plane is equal to the length of the curve multiplied by the circumference of the circle described by its center of gravity.
170. Prove that the volume generated by revolving a plane figure about an axis in its plane is equal to the area of the figure multiplied by the circumference of the circle described by its center of gravity.
171. Find the attraction of a uniform straight wire of length 20 and mass $M$ upon a particle of unit mass situated in the line of direction of the wire at a distance 3 from one end.
172. Find the attraction of a rod of mass $M$ and length $l$, whose density varies as the distance from one end, on a particle of unit mass in its own line and distant $a$ units from that end.
173. A particle of unit mass is situated at a perpendicular distance 5 from the center of a straight homogeneous wire of mass $M$ and length 12. Find the force of attraction of the wire.
174. Find the attraction due to a straight wire of length $2 l$ on a particle of unit mass lying on the perpendicular at the middle point of the wire and distant $c$ units from the wire, the density of the wire varying directly as the distance from its middle point.
175. Find the attraction of a homogeneous straight wire of negligible thickness and infinite length on a particle of unit mass at a perpendicular distance $c$ from the central point of the wire.
176. Find the attraction of a uniform wire of mass $M$ bent into an arc of a circle with radius 5 and angle $\frac{\pi}{3}$ upon a particle of unit mass at the center of the circle.
177. Find the attraction of a uniform circular ring of radius $a$ and mass $M$ upon a particle of unit mass situated at a distance $c$ from the center of the ring in a straight line perpendicular to the plane of the ring.
178. Find the attraction of a uniform circular disk of radius a and mass $M$ upon a particle of unit mass situated at a perpendicular distance $c$ from the center of the disk. (Divide the disk into concentric rings and use the result of problem 17T.)
179. Find the attraction of a uniform right circular cylinder with mass $M$, radius of its base $u$, and length $l$ upon a particle of unit mass situated in the axis of the cylinder proluced, at a distance $c$ from one end. (Divide the cylinder into parallel disks and use the result of problem 178.)
180. Find the attraction of a uniform straight wire of length 5 and mass $M$ upon a particle of unit mass situated at a perpendicular distance 12 from the wire and so that lines drawn from the particle to the ends of the wire inclose an angle $\frac{\pi}{3}$.

## CHAPTER XIV

## SPACE GEOMETRY

139. Functions of more than one variable. A quantity $z$ is said to be a function of two variables, $x$ and $y$, if the values of $z$ are determined when the values of $x$ and $y$ are given. This relation is expressed by the symbols $z=f(x, y), z=F(x, y)$, etc.

Similarly, $u$ is a function of three variables, $x, y$, and $z$, if the values of $u$ are determined when the values of $x, y$, and $z$ are given. This relation is expressed by the symbols $u=f(x, y, z)$, $u=F(x, y, z)$, etc.

Ex. 1. If $r$ is the radius of the base of a circular cone, $h$ its altitude, and $v$ its volume, $v=\frac{1}{3} \pi r^{2} h$, and $v$ is a function of the two variables $r$ and $h$.

Ex. 2. If $f$ denotes the centrifugal force of a mass $m$ revolving with a velocity $v$ in a circle of radius $r, f=\frac{m v^{2}}{r}$, and $f$ is a function of the three variables $m, r$, and $r$.

Ex. 3. Let $v$ denote a volume of a perfect gas, $t$ its absolute temperature, and $p$ its $p$ ressure. Then $\frac{p w}{t}=k$, where $k$ is a constant. This equation may be written in three equivalent forms: $p=k \frac{t}{v}, v=k \frac{t}{p}, t=\frac{1}{k} p v$, by which each of the quantities $p, v$, and $t$ is explicitly expressed as a function of the other two.

A function of a single variable is defined explicitly by the equation $y=f(x)$, and implicitly by the equation $F(x, y)=0$ (§86). In either case the relation between $x$ and $y$ is represented graphically by a plane curve. Similarly, a function of two variables may be defined explicitly by the equation $z=f(x, y)$, or implicitly by the equation $F(x, y, z)=0$. In either case the graphical representation of the function of two variables is the same, and may be made by introducing the conception of space coördinates.
140. Rectangular coördinates. To locate a point in space of three dimensions, we may assume three number seales, $O X, O$ I, $O Z$ (fig. 186), mutually perpendicular, and having their zero points coincident at $O$. They will determine three planes, IOI, YOZ, ZOX, each of which is perpendicular to the other two. The planes are called the coördinate planes, and the three lines $O X, O Y$, and $O Z$ are called the axes of $x, y$, and $z$ respectively, or the coördinate axes, and the point $O$ is called the origin of coördinates.

Let $P$ be any point in space, and through $P$ pass planes perpendicular respectively to $O X, O Y$, and $O Z$, intersecting them at the points $L, M$, and $N$ respectively. Then if we place $x=O L, y=O M$, and $z=O N$, it is evident that to any point there corresponds one, and only one, set of values of $x, y$, and $z$ : and that to any set of values of $x, y$, and $z$ there corresponds one, and only one, point. These values of $x, y$, and $z$ are called the coördinates of the point, which is expressed as $P(x, y, z)$.

From the definition of $x$ it follows that $x$ is equal, in magnitude and direction, to the distance of the point from the


Fig. 186 coörclinate plane FOZ. Similar meanings are evident for $y$ and $z$. It follows that a point may be plotted in several different ways by constructing in succession any three nonparallel edges of the parallelepiped (fig. 186) beginning at the origin aud ending at the point.

In case the axes are not mutually perpendicular, we have a system of oblique coördinates. In this case the planes are passed through the point parallel to the coördinate planes. Then $x$ gives the distance and the direction from the plane $Y O Z$ to the point, measured parallel to $O X$, and similar meanings are assigned to $y$ and $z$. It follows that rectangular coördinates are a special case of oblique coördinates.
141. Graphical representation of a function of two variables. Let $f(x, y)$ be any function of two variables, and place

$$
\begin{equation*}
z=f(x, y) \tag{1}
\end{equation*}
$$

Then the locus of all points the coördinates of which satisfy (1) is the graphical representation of the function $f(x, y)$. To construct this locus we may assign values to $x$ and $y$, as $x=x_{1}$ and $y=y_{1}$, and compute from (1) the corresponding values of $z$. There will be, in general, distinct values of $z$, and if (1) defines an algebraic function, their number will be finite. The corresponding points all lie on a line parallel to $O Z$ and intersecting NOY at the point $P_{1}\left(x_{1}, y_{1}\right)$, and these points alone of this line are points of the locus, and the portions of the line between them do not belong to the locus. As different values are assigned to $x$ and $y$, new lines parallel to $O Z$ are drawn on which there are, in general, isolated points of the locus. It follows that the locus has extension in only two dimensions, i.e. has no thickness, and is, accordingly, a surface. Therefore the graphical representation of a function of two variables is a surface.*

If $f(x, y)$ is indeterminate for particular values of $x$ and $y$, the corresponding line parallel to $O Z$ lies entirely on the locus.

Since the equations $z=f(x, y)$ and $F(x, y, z)=0$ are equivalent, and their graphical representations are the same, it follows that the locus of any single equation in $x, y$, and $z$ is a surface.

There are apparent exceptions to the above theorem if we demand that the surface shall have real existence. Thus, for example,

$$
x^{2}+y^{2}+z^{2}=-1
$$

is satisfied by no real values of the coördinates. It is convenient in such cases however, to speak of "imaginary surfaces."

Moreover, it may happen that the real coördinates which satisfy the equation give points which lie upon a certain line, or are even isolated points. For example, the equation

$$
x^{2}+y^{2}=0
$$

is satisfied in real coördinates only by the points $(0,0, z)$ which lie upon the axis of $z$; while the equation

$$
x^{2}+y^{2}+z^{2}=0
$$

[^2]is satisfied, as far as real points go, only by $(0,0,0)$. In such cases it is still convenient to speak of a surface as represented by the equation, and to consider the part which may be actually constructed as the real part of that surface. The imaginary part is considered as made up of the points corresponding to sets of complex values of $x, y$, and $z$ which satisfy the equation.
142. Cylinders. If a given equation is of the form $F^{\prime}(x, y)=0$, involving only two of the coördinates, it might appear to represent a curve lying in the plane of those coörclinates. But if we are dealing with space of three dimensions, such an interpretation would be incorrect, in that it amounts to restricting $z$ to the value $z=0$, whereas, in fact, the value of $z$ corresponding to any simultaneons values of $x$ and $y$ satisfying the equation $F(x, y)=0$ may be anything whatever. Hence, corresponding to every point of the curve $F(x, y)=0$ in the plane $X^{\prime}() Y$, there is an entire straight line, parallel to $O Z$, on the surface $F(x, y)=0$. Such a surface is a cylimer, its directrix being the plane curve $F(x, y)=0$ in the plane $z=0$, and its elements being parallel to $O Z$, the axis of the coörlinate not present.

For example, $x^{2}+y^{2}=a^{2}$ is the equation of a circular cylinder, its elements being parallel to $O Z$, and its directrix being the circle $x^{2}+y^{2}=a^{2}$ in the plime $X O Y$.

In like manner $z^{2}=k y$ is the equation of a parabolic cylinder, its elements being parallel to $O X$, and its directrix being the parabola $z^{2}=k y$ in the plane $Z O Y$.

If only one coördinate is present in the equation, the locus is a number of planes. For example, the equation $x^{2}-(a+b) x+a b=0$ may be written in the form $(x-a)(x-b)=0$, which represents the two planes $x-a=0$ and $x-b=0$. Similarly, any equation involving only one coördinate determines values of that coördinate only and the locus is a number of planes.

Regarding a plane as a cylinder of which the directrix is a straight line, we may say that any equation not containing all the coördinates represents a cylinder.

If the axes are oblique, the elements of the cylinders are not perpendicular to the plane of the directrix.
143. Other surfaces. The surface represented by any equation $F(x, y, z)=0$ may be studied by means of sections made by planes parallel to the coördinate planes. If, for example, we place $z=0$ in the equation of any surface, the resulting equation in $x$ and $y$ is evidently the equation of the plane curve cut from the surface by the plane 105 . Again, if we place $z=z_{1}$, where $z_{1}$ is some fixed finite value, the resulting equation in $x$ and $y$ is the equation of the plane curve ent from the surface by a plane parallel to the plane $\mathcal{S}^{\prime} \cup Y$ and $z_{1}$ units distant from it, and referred to new axes $O^{\prime} \Lambda^{-1}$ and $O^{\prime} Y^{\prime \prime}$, which are the intersections of the plane $z=z_{1}$ with the planes $X O Z$ and $Y O Z$ respectively; for by placing $z=z_{1}$ instead of $z=0$, we have virtually transferred the plane IOH , parallel to itself, through the distance $z_{1}$.

In applying this method it is advisable to find first the three plane sections made by the coördinate planes $x=0, y=0, z=0$. These alone will sometimes give a general idea of the appearance of the surface, but it is usually desirable to study other plane sections on account of the additional information that may be derived.

The following surfaces have been chosen for illustration because it is important that the student should be familiar with them.

Ex. 1. $A x+B y+C z+D=0$.
Placing $z=0$, we have (fig. 187)

$$
\begin{equation*}
A x+B y+D=0 \tag{1}
\end{equation*}
$$

Hence the plane TOY cuts this surface in a straight line. Placing $y=0$ and then $x=0$, we find the sections of this surface made by the plaues $Z O X$ and $Y O Z$ to be respectively the straight lines

$$
\begin{equation*}
A x+C z+D=0 \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
B y+C z+D=0 \text {. } \tag{3}
\end{equation*}
$$


and

$$
\begin{equation*}
\text { Placing } z=z_{1} \text {, we have } A x+B y+C z_{1}+D=0 \tag{4}
\end{equation*}
$$

which is the equation of a straight line in the plane $z=z_{1}$. The line ( 4 ) is parallel to the line (1), since they make the angle $\tan ^{-1}\left(-\frac{A}{B}\right)$ with the parallel lines $O^{\prime} V^{\prime}$ and $O X$ and lie in parallel planes. To find the point
where ( 4 ) intersects the plane $\mathrm{V} \cap Z$, we place $y=0$, and the result $A x+C \cdot z_{1}+D=0$ shows that this point is a point of the line (2). This result is true for all values of $z_{1}$. Hence this surface is the locus of a straight line which moves along a fixed straight line always remaining parallel to a given initial position; hence it is a plane.

Since the equation $A x+B y+C z+J=0$ is the most general equation of the first degree in the three coördinates, we have proved that the locus of every linear equation in rectangular spare coördinates is a plaur.

Ex. 2. $z=a x^{2}+b y^{2}$, where $a>0$, $b>0$.

Placing $z=0$, we have

$$
\begin{equation*}
a x^{2}+b y^{2}=0 \tag{1}
\end{equation*}
$$

and hence the $\mathrm{N}^{\prime} \boldsymbol{Y}$ plane cuts the surface in a point (fig. 1ss). l'lacing $y=0$, we have $z=a x^{2}$,
which is the equation of a parabola with its vertex at $O$ and its axis along $O Z$. Placing $x=0$, we have

$$
\begin{equation*}
z=b y^{2} \tag{3}
\end{equation*}
$$

which is also the equation of a parabola with its vertex at $O$ and its axis along $0 \%$.

Placing $z=z_{1}$, where $z_{1}>0$, we may write the resulting equation in


Fig. 188 the form

$$
\begin{equation*}
\frac{a}{z_{1}} x^{2}+\frac{b}{z_{1}} y^{2}=1 \tag{1}
\end{equation*}
$$

which is the equation of an ellipse with semiaxes $\sqrt{\frac{z_{1}}{a}}$ and $\sqrt{\frac{z_{1}}{b}} \cdot$ Is the plane recedes from the origin, i.e. as $z_{1}$ increases, it is evident that the ellipse increases in magnitude. It is also evident that the ends of the axes of the ellipse lie on the parabolas (3) and (3).

If we place $z=-z_{1}$, the result may be written in the form

$$
\frac{a}{z_{1}} x^{2}+\frac{b}{z_{1}} y^{2}=-1
$$

and hence there is no part of this surface on the negative side of the plane NOH .

The surface is called an elliptic paraboloid, and evidently may he generated hy moving an ellipse of variable magnitude always parallel to the plane $\mathrm{J}^{\circ}(1$, the ends of its axes always lying respectively on the parabolas $z=a x^{2}$ and $z=b y^{2}$.

Ex. 3. $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}-\frac{z^{2}}{c^{2}}=1$.
Placing $z=0$, we have

$$
\begin{equation*}
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1 \tag{1}
\end{equation*}
$$

which is the equation of an ellipse with semiaxes $a$ and $b$ (fig. 189). Placing $y=0$, we have

$$
\begin{equation*}
\frac{x^{2}}{a^{2}}-\frac{z^{2}}{c^{2}}=1 \tag{2}
\end{equation*}
$$

which is the equation of an


Fig. 189 hyperbola with its transverse axis along $O X$ and its conjugate axis along $O Z$. Placing $x=0$, we have

$$
\begin{equation*}
\frac{y^{2}}{b^{2}}-\frac{z^{2}}{c^{2}}=1 \tag{3}
\end{equation*}
$$

which is the equation of an hyperbola with its transverse axis along $O Y^{r}$ and its conjugate axis along $O Z$.

If we place $z= \pm z_{1}$, and write the resulting equation in the form

$$
\begin{equation*}
\frac{x^{2}}{a^{2}\left(1+\frac{z_{1}^{2}}{c^{2}}\right)}+\frac{y^{2}}{b^{2}\left(1+\frac{z_{1}^{2}}{c^{2}}\right)}=1 \tag{1}
\end{equation*}
$$

we see that the section is an ellipse with semiaxes $a \sqrt{1+\frac{z_{1}^{2}}{c^{2}}}$ and $b \sqrt{1+\frac{z_{1}^{2}}{c^{2}}}$, which accordingly increases in magnitude as the cutting plane recedes from the origin, and that the surface is symmetrical with respect to the plane $X O Y$, the result being independent of the sign of $z_{1}$.

Accordingly this surface, called the unparted hyperboloid or the hyperboloid of one sheet, may be generated by an ellipse of variable magnitude moving always parallel to the plane XOY and with the ends of its axes always lying on the hyperbolas

$$
\frac{x^{2}}{a^{2}}-\frac{z^{2}}{c^{2}}=1 \text { and } \frac{y^{2}}{b^{2}}-\frac{z^{2}}{c^{2}}=1
$$

Ex. 4. $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}-\frac{z^{2}}{c^{2}}=0$.
This surface (fig. 190) is a cone, with $O Z$ as its axis and its vertex at $O$.


Fig. 190

Ex. 5. $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{\tilde{z}^{2}}{c^{2}}=1$.
This. surface (fig. 191) is the ellipsoid.

Ex. 6. $\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}-\frac{z^{2}}{c^{2}}=1$.
This surface (fig. 192) is the biparted hyperboloid or the hyper-


Fig. 191 boloid of two sheets.

The distensions of the last three surfaces are very similar to that of the imparted hyperboloid, and for that reason they have been left to the student.

Ex. 7. $z=a x^{2}-l y y^{2}$, where $a>0$, $b>0$.

Placing $z=0$, we obtain the equadion

$$
\begin{equation*}
a x^{2}-b y^{2}=0 \tag{1}
\end{equation*}
$$

i.e. two straight lines intersecting at the origin (fig. 193). Placing $y=0$, we have

$$
\begin{equation*}
z=a x^{2} \tag{2}
\end{equation*}
$$


the equation of a parabola with its Y at and $O$ and axis along the positive direction of $O Z$. pg $x=0$, we have

$$
\begin{equation*}
=-b y^{2} \tag{3}
\end{equation*}
$$

the equation of a parabola with its vertex at $O$ and its axis along the negative direction of $0 \lambda$.

Placing $x= \pm x_{1}$, we have

$$
\begin{equation*}
z=a x_{1}^{2}-b y^{2} \tag{4}
\end{equation*}
$$

or $y^{2}=-\frac{1}{b}\left(z-a x_{1}^{2}\right)$,
a parabola with its axis parallel to $O Z$ and its


Fig. 193 vertex at a distance $a x_{1}^{2}$
from the plane $\mathrm{X} O Y$. It is evident, moreover, that the surface is symmetrical with respect to the plane $Y O Z$, and that the vertices of
these parabolas, as different values are assigned to $x_{1}$, all lie on the parabola $z=u x^{2}$.

Hence this surface may be generated by the parabola $z=-l y y^{2}$ moving always parallel to the plane $Y O Z$, its vertex lying on the parabola $z=a x^{2}$. The surface is called the hyperbolic paraboloid.

The reason for the name given to this surface becomes more evident if two more sections are made.

Placing $z=z_{1}$, where $z_{1}>0$, we have $z_{1}=a x^{2}-l y^{2}$, or

$$
\begin{equation*}
\frac{a}{z_{1}} x^{2}-\frac{b}{z_{1}} y^{2}=1, \tag{5}
\end{equation*}
$$

an hyperbola with its transverse axis parallel to $O X$, the ends of the transverse axis lying on the parabola $z=a x^{2}$.

If $z=-z_{1}$, we may write the equation in the form

$$
\begin{equation*}
\frac{b}{z_{1}} y^{2}-\frac{a}{z_{1}} x^{2}=1, \tag{6}
\end{equation*}
$$

an hyperbola with its transverse axis parallel to $O Y$, the ends of the transverse axis lying on the parabola $z=-b y^{2}$.

Ex. 8. $z=k x y$, where $k>0$.

This surface is a special case of the hyperbolic paraboloid of Ex. 7, in which $b=a$. The proof of this statement is as follows:

If $b=a$, the equation of the surface of Ex. 7 is

$$
\begin{equation*}
z=a\left(x^{2}-y^{2}\right) . \tag{1}
\end{equation*}
$$

Revolve the planes


Fig. 194 XOZ and YOZ about the axis $O Z$, which is held fixed, through an angle of $-45^{\circ}$ into new positions $\mathrm{N}^{\prime} O Z$ and $Y^{\prime} O Z$. By $\S 19$, the formulas of transformation are

$$
z=z^{\prime}, \quad x=\frac{x^{\prime}+y^{\prime}}{\sqrt{2}}, \quad y=\frac{-x^{\prime}+y^{\prime}}{\sqrt{2}} .
$$

Substituting these values in (1), and simplifying, we have

$$
\begin{equation*}
z^{\prime}=2 a x^{\prime} y^{\prime}, \tag{2}
\end{equation*}
$$

which is the equation given above with $k=2 a$.

The discussion of the plane sections of the surface (fig. 194) made by the planes parallel to the coördinate planes is left to the student.

If $b \neq a$, we can make a similar transformation by using the formulas of $\S 21$, and the result will be $z^{\prime}=k x^{\prime} y^{\prime}$, only the coördinates will not be rectangular.
144. Surfaces of revolution. If the sections of a surface made by planes parallel to one of the coördinate planes are circles with their centers on the axis of coördinates which is perpendicular to the cutting planes, the surface is a surface of revolution (§133) with that coördinate axis as the axis of revolution. This will always occur when the equation of the surface is in the form $F\left(\sqrt{x^{2}+y^{2}}, z\right)=0$, which means that the two coördinates $x$ and $y$ enter only in the combination $\sqrt{x^{2}+y^{2}}$; for if we place $z=z_{1}$ in this equation to find the corresponding section, and solve the resulting equation for $x^{2}+y^{2}$, we have, as a result, the equation of one or more circles, according to the number of roots of the equation in $x^{2}+y^{2}$.

Again, if we place $x=0$, we have the equation $F^{\prime}(y, z)=0$, which is the equation of the generating curve in the plane Yoz. Similarly, if we place $y=0$, we have $F(x, z)=0$, which is the equation of the generating curve in the plane $\mathcal{H O Z}$. It should be noted that the coürdinate which appears uniquely in the equation shows which axis of coördinates is the axis of revolution.

Ex. 1. Show that the unparted hyperboloid $\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}+\frac{z^{2}}{u^{2}}=1$ is a surface of revolution.

Writing this equation in the form

$$
\frac{x^{2}+z^{2}}{a^{2}}-\frac{y^{2}}{l^{2}}-1=0
$$

we see that it is a surface of revolution with $O Y^{r}$ as the axis.
Placing $z=0$, we have $\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}=1$, an hyperbola, as the generating curve. The hyperbola was revolved about its conjugate axis.

Conversely, if we have any plane curve $F(x, z)=0$ in the plane $F O Z$, the equation of the surface formed by revolving it about $O Z$ as an axis is $F\left(\sqrt{x^{2}+y^{2}}, z\right)=0$, which is formed by simply replacing $x$ in the equation of the curve by $\sqrt{x^{2}+y^{2}}$.

Ex. 2. Find the equation of the sphere formed by revolving the circle $x^{2}+z^{2}=a^{2}$ about $O X$ as an axis.

Replacing $z$ by $\sqrt{y^{2}+z^{2}}$, we have as the equation of the sphere,

$$
x^{2}+y^{2}+z^{2}=a^{2}
$$

This equation may also be found directly from a figure.

Let $P_{1}$ (fig. 195) be any point of the circle, and let $P$ be any point of the sphere, on the circle described by $P_{1}$. Since $P_{1}$ is a point of the circle,

$$
\begin{equation*}
\overline{O L}^{2}+\overline{L P}_{1}^{2}=a^{2} \tag{1}
\end{equation*}
$$

But $L P_{1}=L P=\sqrt{\overline{L M}^{2}+\overline{M P}^{2}}$. Substituting this value of $L P_{1}$ in (1), we have

$$
\begin{aligned}
\overline{O L}^{2}+\overline{L M}^{2}+{\overline{M P^{2}}}^{2} & =a^{2} \\
\text { or } \quad & y^{2}+y^{2}+z^{2}
\end{aligned}=a^{2}, ~ l
$$

as the equation of the sphere.


Fig. 195
145. Projection. The projection of a point on a straight line is defined as the point of intersection of the line and a plane through the point perpendicular to the line. Hence, in fig. 186, $L, M$, and $N$ are the projections of the point $P$ on the axes of $x, y$, and $z$ respectively.

The projection of one straight line of finite length upon a second straight line is the part of the second line included between the projections of the ends of the first line, its direction being from the projection of the initial point of the first line to the projection of the terminal point of the first line. In fig. 196, for example,


Fig. 196 the projections of $A$ and $B$ on $M N$ being $A^{\prime}$ and $B^{\prime}$ respectively, the projection of $A B$ on $M N$ is $A^{\prime} B^{\prime}$, and the projection of $B A$ on $M N$ is $B^{\prime} A^{\prime}$. If $M N$ and $A B$ denote the positive directions respectively of these lines, it follows that $A^{\prime} B^{\prime}$ is positive when
it has the same direction as $M N$, and is negative when it has the opposite direction to $M N$.

In particular, the projection on $O X$ of the straight line $P_{1} P_{2}$ drawn from $P_{1}\left(x_{1}, y_{1}, z_{1}\right)$ to $P_{2}\left(x_{2}, y_{2}, z_{2}\right)$ is $L_{1} L_{2}$, where $O L_{1}=x_{1}$ and $O L_{2}=x_{2}$. But. $L_{1} L_{2}=x_{2}-x_{1}$, by $\S 3$. Hence the projection of $P_{1} P_{2}$ on $O X$ is $x_{2}-x_{1}$; and, similarly, its projections on $O Y$ and $O Z$ are respectively $y_{2}-y_{1}$ and $z_{2}-z_{1}$.

If we define the angle between any two lines in space as the angle between lines parallel to them and drawn from a common point, then the projection of one straight line on a second is the product of the length of the first line and the cosine of the angle between the positive directions of the two lines. Then, if $\phi$ is the angle between $A B$ and $M N$ (fig. 196),

$$
A^{\prime} B^{\prime}=A B \cos \phi
$$

To prove this proposition, draw $A^{\prime} C$ parallel to $A B$ and meeting the plane $S T$ at $C$. Then $A^{\prime} C^{\prime}=A B$, and $A^{\prime} B^{\prime}=A^{\prime} C \cos \phi$, by $\S 2$, whence the truth of the proposition is evident.

Defining the projection of a broken line upon a straight line as the sum of the projections of its segments, we may prove, as in $\S 2$, that the projections on any straight line of a
 broken line and the straight line joining its ends are the same.

We will now show that the projection of any plane area upon another plane is the product of that area and the cosine of the angle between the planes.

Let $X^{\prime} O Y$ (fig. 197) be any plane through $O Y$ making an angle $\phi$ with the plane XOY . Let $A^{\prime} B^{\prime}$ be any area in $X^{-1} O Y$ such that any straight line parallel to $O X^{\prime}$ intersects its boundary in not more than two points, and let $A B$ be its projection on XOY .

Then (§ 125)

$$
\begin{equation*}
\text { area } A^{\prime} B^{\prime}=\int\left(x_{2}^{\prime}-x_{1}^{\prime}\right) d y \tag{1}
\end{equation*}
$$

the limits of integration being taken so as to include the whole area.

In like manner, area $A B=\int\left(x_{2}-x_{1}\right) d y$,
the limits of integration being taken so as to cover the whole area.
But the values of $y$ are the same in both planes, since they are measured parallel to the line of intersection of the two planes; and hence the limits in (1) and (2) are the same. Since the $x$ coörlinate is measured perpendicular to the line of intersection, $x_{2}=x_{2}^{\prime} \cos \phi, x_{1}=x_{1}^{\prime} \cos \phi$, and (2) becomes

$$
\text { area } \begin{aligned}
A B & =\int\left(x_{2}^{\prime}-x_{1}^{\prime}\right) \cos \phi d y \\
& =\cos \phi \int\left(x_{2}^{\prime}-x_{1}^{\prime}\right) d y \\
& =(\cos \phi)\left(\operatorname{area} A^{\prime} B^{\prime}\right)
\end{aligned}
$$

146. Components of a directed straight line. Let $P_{1} P_{2}$ (fig. 198) be a straight line, the direction of which is from $P_{1}$ to $P_{22}$. Through $P_{1}$ and $P_{2}$ pass planes parallel respectively to the coördinate planes, thereby forming on $P_{1} P_{2}$ as a diagonal a rectangular parallelepiped with its edges parallel to the coördinate axes. The lines $P_{1} \rho, P_{1} R$, and $P_{1} S$, considered with respect to both length and direction, are called the components of $P_{1} P_{2}$. It is evident that they are the projec-
 tions of $P_{1} P_{2}$ on $O X, O Y$, and $O Z$ respectively.

Conversely, the components of a straight line will determine its direction and length, but not its position ; for if the components are given equal to $a, b$, and $c$, we may lay off, from any point $P_{1}$, a straight line parallel to $O N$ and equal to $a$ in length, a straight line parallel to $O Y$ and equal to $b$ in length, and a straight line parallel to $O Z$ and equal to $c$ in length. These three lines determine the edges of a rectangular parallelepiped, and hence determine the diagonal drawn from $P_{1}$. That is, if $P_{1} Q$ (fig. 198) is laid off equal to $\pi, P_{1} R$ equal to $b$, and $P_{1} S$ equal
to $c$, the rectangular parallelepiped is determined, and hence the diagonal $P_{1} P_{2}$ is determined in both length and direction.

It is evident that the direction of $P_{1} P_{2}$ will not be changed if $a, b$, and $c$ are multiplied by the same number; in other words, the ratios of the components are the essential elements in fixing the direction of the line. We shall accordingly speak of a straight line as having the direction $a: b: c$.

On the other hand, the length of the line does depend upon the values of $a, b$, and $c$, for

$$
\begin{equation*}
P_{1} P_{2}=\sqrt{P_{1} \varphi_{l}^{2}+{\overline{P_{1} L_{1}}}^{2}+{\overline{P_{1} S^{2}}}^{2}}=\sqrt{a^{2}+b^{2}+c^{2}} . \tag{1}
\end{equation*}
$$

147. Distance between two points. An important application of (1), $\S 146$, is in finding the distance between two points $P_{1}\left(x_{1}, y_{1}, z_{1}\right)$ and $P_{2}\left(x_{2}, y_{2}, z_{2}\right)$. Referring to fig. 198, we have, by $\$ 145, \quad a=P_{1} Q=x_{2}-x_{1}, \quad b=P_{1} l_{i}=y_{2}-y_{1}, \quad c=I_{1} S=z_{2}-z_{1}$; whence

$$
\begin{equation*}
P_{1} I_{2}^{\prime}=\sqrt{\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}+\left(z_{2}-z_{1}\right)^{2}} \tag{1}
\end{equation*}
$$

Ex. 1. Find the length of the straight line joining the points (1, 2, $-1)$ and (3, $-1,3$ ).

The required length is

$$
\sqrt{(3-1)^{2}+(-1-2)^{2}+(3+1)^{2}}=\sqrt{29} .
$$

Ex. 2. Find a point $\sqrt{1 t}$ units distant from each of the three points $(1,0,3),(2,-1,1),(3,1,2)$.

Let $P(x, y, z)$ be the required point.
Then

$$
\begin{aligned}
& (x-1)^{2}+(y-0)^{2}+(z-3)^{2}=14, \\
& (x-2)^{2}+(y+1)^{2}+(z-1)^{2}=14, \\
& (x-3)^{2}+(y-1)^{2}+(z-2)^{2}=14 .
\end{aligned}
$$

Solving these three equations, we determine the two points ( $0,2,0$ ) and $(4,-2,4)$.

Ex. 3. Find the equation of a sphere of radius $r$ with its center at $P_{1}\left(x_{1}, y_{1}, z_{1}\right)$.

If $P(x, y, z)$ is any point of the sphere,

$$
\left(x-x_{1}\right)^{2}+\left(y-y_{1}\right)^{2}+\left(z-z_{1}\right)^{2}=r^{2} .
$$

Conversely, if $P(x, y, z)$ is any point the coördinates of which satisfy this equation, $P$ is at the distance $r$ from $P_{1}$, and hence is a point of the sphere. Therefore this is the required equation of the sphere.
148. Direction cosines. If we denote by $\alpha, \beta$, and $\gamma$ the angles which a straight line makes with the positive directions of the coördinate axes $O X, O Y$, and $O Z$ respectively, the cosines of these angles, i.c. $\cos \alpha, \cos \beta, \cos \gamma$ are called the direction cosines of the line.

If the line is drawn through the origin, as in fig. 199, it is evident that the same straight line makes the angles $\alpha, \beta, \gamma$ or $\pi-\alpha, \pi-\beta, \pi-\gamma$ with the coördinate axes, according to the direction in which the line is drawn. Hence its direction cosines are either $\cos \alpha, \cos \beta, \cos \gamma$ or $-\cos \alpha,-\cos \beta, \quad-\cos \gamma$. Hence the straight line can have but one set of direction cosines after its direction has been chosen.

The direction cosines may be deter-
 mined directly from the components of the line; for, referring to fig. 198, we see that

$$
\begin{equation*}
\cos \alpha=\frac{P_{1} Q}{P_{1} P_{2}}, \quad \cos \beta=\frac{P_{1} R}{P_{1} P_{2}}, \quad \cos \gamma=\frac{P_{1} S}{P_{1} P}, \tag{1}
\end{equation*}
$$

or

$$
\left.\begin{array}{l}
\cos \alpha=\frac{a}{\sqrt{a^{2}+b^{2}+c^{2}}}, \cos \beta=\frac{b}{\sqrt{a^{2}+b^{2}+c^{2}}}, \\
\cos \gamma=\frac{c}{\sqrt{a^{2}+b^{2}+c^{2}}} .
\end{array}\right\}
$$

Squaring and adding equations (2), we have

$$
\begin{equation*}
\cos ^{2} \alpha+\cos ^{2} \beta+\cos ^{2} \gamma=1 \tag{3}
\end{equation*}
$$

that is, the sum of the squares of the direction cosines of any straight line is always equal to unity.

It follows that the direction cosines of any line are not independent quantities.

Ex. Since the length of the line of Ex. 1, § 147, is $\sqrt{29}$, and its respective components are $2,-3$, and 4 , it follows that its direction cosines are $\frac{2}{\sqrt{29}},-\frac{3}{\sqrt{29}}, \frac{4}{\sqrt{29}}$.
149. Angle between two straight lines. Given two straight lines having the respective directions $a_{1}: b_{1}: c_{1}$ and $a_{2}: b_{2}: c_{2}$. If they are drawn from a common point $P(x, y, z)$ (fig. 200), let the segment of the first line extend to $P_{1}$ and the segment of the second line extend to $P_{2}$, so that the coördinates of $P_{1}$ are $x+a_{1}, y+b_{1}$, and $z+c_{1}$, and the coördinates of $P_{2}$ are $x+a_{2}, y+b_{2}$, and $z+c_{2}$. It follows that the components of $P_{1} P_{2}$ are $a_{2}-a_{1}, b_{2}-b_{1}$, and $c_{2}-c_{1}$.

Then if $\theta$ is the angle between these two lines, we have, by trigonometry,

$$
\begin{equation*}
\cos \theta=\frac{{\overline{P P_{1}}}^{2}+{\overline{P P_{2}^{2}}}^{2}-{\overline{P_{1} P_{2}}}^{2}}{2 P P_{1} \cdot P P_{2}} \tag{1}
\end{equation*}
$$

But

$$
\begin{aligned}
& {\overline{P P_{1}^{2}}=a_{1}^{2}+b_{1}^{2}+c_{1}^{2},}_{\overline{P P}_{2}^{2}=a_{2}^{2}+b_{2}^{2}+c_{2}^{2},}^{\bar{P}_{1} P_{2}^{2}=\left(a_{2}-a_{1}\right)^{2}+\left(b_{2}-b_{1}\right)^{2}+\left(c_{2}-c_{1}\right)^{2},}
\end{aligned}
$$

whence, by substitution in (1) and simplification,

$$
\begin{equation*}
\cos \theta=\frac{a_{1} a_{2}+b_{1} b_{2}+c_{1} c_{2}}{\sqrt{a_{1}^{2}+b_{1}^{2}+c_{1}^{2}} \sqrt{a_{2}^{2}+b_{2}^{2}+c_{2}^{2}}} \tag{2}
\end{equation*}
$$

If $\cos \alpha_{1}, \cos \beta_{1}, \cos \gamma_{1}$ are the direction cosines of $P P_{1}$, and $\cos \alpha_{2}$, $\cos \beta_{2}, \cos \gamma_{2}$ are the direction cosines of $P P_{2}$, formula (2) may be written, by (2), § 148,

$$
\begin{equation*}
\cos \theta=\cos \alpha_{1} \cos \alpha_{2}+\cos \beta_{1} \cos \beta_{2}+\cos \gamma_{1} \cos \gamma_{2} . \tag{3}
\end{equation*}
$$

If the lines are perpendicular to each other, $\cos \theta=0$, and $(2)$ and (3) reduce respectively to

$$
\begin{equation*}
a_{1} a_{2}+b_{1} b_{2}+c_{1} c_{2}=0 \tag{4}
\end{equation*}
$$

and $\quad \cos \alpha_{1} \cos \alpha_{2}+\cos \beta_{1} \cos \beta_{2}+\cos \gamma_{1} \cos \gamma_{2}=0$.
If the lines are parallel to each other,

$$
\cos \alpha_{1}=\cos \alpha_{2}, \quad \cos \beta_{1}=\cos \beta_{2}, \quad \cos \gamma_{1}=\cos \gamma_{2}
$$

whence it is easily shown that

$$
\begin{equation*}
\frac{a_{1}}{a_{2}}=\frac{b_{1}}{b_{2}}=\frac{c_{1}}{c_{2}} . \tag{6}
\end{equation*}
$$

150. Direction of the normal to a plane. Let $I_{1}\left(x_{1}, y_{1}, z_{1}\right)$ and $I_{2}^{P}\left(x_{2}, y_{2}, z_{2}\right)$ be any two points of the plane

$$
\begin{equation*}
A x+B y+C z+D=0 . \tag{1}
\end{equation*}
$$

Substituting their coördinates in (1), we have

$$
\begin{align*}
& A x_{1}+B y_{1}+C z_{1}+D=0  \tag{2}\\
& A x_{2}+B y_{2}+C z_{2}+D=0 . \tag{3}
\end{align*}
$$

Subtracting (2) from (3), we have

$$
\begin{equation*}
A\left(\left(x_{2}-x_{1}\right)+B\left(y_{2}-y_{1}\right)+C\left(z_{2}-z_{1}\right)=0,\right. \tag{4}
\end{equation*}
$$

whence, by (4), § 149 , the direction $A: B: C$ is normal to the direction $x_{2}-x_{1}: y_{2}-y_{1}: z_{2}-z_{1}$. But the latter direction is the direction of any straight line of the plane. Hence the direction $A: B: C$ is the direction of the normal to the plane $A x+B y$ $+C z+D=0$.
151. Equation of a plane through a given point perpendicular to a given direction. Let the plane pass through a given point $P_{1}\left(x_{1}, y_{1}, z_{1}\right)$ perpendicular to a straight line having a given direction $A: B: C$. Let $P(x, y, z)$ be any point of the plane. Then $x-x_{1}: y-y_{1}: z-z_{1}$ is the direction of $P_{1} P$, i.e. is the direction of any straight line through $P_{1}$ in the plane.

Since a perpendicular to a plane is perpendicular to every line in the planc, it follows that

$$
A\left(x-x_{1}\right)+B\left(y-y_{1}\right)+C\left(z-z_{1}\right)=0
$$

which is, accordingly, the required equation of the plane.
Since every plane may be determined in this way, and this equation is a linear equation, it follows that every plane may be represented by a linear equation.

Ex. Find the equation of a plane passing through the point (1, 2, 1) and normal to the straight line having the direction $2: 3:-1$.

The equation is
or

$$
\begin{array}{r}
2(x-1)+3(y-2)-1(z-1)=0, \\
2 x+3 y-z-7=0 .
\end{array}
$$

152. Angle between two planes. Let the two planes be

$$
\begin{align*}
& A_{1} x+B_{1} y+C_{1} z+D_{1}=0  \tag{1}\\
& A_{2} x+B_{2} y+C_{2} z+D_{2}=0 \tag{2}
\end{align*}
$$

The angle between these planes is the same as the angle between their respective normals, the directions of which are respectively the directions $A_{1}: B_{1}: C_{1}$ and $A_{2}: B_{2}: C_{2}$. Hence, if $\theta$ is the angle between the two planes, by (2), § 149 ,

$$
\cos \theta=\frac{A_{1} A_{2}+B_{1} B_{2}+C_{1} C_{2}}{\sqrt{A_{1}^{2}+B_{1}^{2}+C_{1}^{2}} \sqrt{A_{2}^{2}+B_{2}^{2}+C_{2}^{2}}}
$$

The conditions for perpendicularity and parallelism of the planes are respectively
and

$$
\begin{gathered}
A_{1} A_{2}+B_{1} B_{2}+C_{1} C_{2}=0 \\
\frac{A_{1}}{A_{2}}=\frac{B_{1}}{B_{2}}=\frac{C_{1}}{C_{2}} .
\end{gathered}
$$

153. Equations of a straight line. In space of three dimensions a single equation in general represents a surface; hence, in general, a curve cameot be represented ly a single cquation. A curve may, however, be regarded as the line of intersection of two surfaces. Then the coorrdinates of every point of the curve satisfy the equations of the surfaces simultaneously ; and, conversely, any point the coördinates of which satisfy the equations of the surfaces simultaneously is in their curve of intersection. Hence, in general, the locus of two simultaneous equations in $x, y$, and $z$ is a eurve.

In particular, the locus of the two simulteneons linear equations

$$
\begin{aligned}
& A_{1} x+B_{1} y+C_{1} z+I_{1}=0, \\
& A_{2} x+B_{2} y+C_{2} z+I_{2}=0,
\end{aligned}
$$

is a straight line, since it is the line of intersection of the two planes respectively represented by the two equations.

We will now find the equations of the straight line determined by two points, and the equations of the straight line passing through a known point in a given direction.
154. Straight line determined by two points. Let the given points be $P_{1}\left(x_{1}, y_{1}, z_{1}\right)$ and $P_{2}\left(x_{2}, y_{2}, z_{2}\right)$. Then the direction of $P_{1} P_{2}$ is $x_{2}-x_{1}: y_{2}-y_{1}: z_{2}-z_{1}$. Let $P(x, y, z)$ be any point of the line. Then the direction of $P_{1} P$ is $x-x_{1}: y-y_{1}: z-z_{1}$.

Since $P_{1} P$ and $P_{1} P_{2}^{2}$ are parts of the same straight line, and hence parallel, it follows that

$$
\frac{x-x_{1}}{x_{2}-x_{1}}=\frac{y-y_{1}}{y_{2}-y_{1}}=\frac{z-z_{1}}{z_{2}-z_{1}}
$$

Here are but two independent equations in $x, y$, and $z$. This result proves the converse of the statement above, that two linear equations always represent a straight line; for we have any straight line represented by two linear equations.

It is to be noted that, if in the formation of these fractions any denominator is zero, the corresponding component is zero, and the line is perpendicular to the corresponding axis.

Ex. Find the equations of the straight line determined by the points $(1,5,-1)$ and $(2,-3,-1)$.

$$
\frac{x-1}{2-1}=\frac{y-5}{-3-5}=\frac{z+1}{-1+1} .
$$

Hence the two equations of the line are $z+1=0$, since the line is parallel to the $X O Y$ plane and passes through a point for which $z=-1$, and $8 x+y-13=0$, formed by equating the first two fractions.
155. Straight line passing through a known point in a given direction. If the direction of the line is given as $a: b: c$, the equations of the line are evidently

$$
\begin{equation*}
\frac{x-x_{1}}{a}=\frac{y-y_{1}}{b}=\frac{z-z_{1}}{c}, \tag{1}
\end{equation*}
$$

for in the formula of $\S 154$ we may place $x_{2}-x_{1}=a, y_{2}-y_{1}=b, z_{2}-z_{1}=c$.

If the direction of the line is given in terms of its direction cosines, the derivation
 of the equations is as follows:

Let $P_{1}\left(x_{1}, y_{1}, z_{1}\right)$ (fig. 201) be a known point of the line, and let $l, m$, and $n$ be its direction cosines. Let $P(x, y, z)$ be any point of the line. On $P_{1} P$ as a diagonal construct a parallelepiped as in $\S 146$. Then if we denote $P_{1} P$ by $r$, we have

$$
P_{1} Q=l r, \quad P_{1} R=m r, \quad P_{1} S=n r .
$$

But

$$
\begin{gathered}
P_{1} Q=x-x_{1}, \quad P_{1} R=y-y_{1}, \quad P_{1} S=z-z_{1}, \\
x-x_{1}=l r, \quad y-y_{1}=m r, \quad z-z_{1}=n r .
\end{gathered}
$$

whence

Eliminating $r$ from these last three equations, we have

$$
\begin{equation*}
\frac{x-x_{1}}{l}=\frac{y-y_{1}}{m}=\frac{z-z_{1}}{n}, \tag{2}
\end{equation*}
$$

which are but two independent linear equations.
156. Determination of the direction cosines of a straight line. If the equations of the straight line are in any one of the forms of $\S \S 154$ and 155 , the determination of the direction cosines is very easy, for the denominators of the fractions in those formulas are either the direction cosines of the line or else give the components for the line, from which the direction cosines are quickly computed.

If the equations of the straight line, however, are in any other form, as

$$
\begin{align*}
& A_{1} x+B_{1} y+C_{1} z+I_{1}=0,  \tag{1}\\
& A_{2} x+B_{2} y+C_{2} z+I_{2}=0, \tag{2}
\end{align*}
$$

let its direction cosines be $1, m$, and $n$. Since the line lies in both planes (1) and (2), it is perpendicular to the normal to each. Therefore, by (4), § 149 ,

$$
\begin{align*}
A_{1} l+B_{1} m+C_{1} n & =0, \\
A_{2} l+B_{2} m+C_{2} n & =0 ; \\
l^{2}+m^{2}+n^{2} & =1 .
\end{align*}
$$

also
Here are three equations from which the values of $l, m$, and $n$ may be found.

Ex. Find the direction cosines of the straight line $2 x+3 y+z-4=0$, $4 x+y-z+7=0$.

The three equations for $l, m$, and $n$ are

$$
\begin{aligned}
2 l+3 n+n & =0, \\
4 l+m-n & =0, \\
l^{2}+m^{2}+n^{2} & =1,
\end{aligned}
$$

the solutions of which are
or

$$
\begin{array}{ll}
l=\frac{2}{\sqrt{38}}, & m=-\frac{3}{\sqrt{38}}, \\
l & n=\frac{5}{\sqrt{38}} \\
l & =\frac{2}{\sqrt{38}},
\end{array} \quad m=\frac{3}{\sqrt{38}}, \quad n=-\frac{5}{\sqrt{38}} .
$$

Since $\cos \left(180^{\circ}-\phi\right)=-\cos \phi$, it is evident that if the angles corresponding to the first solntion are $\alpha_{1}, \beta_{1}, \gamma_{1}$, the angles corresponding to the second solntion are $180^{\circ}-\alpha_{1}, 180^{\circ}-\beta_{1}, 180^{\circ}-\gamma_{1}$. Since these two directions are each the negative of the other, it is sufficient to take either solution and ignore the other.
157. Distance of a point from a plane. Let it be required to find the perpendicular distance from the point $I_{1}\left(x_{1}, y_{1}, z_{1}\right)$ to the plane

$$
A x+B y+C z+D=0
$$

From $P_{1}$ (fig. 202) draw the required perpendicular $P_{1} N$ and also a line parallel to the axis of $z$ and let it cut the plane in $R$. Then for the point $R, x=x_{1}, y=y_{1}$, and $z$ is determined from the equation of the plane as

$$
z=\frac{-A x_{1}-B y_{1}-D}{C}
$$



Hence

$$
\begin{aligned}
R P_{1} & =z_{1}-\frac{-A x_{1}-B y_{1}-D}{C} \\
& =\frac{A x_{1}+B y_{1}+C z_{1}+D}{C}
\end{aligned}
$$

But $P_{1} N=R P_{1} \cos \gamma$ where $\gamma$ is the angle $R P_{1} N$ which is equal to the angle made by the normal to the plane with the line $O Z$. Then, by $\S 150$,

Hence

$$
\begin{aligned}
\cos \gamma & = \pm \frac{C}{\sqrt{A^{2}+B^{2}+C^{2}}} \\
P_{1} N & = \pm \frac{A x_{1}+B y_{1}+C z_{1}+D}{\sqrt{A^{2}+B^{2}+C^{2}}}
\end{aligned}
$$

is the magnitude of the required distance, being positive for all points on one side of the plane and negative for all points on the other side. If we choose, we may take the sign of the radical always nositive, in which case we can determine for which side of the plane the above result is positive by testing for some one point, preferably the origin.

Ex. Find the distance of the point $(1,2,1)$ from the plane $2 x-3 y$ $+6 z+14=0$. The required distance is

$$
\frac{2(1)-3(2)+6(1)+14}{7}=2 \frac{2}{7} .
$$

Furthermore the point is on the same side of the plane as the origin, for if $(0,0,0)$ had been substituted, the result would have been 2, i.e. of the same $\operatorname{sign}$ as $2 \frac{2}{7}$.
158. Problems on the plane and the straight line. In this article we shall solve some problems illustrating the use of the equations of the plane and the straight line.

1. Plane through a given line and subject to one other condition. Let the given line be

$$
\begin{align*}
& A_{1} x+B_{1} y+C_{1} z+I_{1}=0,  \tag{1}\\
& A_{2} x+I_{2} y+C_{2} z+I_{2}=0 . \tag{2}
\end{align*}
$$

Multiplying the left-hand members of (1) and (2) by $k_{1}$ and $k_{2}$ respectively, where $k_{1}$ and $k_{2}$ are any two quantities independent of $x, y$, and $z$, and placing the sum of these products equal to zero, we have the equation

$$
\begin{equation*}
k_{1}\left(A_{1} x+B_{1} y+C_{1} z+I_{1}\right)+k_{2}\left(A_{2} x+B_{2} y+C_{2} z+I_{2}\right)=0 . \tag{3}
\end{equation*}
$$

Equation (3) is the equation of a plane, since it is a linear equation, and furthermore it passes through the given straight line, since the coördinates of every point of that line satisfy (3) by virtue of (1) and (2). Hence (3) is the reduired plame, and it may be made to satisfy another condition by determining the values of $k_{1}$ and $k_{2}$ appropriately.

Ex. 1. Find the equation of the plane determined ly the point $(0,1,0)$ and the line $4 x+3 y+2 z-4=0,2 x-11 y-4 z-12=0$.

The equation of the required plane may be written

$$
\begin{equation*}
k_{1}(4 x+3 y+2 z-4)+k_{2}(2 x-11 y-4 z-12)=0 \tag{1}
\end{equation*}
$$

Since $(0,1,0)$ is a point of this plane, its coürdinates satisfy (1), and hence

$$
k_{1}+23 k_{2}=0, \text { or } k_{1}=-23 k_{2} .
$$

Substituting this value of $k_{1}$ in (1), and reducing, we have as the required equation,

$$
9 x+8 y+5 z-8=0
$$

Ex. 2. Find the equation of the plane passing through the line $4 x+3 y$ $+2 z-4=0,2 x-11 y-4 z-12=0$, and perpendicular to the plane $2 x+y-2 z+1=0$.

The equation of the required plane may be written

$$
\begin{equation*}
k_{1}(4 x+3 y+2 z-4)+k_{2}(2 x-11 y-4 z-12)=0 \tag{1}
\end{equation*}
$$

or $\left(4 k_{1}+2 k_{2}\right) x+\left(3 k_{1}-11 k_{2}\right) y+\left(2 k_{1}-4 k_{2}\right) z+\left(-4 k_{1}-12 k_{2}\right)=0$.
Since this plane is to be perpendicular to the plane $2 x+y-2 z+1=0$,

$$
2\left(4 k_{1}+2 k_{2}\right)+1\left(3 k_{1}-11 k_{2}\right)-2\left(2 k_{1}-4 k_{2}\right)=0
$$

whence $k_{2}=-7 k_{1}$.
Substituting this value of $k_{2}$ in (1), and reducing, we have as the required equation,

$$
x-8 y-3 z-8=0
$$

2. Plane determined by three points. If the equations of the straight line determined by two of the points are derived, we may then pass a plane through that line and the third point, as in Ex. 1. The result is evidently the required plane.

Ex. 3. Find the equation of the plane determined by the three points $(1,1,1),(-1,1,2)$, and $(2,-3,-1)$.

The equations of the straight line determined by the first two points are

$$
\frac{x-1}{-1-1}=\frac{y-1}{1-1}=\frac{z-1}{2-1}
$$

which reduce to $y-1=0, \quad x+2 z-3=0$.
The equation of the required plane is now written in the form

$$
k_{1}(y-1)+k_{2}(x+2 z-3)=0 .
$$

Substituting $(2,-3,-1)$ in this equation, we have

$$
-4 k_{1}-3 k_{2}=0, \quad \text { or } \quad k_{2}=-\frac{4}{3} k_{1} .
$$

Substituting this value of $k_{2}$ in the equation of the plane, and simplifying, we have as our required equation,

$$
4 x-3 y+8 z-9=0 .
$$

159. Space curves. We saw in $\S 153$ that, in general, the locus of two simultaneous equations in $x, y$, and $z$ is a curve -
the curve of intersection of the surfaces represented by the equations taken independently.

Let

$$
\begin{equation*}
f_{1}(x, y, z)=0, \quad f_{2}(x, y, z)=0 \tag{1}
\end{equation*}
$$

be the two equations of a space curve.
If we assign a value to one of the coördinates in equations (1), as $x$ for example, there are two equations from which to determine the corresponding values of $y$ and $z$, in general a determinate problem. But if values are assigned to two of the coördinates, as $x$ and $y$, there are two equations from which to determine a single unknown, $z$, a problem generally impossible. Hence there is only one independent variable in the equations of a curve.

In general, we may make $x$ the independent variable and place the equations in the form

$$
\begin{equation*}
y=\phi_{1}(x), \quad z=\phi_{2}(x), \tag{2}
\end{equation*}
$$

by solving the original equations (1) of the curve for $y$ and $z$ in terms of $x$. The new surfaces, $y=\phi_{1}(x), z=\phi_{2}(x)$, determining the eurve, are cylinders ( $\$ 142$ ), with elements parallel to $O Z$ and $O Y$ respectively. The equation $y=\phi_{1}(x)$ interpreted in the plane $X O Y$ is the equation of the projection ( $\S 145$ ) of the eurve on that plane. Similarly, the equation $z=\phi_{2}(x)$, interpreted in the plane $Z O X$, is the equation of the projection of the curve on that plane.

Hence, to find the projection of the curve (1) on the XO V' plane we eliminate $z$ from the two equations.

Similarly, to find the projection on the NOZ plane we eliminate $y$, and to find the projection on the $Y O Z$ plane we eliminate $x$.

Finally, the three equations

$$
\begin{equation*}
x=f_{1}(t), \quad y=f_{2}(t), \quad z=f_{3}(t) \tag{3}
\end{equation*}
$$

are parametric equations of a curve. They may generally be put in the form $y=\phi_{1}(x), z=\phi_{2}(x)$, by eliminating $t$ from the first and second equations, and from the first and third equations.

Ex. The space curve called the helix is the path of a point which moves around the surface of a right circular cylinder with a coustant angular velocity and at the same time moves parallel to the axis of the cylinder with a constant linear velocity.

Let the radius of the cylinder (fig. 203) be $a$, and let its axis coincide with (IZ. Let the constant angular velocity be $\omega$ and the constant linear velocity be $r$. Then if $\theta$ denotes the angle throngh which the plane $Z O P$ has swong from its initial position $Z O X$, the coördinates of any point $P(x, y, z)$ of the helix are given by the equations

$$
\begin{aligned}
& x=a \cos \theta \\
& y=a \sin \theta \\
& z=v t .
\end{aligned}
$$

But $\theta=\omega t$, and accordingly we may have as the paranetric equations of the helix,

$$
\begin{aligned}
& x=a \cos \omega t \\
& y=a \sin \omega t \\
& z=v t
\end{aligned}
$$

$t$ being the variable parameter.
Or, since $t=\frac{\theta}{\omega}$, we may regard $\theta$ as the variable parameter, and the equations are

$$
\begin{aligned}
& x=a \cos \theta \\
& y=a \sin \theta \\
& z=k \cdot
\end{aligned}
$$



Fig. 203
where $k$ is the constant $\frac{v}{\omega}$.
160. Direction of space curve and element of arc. Let $P(x, y, z)$ be any point of a curve, and $Q(x+\Delta x, y+\Delta y, z+\Delta z)$ be any second point of the curve. Then the direction cosines of the chord $P Q$ are

$$
\frac{\Delta x}{\sqrt{\overline{\Delta x}^{2}+\overline{\Delta y}^{2}+\overline{\Delta z}^{2}}}, \frac{\Delta y}{\sqrt{\Delta x^{2}+\overline{\Delta y}^{2}+\overline{\Delta z}^{2}}}, \frac{\Delta z}{\sqrt{\overline{\Delta x}^{2}+\overline{\Delta y}^{2}+\overline{\Delta z}^{2}}} .
$$

As the point $Q$ approaches the point $P$ along the curve, $\Delta x, \Delta y$, and $\Delta z$ each approach zero as a limit, and the direction cosines of the chord $P Q$ approach the direction cosines of the tangent to the curve at $P$ as limits. To determine these limits, denote by $s$ the distance of the point $P$ from some fixed point
of the curve, $s$ being measured along the curve. Then the * arc $P Q=\Delta s$; and $\Delta s \doteq 0$ as $P Q$ approaches the tangent.

Now
whence

$$
\operatorname{Lim}_{\Delta s=0} \frac{\Delta x}{\sqrt{\overline{\Delta x}^{2}+\overline{\Delta y}^{2}+\overline{\Delta z}^{2}}}=\frac{d x}{d s},
$$

for

$$
\operatorname{Lim} \frac{\Delta s}{\sqrt{\Delta x^{2}+\overline{\Delta y}^{2}+\overline{\Delta z}^{2}}}=1
$$

Proceeding in the same way with the other two ratios, we have $\frac{d x}{d s}, \frac{d y}{d s}, \frac{d z}{d s}$ as the direction cosines of the curve at any point, since the directions of the tangent and the curve at any point are the same.

But

$$
\left(\frac{d x}{d s}\right)^{2}+\left(\frac{d y}{d s}\right)^{2}+\left(\frac{d z}{d s}\right)^{2}=1 ;
$$

whence

$$
\begin{equation*}
d s=\sqrt{d x^{2}+d y^{2}+d z^{2}} \tag{1}
\end{equation*}
$$

a formula for the differential of the are of any space curve.
It also follows from (1) that we may speak of the direction of the curve as the direction $d x: d y: d z$.

Ex. 1. Find the direction of the helix

$$
x=a \cos \theta, \quad y=a \sin \theta, \quad z=k \cdot \theta,
$$

at the point for which $\theta=0$.
Here $d x=-a \sin \theta d \theta, d y=a \cos \theta d \theta, d z=k \cdot d \theta$. Therefore, at the point for which $\theta=0$, the direction is the direction $0: a d \theta: k d \theta$, and the direction cosines are $0, \frac{a}{\sqrt{a^{2}+k^{2}}}, \frac{k}{\sqrt{a^{2}+k^{2}}}$.

Ex. 2. Find the length of an are of the helix corresponding to an increase of $2 \pi$ in $\theta$.

Using the values of $d x, d y$, and $d z$ found in Ex. 1, we have
whence

$$
\begin{aligned}
d s & =\sqrt{a^{2}+h^{2}} d \theta ; \\
s & =\int_{\theta_{1}}^{\theta_{1}+2 \pi} \sqrt{a^{2}+h^{2}} d \theta \\
& =2 \pi \sqrt{a^{2}+h^{2}} .
\end{aligned}
$$

161. Tangent line and normal plane. If $P_{1}\left(x_{1}, y_{1}, z_{1}\right)$ is the point of tangency, the equations of the tangent line are, by (1), § 155 ,

$$
\begin{equation*}
\frac{x-x_{1}}{d x_{1}}=\frac{y-y_{1}}{d y_{1}}=\frac{z-z_{1}}{d z_{1}} \tag{1}
\end{equation*}
$$

where $d x_{1}, d y_{1}, d z_{1}$ are the respective values of $d x, d y, d z$ at the point $P_{1}$.

The plane perpendicular to a tangent line at the point of tangency is called the normal plane to the curve.

By $\S 151$, the equation of the normal plane to the curve at $P_{1}$ is

$$
\begin{equation*}
d x_{1}\left(x-x_{1}\right)+d y_{1}\left(y-y_{1}\right)+d z_{1}\left(z-z_{1}\right)=0 . \tag{2}
\end{equation*}
$$

Ex. Find the equations of the tangent line and the equation of the normal plane to the helix

$$
x=a \cos \theta, \quad y=a \sin \theta, \quad z=k \cdot \theta
$$

at the point for which $\theta=0$. Here $x_{1}=a, y_{1}=0, z_{1}=0$, and $d x_{1}=0$, $d y_{1}=a d \theta, d z_{1}=k d \theta$. Hence the equations of the tangent line are

$$
\begin{aligned}
& \frac{x-a}{0}=\frac{y-0}{a d \theta}=\frac{z-0}{k \cdot d \theta}, \\
& x-a=0, \quad k \cdot y-a z=0 .
\end{aligned}
$$

which reduce to
The equation of the normal plane is

$$
0(x-a)+a d \theta(y-0)+k \cdot d \theta(z-0)=0,
$$

which reduces to $a y+k z=0$.

## PROBLEMS

1. Describe the surface $y^{2}-4 y-2 x=0$.
2. Describe the surface $y(z-1)=1$.
3. Write down the equation of a right circular cylinder of radius $a$.
4. Show that the surface $a x+b y=c z^{2}$ is a cylinder, and describe its directrix and generatrix.
5. Describe the surface $x^{2}+y^{2}+z^{2}-6 z=0$.
6. Describe the surface $x y z=a^{3}$.
7. Describe the surface $9 x^{2}+4 z^{2}=12 y-24$.
8. Describe the locus of the equation $x-(z+2)^{2}=0$.
9. Show that the surface $(a x+b y)^{2}=c z$ is a cylinder, and describe its directrix and generatrix.
10. Describe the surface $36 x^{2}-72 x+9 y^{2}+4 z^{2}=0$.
11. All sections of a given right cylinder made by planes parallel to the plane XOZ are ellipses of which the longest chord is 10 in . and the shortest is 8 in . What is the equation of the cylinder?
12. Describe the surface $x^{\frac{2}{3}}+y^{\frac{2}{3}}+z^{\frac{2}{3}}=a^{\frac{2}{3}}$.
13. Show that the surface $z=a-\sqrt{x^{2}+y^{2}}$ is a cone of revolution, and find its vertex and axis.
14. Find the equation of a prolute spheroirl, i.e. the surface generated by revolving an ellipse about its major axis.
15. Find the equation of an oblute spleroirl, i.e. the surface generated by revolving an ellipse about its minor axis.
16. Describe the locus of the equation $x^{2}+4 x y+4 y^{2}-4 \hbar^{2}=0$.
17. Describe the surface $z=\frac{8 u^{3}}{x^{2}+y^{2}+4 u^{2}}$.
18. Find the equation of the cone of revolution formed by revolving the line $z=2 x$ about $O X$ as an axis.
19. Describe the locus of the equation $2 x^{2}-3 x-2=0$.
20. Find the equation of a parabolic cylinder the elements of which are parallel to $O X$ and the directrix of which is in the plane $Y^{\circ} O Z$.
21. Describe the surface $\frac{x^{2}}{a^{2}}+\frac{!i^{2}}{b^{2}}+\frac{z^{4}}{c^{4}}=1$.
22. Describe the surface $y^{3}-(2 \pi-y)\left(z^{2}+x^{2}\right)=0$.
23. Describe the surface $x^{2}-y^{2}-2 x+4 y=0$.
24. Find the equation of the cone of revolution formed by revolving the line $3 y=2 x+1$ about the line $y=1$ in the plane $\mathrm{I}^{\prime} 0 y^{\prime}$ as an axis. What are the coördinates of the vertex of the cone?
25. Show that the surface $x^{2}+2 y^{2}-3 z^{2}+2 x-12 y+12 z+\bar{\imath}=0$ is a cone with its vertex at the point $(-1,3,2)$. What are its cross sections made by planes parallel to the plane $\mathrm{XO} \mathrm{Y}^{\prime}$ ?
26. Describe the surface $(x-a) x^{2}+(x+a)\left(y^{2}+z^{2}\right)=0$.
27. Find the equation of the ring surface formed by revolving the ellipse $\frac{(x-a)^{2}}{b^{2}}+\frac{y^{2}}{c^{2}}=1(a>b)$ about $O Y$ as an axis.
28. Describe the surface $4 \approx^{2}=y^{2}\left(9-x^{2}\right)$.
29. If $P(x, y, z)$ is situated on the straight line drawn from $P_{1}\left(x_{1}, y_{1}, z_{1}\right)$ to $P_{2}\left(x_{2}, y_{2}, z_{2}\right)$ so that $P_{1} P=k\left(P_{1} P_{2}\right)$, prove that $x=x_{1}+k\left(x_{2}-x_{1}\right), \quad y=y_{1}+k\left(y_{2}-y_{1}\right), \quad z=z_{1}+k\left(z_{2}-z_{1}\right)$.
30. Prove that $P\left(\frac{x_{1}+x_{2}}{2}, \frac{y_{1}+y_{2}}{2}, \frac{z_{1}+z_{2}}{2}\right)$ is the middle point of the straight line joining $P_{1}\left(x_{1}, y_{1}, z_{1}\right)$ and $P_{2}\left(x_{2}, y_{2}, z_{2}\right)$.
31. Find the equation of the sphere constructed on the straight line joining $(3,-1,3)$ and $(5,3,5)$ as a diameter.
32. Find a point of the plane $x+3 y+z=0$ equally distant from the three points $(1,1,1),(0,2,1),(2,1,2)$.
33. Find the points distant 5 from the points $(-2,-2,1)$, $(3,-2,6),(3,3,1)$.
34. Find the point of the plane $x+2 y+3 z-6=0$ equally distant from the points where the plane is pierced by the three coördinate axes.
35. Find the equation of the sphere passing through the points $(-1,1,-5),(-2,4,3),(-5,0,-2),(7,1,-1)$.
36. A point moves so that its distances from two fixed points are in the ratio $k$. Prove that its locus is a sphere or a plane according as $k \neq 1$ or $k=1$.
37. Prove that the locus of points from which tangents of equal length can be drawn to two given spheres is a plane perpendicular to their line of centers.
38. A straight line makes the same angle with the three coördinate axes. What is that angle?
39. Prove that a straight line can make angles $60^{\circ}, 45^{\circ}, 60^{\circ}$ respectively with the coördinate axes.
40. Find the direction cosines of the straight line determined by the points $(1,3,5),(2,-1,4)$.
41. A straight line makes an angle of $30^{\circ}$ with $O X$ and equal angles with $O Y$ and $O Z$. What is its direction?
42. Find the angle between the two straight lines joining the origin to the points $(1,2,1)$ and $(3,-1,3)$.
43. Prove that the three points $(5,3,-2),(4,1,-1),(2,-3,1)$ lie on one straight line.
44. Through the point $(1,-3,1)$ of the straight line having the direction 1:2:3 a straight line is drawn to the point (4, 2, 0). Find the angle between the two lines.
45. Prove that $P_{1}(-1,2,1), P_{2}(2,3,5)$, and $P_{3}(4,5,3)$ are the vertices of a right triangle.
46. Find the equation of a plane passing through the point $(-2,3,-4)$ parallel to the plane $x-3 y+7 z-11=0$.
47. Find the equation of a plane passing through the point $(5,-2,7)$ equally inclined to the three coördinate axes.
48. Find the equation of a plane perpendicular to the straight line joining the points $(1,3,5)$ and $(4,3,2)$ at its middle point.
49. Find the equation of a plane passing through the point $(1,1,2)$ perpendicular to the straight line determined by the points $(1,-1,1)$ and $(3,1,3)$.
50. What is the angle between the planes $2 x+y-7 z+11=0$, $5 x-2 y+5 z-12=0$ ?
51. Find the angle between the planes $3 x+2 y-4=0,2 y+3 z$ $+13=0$.
52. Find the equations of the straight line determined by the points $(6,2,-1)$ and $(3,4,-4)$.
53. What are the equations of the straight line determined by the points $(2,3,5)$ and $(1,-1,5)$ ?
54. Find the equations of a straight line passing through the point $(0,3,5)$ perpendicular to the plane $x+3 y+5 z-9=0$.
55. A straight line is drawn through the point $(4,6,-2)$ parallel to the straight line drawn from the origin to the point $(1,-5,3)$. What are its equations?
56. A straight line making angles $60^{\circ}, 45^{\circ}$, and $60^{\circ}$ respectively with the axes of $x, y$, and $z$ passes through the point $(2,-2,2)$. What are its equations?
57. A straight line passes through the point $(2,-5,2)$ parallel to $O Y$. What are its equations?
58. Find the direction cosines of the line $4 x-3 y-4=0$, $12 x-3 z-15=0$.
59. Find the direction cosines of the line $3 x+y-7 z-6=0$, $2 x-3 y+4 z-7=0$.
60. Find the equations of the straight line passing through $(1,3,-5)$ parallel to the line $y=3 x-14,7 x-2 z=17$.
61. Prove that the three planes $x-2 y+1=0,7 y-z-4=0$, $7 x-2 z+6=0$ are the lateral faces of a triangular prism.
62. Find the angle between the line $3 x-2 y-4=0, y+3 z$ $+5=0$ and the plane $3 x+y-2 z+31=0$.
63. Find the distance of the plane $2 x+3 z+11=0$ from the origin.
64. Find the locus of points distant 3 from the plane $x+y+z$ $+3=0$.
65. Find the locus of points equally distant from the planes $x+2 y+3 z+4=0, x-2 y+3 z-5=0$.
66. Find a point on the line $3 x-2 y-11=0,2 x-y-z-5=0$ equally distant from the points $(0,1,1)$ and $(1,2,1)$.
67. Find the equation of the plane passing through the point $(2,-3,-2)$ perpendicular to the line $2 x+y-5 z-7=0, y+2 z$ $-4=0$.
68. Find the equation of a plane four units distant from the origin and perpendicular to the straight line through the origin and $(1,-5,6)$.
69. A straight line is drawn from the origin to the plane $2 x+y$ $+2 z-5=0$. It makes equal angles with the three coördinate axes. Find its length.
70. Find the coördinates of a point on the straight line determined by $(-1,0,1)$ and $(1,2,3)$ and 3 units distant from ( $2,-1,1$ ).
71. Find the foot of the perpendicular drawn from $(3,-2,0)$ to the plane $2 x+y-4 z+17=0$.
72. Find the length of the projection of the straight line joining the points $(1,2,1)$ and $(2,-1,2)$ upon the straight line determined by the points $(2,1,3)$ and $(4,4,6)$.
73. Find the equation of the plane determined by the three points $(1,3,-2),(0,2,-10)$, and $(-2,4,-6)$.
74. Find the direction of the normal to the plane determined by the three points $(1,2,3),(-1,-2,-3),(4,-2,4)$.
75. Find the point of intersection of the lines

$$
\left\{\begin{array}{l}
x+2 y-3=0 \\
x+y-2 z-9=0
\end{array}\right\} \text { and }\left\{\begin{array}{l}
3 y+5 z+15=0 \\
3 x-2 z-15=0
\end{array}\right\}
$$

76. Prove that the lines

$$
\left\{\begin{array}{l}
x-2 y+3=0 \\
2 x-2 y-z+3=0
\end{array}\right\} \text { and }\left\{\begin{array}{l}
7 x+y-9=0 \\
5 x-2 z-3=0
\end{array}\right\}
$$

intersect at right angles.
77. Prove that the two lines

$$
\left\{\begin{array}{l}
x+2 y-z+7=0 \\
2 x-y+2 z+11=0
\end{array}\right\} \text { and }\left\{\begin{array}{l}
4 x-7 y+8 z+19=0 \\
x-3 y+3 z+4=0
\end{array}\right\}
$$

are coincident.
78. Prove that the two lines

$$
\left\{\begin{array}{l}
3 x-2 y-7=0 \\
2 y-3 z+7=0
\end{array}\right\} \text { and }\left\{\begin{array}{l}
x-z=0 \\
3 x-4 y+3 z-8=0
\end{array}\right\}
$$

can determine a plane, and derive its equation.
79. Prove that the two lines

$$
\left\{\begin{array}{l}
2 x+3 y+4=0 \\
2 y+z+3=0
\end{array}\right\} \text { and }\left\{\begin{array}{l}
x+2 y+z+2=0 \\
2 x-y+2 z-9=0
\end{array}\right\}
$$

cannot determine a plane.
80. Prove that the two lines

$$
\left\{\begin{array}{l}
x-2 y-10=0 \\
4 y-z+17=0
\end{array}\right\} \text { and }\left\{\begin{array}{l}
7 x-3 z-11=0 \\
7 x+14 y-z+43=0
\end{array}\right\}
$$

can determine a plane, and derive its equation.
81. Find the equation of a plane passing through the line $x+y+3 z-7=0,3 x+2 y-z=0$ and perpendicular to the plane $2 x+y-2 z+11=0$.
82. Find the equation of a plane passing through the points $(-2,3,-2),(2,-1,2)$ perpendicular to the straight line determined by the points $(0,0,0),(1,2,1)$.
83. Find the equation of the plane determined by the point $(1,5,-2)$ and the straight line passing through the point $(6,-2,4)$ equally inclined to the coördinate axes.
84. Find the equation of the plane passing through the points $(0,3,2),(2,-3,4)$ perpendicular to the plane $6 x+3 y-2 z+3=0$.
85. Find the equation of a plane determined by the point $(2,3,2)$ and the straight line passing through $(1,-1,1)$ in the direction 1:2:3.
86. Find a point on the line $5 x+3 y-1=0,3 y-5 z-11=0$ equally distant from the planes $3 x+3 y-2=0,4 x+y+z+4=0$.
87. Find the equations of the projection of the line $x+y+z$ $-2=0, x+2 y+z-2=0$ upon the plane $3 x+y+3 z-1=0$.
88. Find the length of the projection of the straight line joining the points $(2,3,4),(0,-3,1)$ upon the straight line $\frac{x-1}{2}=\frac{y+1}{1}=\frac{z-1}{2}$.
89. Prove that the plane $5 x+3 y-4 z-35=0$ is tangent to the sphere $(x+1)^{2}+(y-2)^{2}+(z-4)^{2}=50$.
90. Find the center of the circle cut from the sphere $x^{2}+y^{2}$ $+z^{2}=49$ by the plane $4 x+6 y+12 z-49=0$.
91. Find the equation of a plane passing through the line $x+3 y+3 z+1=0, y+2 z+1=0$ and parallel to the line $2 x+y-z=0,3 x+2 z-7=0$.
92. Find the center of a sphere of radius 7, passing through the points $(2,4,-4)$ and $(3,-1,-4)$ and tangent to the plane $3 x-6 y$ $+2 z+51=0$.
93. What kind of line is represented by the equations $x^{2}+z^{2}$ $-4 y=0, y-2=0$ ?
94. What kind of line is represented by the equations $x^{2}-9 y$ $-36=0, x+5=0$ ?
95. What is the projection of the curve $y^{2}+z^{2}-6 x=0, z^{2}=4 y$ on the plane XOY?
96. What is the projection of the curve $x^{2}+y^{2}=a^{2}, y^{2}+\varkappa^{2}=a^{2}$ on the plane XOZ ?
97. Find the projection of the curve $x^{2}+3 y^{2}-z^{2}=0, x^{2}+y^{2}$ $-2 x=0$ on the plane $X O Z$.
98. Find the projection of the curve $x^{2}+2 y^{2}-z^{2}=1,2 x^{2}-y^{2}$ $=8 \approx$ on the plane $Y O Z$.
99. Show that the curve $x^{2}+y^{2}=a^{2}, y=z$ is an ellipse. (Rotate the axes about $O X$ through $45^{\circ}$.)
100. Find the projections of the skew cubic $x=t, y=t^{2}, z=t^{3}$ on the coördinate planes.
101. Prove that the projections of the helix $x=a \cos \theta, y=u \sin \theta$, $z=k \theta$ on the planes $\mathcal{X O Z}$ and $Y O Z$ are sine curves, the width of each arch of which is $k \pi$.
102. What is the projection of the curve $x=e^{t}, y=e^{-t}, z=t \sqrt{2}$ on the plane XOY ?
103. Turn the plane $X O Z$ about $O Z$ as an axis through an angle of $45^{\circ}$, and show that the projection of the curve $x=e^{t}, y=e^{-t}$, $z=t \sqrt{2}$ on the new XOZ plane is a catenary.
104. Show that the curve $x=t^{2}, y=2 t, z=t$ is a plane section of a parabolic cylinder.
105. Prove that the skew quartic $x=t, y=t^{3}, z=t^{4}$ is the intersection of an hyperbolic paraboloid and a cylinder of which the directrix is the cubical parabola $y=x^{3}$.
106. The vertical angle of a cone of revolution is $90^{\circ}$, its vertex is at $O$, and its axis coincides with $0 \%$. A point, starting from the vertex, moves in a spiral path along the surface of the cone so that the measure of the distance it has traveled parallel to the axis of the cone is equal to the circular measure of the angle through which it has revolved about the axis of the cone. Prove that the equations of its path, called the conical helix, are $x=t \cos t, y=t \sin t, z=t$.
107. Show that the helix makes a constant angle with the elements of the cylinder on which it is drawn.
108. Find the angle between the conical helix $x=t \cos t, y=t \sin t$, $z=t$ and the axis of the cone, for the point $t=2$.
109. Show that the angle between the conical helix $x=t \cos t$, $y=t \sin t, z=t$ and the clement of the cone is $\tan ^{-1} \frac{t}{\sqrt{2}}$.
110. At what angle does the curve $x=a(1-\cos \theta), y=u \sin \theta$, $z=a \theta$ intersect the straight line passing through the origin and making equal angles with the three coördinate axes?
111. Find the length of the curve $x=t^{2}, y=2 t, z=t$ from the origin to the point for which $t=1$.
112. Find the length of the curve $x=e^{t}, y=e^{-t}, z=t \sqrt{2}$ between the points for which $t=0$ and $t=1$.
113. Find the length of the curve $x=t^{2}, y=\frac{1}{3} t^{3}, z=2 t$ from the origin to the point $(9,9,6)$.
114. Find the length of the curve $x=t \cos 2 t, y=t \sin 2 t$, $3 z=4 t^{\frac{3}{2}}$ between the points for which $t=0$ and $t=1$.
115. Find the equations of the tangent line and the equation of the normal plane to the curve $x=t^{2}, y=2 t, z=t$ at the point for which $t=1$.
116. Find the equations of the tangent line and the equation of the normal plane to the curve $x=e^{t}, y=e^{-t}, z=t \sqrt{2}$ at the point for which $t=0$.
117. Find the equations of the tangent line and the equation of the normal plane to the curve $x=2 t^{2}+1, y=t-1, z=3 t^{3}$ at the point where it crosses the plane $\mathrm{X} O Z$.
118. Find the equations of the tangent line and the equation of the normal plane to the conical helix $x=t \cos t, y=t \sin t, z=t$ at the point for which $t=\frac{\pi}{2}$.
119. Find the equations of the tangent line and the equation of the normal plane to the skew quartic $x=t, y=t^{3}, z=t^{4}$ at the point for which $t=1$.

## CHAPTER XV

## PARTIAL DIFFERENTIATION

162. Partial derivatives. Consider $f(x, y)$, where $x$ and $y$ are independent variables. We may, if we choose, allow $x$ alone to vary, holding $y$ temporarily constant. We thus reduce $f(x, y)$ to a function of $x$ alone, which may have a derivative, defined and computed as for any function of one variable. This derivative is called the partial deriutive of $f(x, y)$ with respect to $x$, and is denoted by the symbol $\frac{\partial f(x, y)}{\partial x}$. Thus, by definition,

$$
\begin{equation*}
\frac{\partial f(x, y)}{\partial x}=\operatorname{Lim}_{\Delta x=0} \frac{f(x+\Delta x, y)-f(x, y)}{\Delta x} . \tag{1}
\end{equation*}
$$

Similarly, if $x$ is held constant, $f(x, y)$ becomes temporarily a function of $y$, whose derivative is called the partiul derivative of $f(x, y)$ with respect to $y$, denoted by the symbol $\frac{c f(x, y)}{c y}$. Then

$$
\begin{equation*}
\frac{\partial f(x, y)}{\partial y}=\operatorname{Lim}_{\Delta y=0} \frac{f(x, y+\Delta y)-f(x, y)}{\Delta y} \tag{2}
\end{equation*}
$$

Graphically, if $z=f(x, y)$ is represented by a surface, the relation between $z$ and $x$ when $y$ is held constant is represented by the curve of intersection of the surface and the plane $y=$ const., and $\frac{\partial z}{\partial x}$ is the slope of this curve. Also, the relation between $z$ and $y$ when $x$ is constant is represented by the curve of intersection of the surface and a plane $x=$ const., and $\frac{\partial z}{\partial y}$ is the slope of this curve.

Thus, in fig. 204, if $P Q S R$ represents a portion of the surface $z=f(x, y), P Q$ is the curve $y=$ const., and $P l l$ is the curve $x=$ const. Let $P$ be the point $(x, y, z)$, and $L K=P K^{\prime}=\Delta x$, $L M=P M I^{\prime}=\Delta y$.

Then $L P=f(x, y), \quad \kappa Q=f(x+\Delta x, y), \quad M R=f(x, y+\Delta y)$, $\kappa^{-1} Q=f(x+\Delta x, y)-f(x, y), M^{\prime} R=f(x, y+\Delta y)-f(x, y)$, and

$$
\begin{aligned}
& \frac{\partial z}{\partial x}=\operatorname{Lim} \frac{K^{\prime} Q}{P^{\prime} h^{\prime \prime}}=\text { slope of } P Q \\
& \frac{\partial z}{\partial y}=\operatorname{Lim} \frac{M^{\prime} R}{P^{\prime} M^{\prime}}=\text { slope of } P R
\end{aligned}
$$



Fig. 204
Ex. 1. Consider a perfect gas obeying the law $v=\frac{c t}{p}$. We may change the temperature while keeping the pressure unchanged. If $\Delta t$ and $\Delta v$ are corresponding increments of $t$ and $v$, then

$$
\Delta v=\frac{c(t+\Delta t)}{p}-\frac{c t}{p}=\frac{c \Delta t}{p}
$$

and

$$
\frac{\partial v}{\partial t}=\frac{c}{p}
$$

Or we may change the pressure while keeping the temperature unchanged. If $\Delta p$ and $\Delta v$ are corresponding increments of $p$ and $v$, then

$$
\Delta v=\frac{c t}{p+\Delta p}-\frac{c t}{p}=-\frac{c t \Delta p}{p^{2}+p \Delta p}
$$

and

$$
\frac{\partial v}{\partial p}=-\frac{c t}{p^{2}} .
$$

So, in general, if we have a function of any number of variables $f(x, y, \cdots, z)$, we may have a partial derivative with respect to each of the variables. These derivatives are expressed by the symbols $\frac{\partial f}{\partial x}, \frac{\partial f}{\partial y}, \ldots, \frac{\partial f}{\partial z}$, or sometimes by $f_{x}(x, y, \cdots, z), f_{y}(x, y, \cdots, z)$,
$\cdots, f_{z}(x, y, \cdots, z)$. To compute these derivatives, we have to apply the formulas for the derivative of a function of one variable, regarding as constant all the variables except the one with respect to which we differentiate.
Ex. 2. $f=x^{3}-3 x^{2} y+y^{3}$,

$$
\begin{aligned}
& \frac{\partial f}{\partial x}=3 x^{2}-6 x y, \\
& \frac{\partial f}{\partial y}=-3 x^{2}+3 y^{2} .
\end{aligned}
$$

Ex. 3. $f=\sin \left(x^{2}+y^{2}\right)$,

$$
\begin{aligned}
& \frac{\partial f}{\partial x}=2 x \cos \left(x^{2}+y^{2}\right), \\
& \frac{\grave{c} f}{\partial y}=2 y \cos \left(x^{2}+y^{2}\right) .
\end{aligned}
$$

Ex. 4. $f=\log \sqrt{x^{2}+y^{2}+z^{2}}$,

$$
\begin{aligned}
& \frac{\hat{c} f}{\hat{c} x}=\frac{x}{x^{2}+y^{2}+z^{2}}, \\
& \frac{\hat{c} f}{\hat{c} y}=\frac{y}{x^{2}+y^{2}+z^{2}}, \\
& \frac{\hat{c} f}{\hat{c} z}=\frac{z}{x^{2}+y^{2}+z^{2}} .
\end{aligned}
$$

Ex. 5. In differentiating in this way care must be taken to have the functions expressed in terms of the independent variables. Let

$$
x=r \cos \theta, \quad y=r \sin \theta
$$

Then

$$
\left.\begin{array}{ll}
\frac{\partial x}{\partial r}=\cos \theta, & \frac{\partial y}{\partial r}=\sin \theta  \tag{1}\\
\frac{\partial x}{\partial \theta}=-r \sin \theta, & \frac{\hat{c y}}{\partial \theta}=r \cos \theta
\end{array}\right\}
$$

where $r$ and $\theta$ are the independent variables.
Also, since $r=\sqrt{x^{2}+y^{2}}$ and $\theta=\tan ^{-1} \frac{y}{x}$,

$$
\left.\begin{array}{ll}
\frac{\partial r}{\partial x}=\frac{x}{\sqrt{x^{2}+y^{2}}}=\cos \theta, \quad & \frac{\partial r}{\partial y}=\frac{y}{\sqrt{x^{2}+y^{2}}}=\sin \theta  \tag{2}\\
\frac{\hat{c} \theta}{\partial x}=-\frac{y}{x^{2}+y^{2}}=-\frac{\sin \theta}{r}, & \frac{\partial \theta}{\partial y}=\frac{x}{x^{2}+y^{2}}=\frac{\cos \theta}{r}
\end{array}\right\}
$$

where $x$ and $y$ are the independent variables.
It is to be emphasized that $\frac{\partial x}{\partial r}$ in (1) is not the reciprocal of $\frac{\hat{\partial} r}{\partial x}$ in (2). In (1) $\frac{\partial x}{\partial r}$ means the limit of the ratio of the increment of $x$ to an increment of $r$ when $\theta$ is constant. Graphically (fig. 205), $O P=r$ is increased by $P Q=\Delta r$, and $P R=\Delta x$ is thus determined. Then $\frac{\partial x}{\partial r}=\operatorname{Lim} \frac{P R}{P Q}=\cos \theta$.

Also $\frac{\partial r}{\partial x}$ in (2) means the limit of the ratio of the increment of $r$ to that of $x$ when $y$ is constant. Graphically (fig. 206), $O M=f$ is increased by $M N=$ $P Q=\Delta x$, and $R Q=\Delta r$ is thus determined. Then $\frac{\partial r}{\partial x}=\operatorname{Lim} \frac{R Q}{P^{\prime} Q}=\cos \theta$. It happens here that $\frac{\partial x}{\partial r}=\frac{\partial r}{\partial x}$. But $\frac{\partial x}{\partial \theta}$ in (1) and $\frac{i \theta}{\partial x}$ in (2) are neither equal nor reciprocal.
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In cases where ambiguity is likely to arise as to which variable is constant in a partial derivative, the symbol for the derivative is sometimes inclosed in a parenthesis and the constant variable is written as a subscript, thus $\left(\frac{\partial x}{\partial r}\right)_{\theta}$.
163. Higher partial derivatives. The partial derivatives of $f(x, y)$ are themselves functions of $x$ and $y$ which may have partial derivatives, called the second partial derivatives of $f(x, y)$. They are $\frac{\partial}{\partial x}\left(\frac{\partial f}{\partial x}\right), \frac{\partial}{\partial y}\left(\frac{\partial f}{\partial x}\right), \frac{\partial}{\partial x}\left(\frac{\partial f}{\partial y}\right), \frac{\partial}{\partial y}\left(\frac{\partial f}{\partial y}\right)$. But it may be shown that the order of differentiation with respect to $x$ and $y$ is immaterial when the functions and their derivative fulfill the ordinary conditions as to continuity, so that the second partial derivatives are three in number, expressed by the symbols

$$
\begin{aligned}
& \frac{\partial}{\partial x}\left(\frac{\partial f}{\partial x}\right)=\frac{\partial^{2} f}{\partial x^{2}}=f_{x x} \\
& \frac{\partial}{\partial x}\left(\frac{\partial f}{\partial y}\right)=\frac{\partial}{\partial y}\left(\frac{\partial f}{\partial x}\right)=\frac{\partial^{2} f}{\partial x \partial y}=f_{x y} \\
& \frac{\partial}{\partial y}\left(\frac{\partial f}{\partial y}\right)=\frac{\partial^{2} f}{\partial y^{2}}=f_{y y}
\end{aligned}
$$

Similarly, the third partial clerivatives of $f(x, y)$ are four in number, namely,

$$
\begin{aligned}
\frac{\partial}{\partial x}\left(\frac{\partial^{2} f}{\partial x^{2}}\right) & =\frac{\hat{c}^{3} f}{\partial x^{3}} \\
\frac{\partial}{\partial y}\left(\frac{\hat{\partial}^{2} f}{\partial x^{2}}\right) & =\frac{\partial}{\partial x}\left(\frac{\hat{\partial}^{2} f}{\partial x \hat{c} y}\right)=\frac{\partial^{2}}{\partial x^{2}}\left(\frac{\partial f}{\hat{c} y}\right)=\frac{\partial^{3} f}{\partial x^{2} \partial y} \\
\frac{\partial}{\partial x}\left(\frac{\hat{c}^{2} f}{\partial y^{2}}\right) & =\frac{\partial}{\hat{c} y}\left(\frac{\hat{c}^{2} f}{\partial x \partial y}\right)=\frac{\hat{c}^{2}}{\partial y^{2}}\left(\frac{c f}{\partial x}\right)=\frac{\hat{o}^{3} f}{\hat{c x} \cdot \hat{c} y^{2}} \\
\frac{\partial}{\partial y}\left(\frac{\hat{\partial}^{2} f}{\partial y^{2}}\right) & =\frac{\partial^{3} f}{\partial y^{3}}
\end{aligned}
$$

So, in general, $\frac{\hat{\partial}^{p+q} f}{\partial x^{p} \partial y^{q}}$ signifies the result of differentiating $f(x, y) p$ times with respect to $x$ and $q$ times with respect to $y$, the order of differentiating being immaterial.

The extension to any number of variables is obvious.
164. Increment and differential of a function of two variables. Consider $z=f(x, y)$, and let $x$ and $y$ be given any increments $\Delta x$ and $\Delta y$. Then $z$ takes an increment $\Delta z$, where

$$
\begin{equation*}
\Delta z=f(x+\Delta x, y+\Delta y)-f(x, y) . \tag{1}
\end{equation*}
$$

In fig. 20t, $\quad N S=z^{\prime}=f(x+\Delta x, y+\Delta y)$
and $\quad N^{\prime} S=z^{\prime}-z=\Delta z$.
If $x$ and $y$ are independent variables, $\Delta x$ and $\Delta y$ are also independent. Thus the position of $S$ in fig. 204 depends upon the choice of $L K$ and $L M$, which ean be taken at pleasure.

The function $z$ is colled a contimous function of $x$ and $y$ if $\Delta z$ approaches zero as a limit when $\Delta x$ and $\Delta y$ approach zero as $a$ limit in any manner whatever.

Thus, in fig. 204, if $z$ is a continuous function of $x$ and $y$, the point $S$ will approach the point $P^{\prime}$ as $L K$ and $L M$ approach zero, no matter what curve the point $N$ traces on the plane XOY or the point $S$ on the surface.

We shall assume that $z$ and its derivatives are continuous functions.

The expression for $\Delta z$ may be modified as follows:
The line $N^{\prime} S$ may be separated into two portions by drawing from $Q$ a line parallel to $K^{\prime} N^{\prime}$ meeting $N S$ in $N^{\prime \prime}$. Then

$$
\begin{equation*}
N^{\prime} S=N^{\prime} N^{\prime \prime}+N^{\prime \prime} S=K^{\prime} Q+N^{\prime \prime} S \tag{3}
\end{equation*}
$$

The line $\Lambda^{-1} Q$ is connected with the slope of $P Q$ by the relation

$$
\operatorname{Lim} \frac{K^{\prime} Q}{P K^{\prime \prime}}=\text { slope of } P Q=\frac{\partial z}{\partial x},
$$

the limit being taken as $P K^{\prime}=\Delta x$ approaches zero.
Hence

$$
\frac{K^{-1} Q}{P K^{\prime}}=\frac{\partial z}{\partial x}+\epsilon_{1}
$$

where $\epsilon_{1}$ approaches zero as $\Delta x$ approaches zero, so that

$$
\begin{equation*}
K^{\prime} Q=\left(\frac{\partial z}{\partial x}+\epsilon_{1}\right) \Delta x . \tag{4}
\end{equation*}
$$

Also the line $N^{\prime \prime} S$ is connected with the slope of $Q S$ by the relation

$$
\operatorname{Lim} \frac{N^{\prime \prime} S}{Q N^{\prime \prime}}=\text { slope of } Q S
$$

the limit being taken as $Q N^{\prime \prime}=\Delta y$ approaches zero. But as $\Delta x \doteq 0$, the curve $Q S$ approaches the curve $P R$. Hence we are justified in saying

$$
\operatorname{Lim} \frac{N^{\prime \prime} S}{Q N^{\prime \prime}}=\text { slope of } P R=\frac{\partial z}{\partial y}
$$

the limit being taken as both $\Delta x$ and $\Delta y$ approach zero.
Hence

$$
\frac{N^{\prime \prime} S}{Q N^{\prime \prime}}=\frac{\partial z}{\partial y}+\epsilon_{2}
$$

where $\epsilon_{2}$ approaches zero as $\Delta x$ and $\Delta y$ approach zero, so that

$$
\begin{equation*}
N^{\prime \prime} S=\left(\frac{\partial z}{\partial y}+\epsilon_{2}\right) \Delta y \tag{5}
\end{equation*}
$$

since $Q N^{\prime \prime}=P M I^{\prime}=\Delta y$.
Substituting from (4) and (5) in (3) and then in (2), we have

$$
\begin{equation*}
\Delta z=\frac{\partial z}{\partial x} \Delta x+\frac{\partial z}{\partial y} \Delta y+\epsilon_{1} \Delta x+\epsilon_{2} \Delta y . \tag{6}
\end{equation*}
$$

In a manner analogous to the procedure in the case of a function of one variable ( $\$ 77$ ), we separate from the increment the terms $\epsilon_{1} \Delta x+\epsilon_{2} \Delta y$, call the remaining terms the total differential of the function, and denote them by $d z$. The differentials of the independent variables are taken equal to the increments, as in $\S 77$. Thus, we have by definition, when $z$ is a function of two independent variables $x$ and $y$,

$$
\begin{equation*}
d z=\frac{\partial z}{\partial x} d x+\frac{\partial z}{\partial y} d y \tag{7}
\end{equation*}
$$

In (7) $d x$ and $d y$ may be given any values whatever. If, in particular, we place either one equal to.zero, we have the partial differentials, indicated by $d_{x} z$ and $d_{y} z$. Thus

$$
d_{x} z=\frac{\partial z}{\partial x} d x, \quad d_{y} z=\frac{\partial z}{\partial y} d y .
$$

A partial differential expresses approximately the change in the function caused by a change in one of the independent variables; the total differential expresses approximately the change in the function coaused by changes in all the independent variables. It appears from (7) that the total differential is the sum of the partial differentials.

Ex. The period of a simple pendulum with small oscillations is
whence

$$
\begin{aligned}
T & =2 \pi \sqrt{\frac{l}{g}}, \\
g & =\frac{4 \pi^{2} l}{T^{2}} .
\end{aligned}
$$

Let $l=100 \mathrm{~cm}$. with a possible error of $\frac{1}{2} \mathrm{~mm}$. in measuring and $T=2 \mathrm{sec}$. with a possible error of $\frac{1}{1} \overline{0} \mathrm{sec}$. in measuring. Then $d l= \pm \frac{1}{20}$ and $d T= \pm{ }_{1}^{\frac{1}{0}} \overline{0}$.

Also $\quad d y=\frac{4 \pi^{2}}{T^{2}} d l-\frac{8 \pi^{2} l}{T^{3}} d T$,
and we obtain the largest possible error in $g$ by taking $d l$ and $d T$ of opposite signs, say $d l=\frac{1}{20}, d T=-\frac{1}{10}$.

Then

$$
d g=\frac{\pi^{2}}{20}+\pi^{2}=1.05 \pi^{2}=10.36
$$

The ratio of error is

$$
\frac{d g}{g}=\frac{d l}{l}-2 \frac{d T}{T}=.0005+.01=.0105=1.05 \%
$$

165. Extension to three or more variables. The results of the previous article may be extended to the cases of three or more independent variables by reasoning which is essentially that just employed, without the geometric interpretation, which is now impossible. For example, consider

$$
\begin{equation*}
u=f(x, y, z) \tag{1}
\end{equation*}
$$

Let $x, y, z$ be given increments $\Delta x, \Delta y, \Delta z$, and let

$$
u^{\prime}=f(x+\Delta x, y+\Delta y, z+\Delta z)
$$

Then

$$
\Delta u=u^{\prime}-u .
$$

For convenience, introduce new functions

$$
\begin{aligned}
& u_{1}=f(x+\Delta x, y+\Delta y, z), \\
& u_{2}=f(x+\Delta x, y, z) .
\end{aligned}
$$

Then

$$
\begin{equation*}
\Delta u=u^{\prime}-u_{1}+u_{1}-u_{2}+u_{2}-u . \tag{2}
\end{equation*}
$$

Now

$$
\operatorname{Lim}_{\Delta x=0} \frac{u_{2}-u}{\Delta x}=\frac{\partial u}{\partial x} \text {, whence } \frac{u_{2}-u}{\Delta x}=\frac{\partial u}{\partial x}+\epsilon_{1} \text {, }
$$

$$
\operatorname{Lim}_{\Delta y=0} \frac{u_{1}-u_{2}}{\Delta y}=\frac{\partial u_{2}}{\partial y}, \text { whence } \frac{u_{1}-u_{2}}{\Delta y}=\frac{\partial u_{2}}{\partial y}+\epsilon_{2},
$$

$$
\operatorname{Lim}_{\Delta z \partial 0} \frac{u^{\prime}-u_{1}}{\Delta z}=\frac{\partial u_{1}}{\partial z}, \text { whence } \frac{u^{\prime}-u_{1}}{\Delta z}=\frac{\partial u_{1}}{\partial z}+\epsilon_{3},
$$

so that

$$
\begin{aligned}
& u_{2}-u=\frac{\partial u}{\partial x} \Delta x+\epsilon_{1} \Delta x, \\
& u_{1}-u_{2}=\frac{\partial u_{2}}{\partial y} \Delta y+\epsilon_{2} \Delta y, \\
& u^{\prime}-u_{1}=\frac{\partial u_{1}}{\partial z} \Delta z+\epsilon_{3} \Delta z .
\end{aligned}
$$

But $\frac{\partial u_{2}}{\partial y}$ and $\frac{\partial u_{1}}{\partial z}$ approach $\frac{\partial u}{\partial y}$ and $\frac{\partial u}{\partial z}$ as $\Delta x$ and $\Delta y$ approach zero so that $\frac{\partial u_{2}}{\partial y}=\frac{\partial u}{\partial y}+\epsilon_{4}$ and $\frac{\partial u_{1}}{\partial z}=\frac{\partial u}{\partial z}+\epsilon_{5}$. Hence (2) may be written

$$
\begin{equation*}
\Delta u=\frac{\partial u}{\partial x} \Delta x+\frac{\partial u}{\partial y} \Delta y+\frac{\partial u}{\partial z} \Delta z+\epsilon_{1} \Delta x+\epsilon_{2}^{\prime} \Delta y+\epsilon_{3}^{\prime} \Delta z, \tag{3}
\end{equation*}
$$

where

$$
\epsilon_{2}^{\prime}=\epsilon_{2}+\epsilon_{4} \quad \text { and }, \epsilon_{3}^{\prime}=\epsilon_{3}+\epsilon_{5} .
$$

Then $d u$ is the part of this expression which does not contain $\epsilon_{1}, \epsilon_{2}^{\prime}$, or $\epsilon_{3}^{\prime}$, with the increments of the independent variables replaced as usual by their differentials. That is,

$$
\begin{equation*}
d u=\frac{\hat{\partial} u}{\partial x} d x+\frac{\partial u}{\partial y} d y+\frac{\partial u}{\partial z} d z . \tag{4}
\end{equation*}
$$

The extension to more variables is obvious.
166. Directional derivative of a function of two variables. The result of $\$ 164$ may be used to find the slope of $P S$ (fig. 204), which is a curve cut out of the surface $z=f^{\prime}(x, y)$ by any plane through $L P$. Draw the lines $P N^{\prime}$ and $L N^{\prime}$ as shown in the figure, and let

$$
L N=P N^{\prime}=\Delta r
$$

where $r$ is the distance measured from some point on the line $L N$ produced. Denote by $\theta$ the angle $K^{-} L N=K^{-1} P N^{\prime}$, which is equal to the angle made by the plane of $P S$ with the plane ZOX. Then

$$
\frac{L K^{-}}{L J}=\frac{\Delta x}{\Delta r}=\cos \theta, \quad \frac{L I M}{L J}=\frac{\Delta y}{\Delta r}=\sin \theta,
$$

and the slope of $P S=\operatorname{Lim} \frac{N^{r} S}{P^{\prime} N^{r}}=\operatorname{Lim} \frac{\Delta z}{\Delta r}=\frac{d z}{d r}$, the limit being taken as $S$ approaches $P$ along $I$ ' $S$.

From (6), § 164,

$$
\begin{aligned}
\frac{\Delta z}{\Delta r} & =\frac{\partial z}{\partial x} \frac{\Delta x}{\Delta r}+\frac{\partial z}{\partial y} \frac{\Delta y}{\Delta r}+\epsilon_{1} \frac{\Delta x}{\Delta r}+\epsilon_{2} \frac{\Delta y}{\Delta r} \\
& =\frac{\partial z}{\partial x} \cos \theta+\frac{\partial z}{\partial y} \sin \theta+\epsilon_{1} \cos \theta+\epsilon_{2} \sin \theta
\end{aligned}
$$

Taking the limit, we have

$$
\frac{d z}{d r}=\frac{\partial z}{\partial x} \cos \theta+\frac{\partial z}{\partial y} \sin \theta=\text { slope of } P S .
$$

Now $\frac{\partial z}{\partial x}$ measures the rate of change of $z$ in the direction $L K, \frac{\partial z}{\partial y}$ the rate of change in the direction $L M$, and $\frac{d z}{d r}$ the rate of change in the general direction $L N$. The derivative $\frac{d z}{d r}$ is called the directional derivative in the direction of $r$.

Ex. The temperature $u$ at any point of a plate is given by the formula $u=\frac{1}{x^{2}+y^{2}}$. Find at the point $(2,3)$ the rate of change of temperature in the direction making an angle of $30^{\circ}$ with $O N$.

We have $\quad \frac{\partial u}{\partial x}=-\frac{2 x}{\left(x^{2}+y^{2}\right)^{2}}, \quad \frac{\partial u}{\partial y}=-\frac{2 y}{\left(x^{2}+y^{2}\right)^{2}}$,
and at the point in question

$$
\frac{\partial u}{\partial x}=-\frac{4}{169}, \quad \frac{\partial u}{\partial y}=-\frac{6}{169} .
$$

Hence the required rate of change is

$$
\begin{aligned}
\frac{d u}{d r} & =-\frac{4}{169} \cos 30^{\circ}-\frac{6}{169} \sin 30^{\circ} \\
& =-\frac{2 \sqrt{3}+3}{169}=-.038
\end{aligned}
$$

167. Total derivative of $z$ with respect to $x$. In fig. 204, let the point $S$ approach the point $P$ along any curve whatever on the surface, and not along the curve $P S$, as in $\S 166$. Then the point $N$ describes a curve on the plane $X O Y$, the equation of which may be taken as $y=\phi(x)$, and

$$
\begin{equation*}
\frac{d y}{d x}=\phi^{\prime}(x) \tag{1}
\end{equation*}
$$

is the slope of the curve described by $N$.
During this motion of the point $S, z$ is a function of $x$; since it is in general a function of $x$ and $y$, and $y$ is a function of $x$. Hence $z$ has a derivative with respect to $x$ and

$$
\frac{d z}{d x}=\operatorname{Lim} \frac{\Delta z}{\Delta x}
$$

Dividing the expression for $\Delta z$ as given in (6), § 164 , by $\Delta x$, and taking the limit, we have

$$
\begin{equation*}
\frac{d z}{d x}=\frac{\partial z}{\partial x}+\frac{\partial z}{\partial y} \frac{d y}{d x} \tag{2}
\end{equation*}
$$

This is the total derivative of $z$ with respect to $x$.

This result (2) has an important application when the curve along which $S$ moves is on the plane XOY. For then $z=0$, a constant, and, from (2),

$$
\begin{equation*}
\frac{\partial z}{\partial x}+\frac{\partial z}{\partial y} \frac{d y}{d x}=0 \tag{3}
\end{equation*}
$$

where $\frac{d y}{d x}$ is the slope of this curve, as shown in (1). We express this result in the following theorem:

1. The value of $\frac{d y}{d x}$ may be found from the equation

$$
\begin{aligned}
f(x, y) & =0 \\
\frac{\partial f}{\partial x}+\frac{\partial f}{\partial y} \frac{d y}{d x} & =0
\end{aligned}
$$

by the formula
Again, let $z$ be defined as an implicit function of $x$ and $y$ by the equation

$$
F(x, y, z)=0 .
$$

If we hold $y$ constant temporarily, the case reduces to the one discussed in theorem 1, with $z$ in place of $y$ and $\frac{\partial z}{\partial x}$ in place of $\frac{d y}{d x}$. Similarly, if we hold $x$ temporarily constant, we get theorem 1 with change of letters. Hence:
2. The values of $\frac{\partial z}{\partial x}$ and $\frac{\partial z}{\partial y}$ may be found from the equation

$$
F(x, y, z)=0
$$

by the formulas

$$
\begin{aligned}
& \frac{\partial F}{\partial x}+\frac{\partial F}{\partial z} \frac{\partial z}{\partial x}=0, \\
& \frac{\partial F}{\partial y}+\frac{\partial F}{\partial z} \frac{\partial z}{\partial y}=0 .
\end{aligned}
$$

168. The tangent plane. In fig. 204 , let $P$ be given the fixed coördinates $\left(x_{1}, y_{1}, z_{1}\right)$. The tangent line to $P Q$ in the plane $y=y_{1}$ is, by $\S 76$,

$$
\begin{equation*}
z-z_{1}=\left(\frac{\partial z}{\partial x}\right)_{1}\left(x-x_{1}\right) \tag{1}
\end{equation*}
$$

and the tangent line to $P R$ in the plane $x=x_{1}$ is

$$
\begin{equation*}
z-z_{1}=\left(\frac{\partial z}{\partial y}\right)_{1}\left(y-y_{1}\right) . \tag{2}
\end{equation*}
$$

Both of these lines lie in, and hence determine, the plane of which the equation is

$$
\begin{equation*}
z-z_{1}=\left(\frac{\partial z}{\partial x}\right)_{1}\left(x-x_{1}\right)+\left(\frac{\partial z}{\partial y}\right)_{1}\left(y-y_{1}\right), \tag{3}
\end{equation*}
$$

for this equation reduces to (1) when $y=y_{1}$, and reduces to (2) when $x=x_{1}$.

This plane is called the tenyent plane to the surface at the point $\left(x_{1}, y_{1}, z_{1}\right)$.

We shall prove that the plane (3) contains all tangent lines to the surface $z=f(x, y)$ which pass through $P$.

The line through the two points $P$ and $S$ has the direction $\Delta x: \Delta y: \Delta z$. Its equations are therefore
or

$$
\left.\begin{array}{l}
\frac{x-x_{1}}{\Delta x}=\frac{y-y_{1}}{\Delta y}=\frac{z-z_{1}}{\Delta z} \\
y-y_{1}=\frac{\Delta y}{\Delta x}\left(x-x_{1}\right) \\
z-z_{1}=\frac{\Delta z}{\Delta x}\left(x-x_{1}\right) \tag{5}
\end{array}\right\}
$$

As the point $S$ approaches the point $P$, the line (5) approaches as a limit a tangent line at $P$, and the equations of this tangent are

$$
\left.\begin{array}{rl}
y-y_{1} & =\left(\frac{d y}{d x}\right)_{1}\left(x-x_{1}\right), \\
z-z_{1} & =\left(\frac{d z}{d x}\right)_{1}\left(x-x_{1}\right)  \tag{6}\\
& =\left(\frac{\partial z}{\partial x}+\frac{\partial z}{\partial y} \frac{d y}{d x}\right)_{1}\left(x-x_{1}\right) .
\end{array}\right\}
$$

An easy combination of these equations gives (3) as an equation satisfied by any tangent line. Hence the theorem is proved.

If the equation of the surface is given in the form

$$
\begin{equation*}
F(x, y, z)=0 \tag{7}
\end{equation*}
$$

the equation of the tangent plane may be found without solving for $z$. For, from theorem 2, § 167 ,

$$
\begin{aligned}
& \frac{\partial z}{\partial x}=-\frac{\frac{\partial F}{\partial x}}{\frac{\partial F}{\partial z}}, \\
& \frac{\partial z}{\partial y}=-\frac{\frac{\partial F}{\partial y}}{\frac{\partial F}{\partial z}} .
\end{aligned}
$$

Substituting these values in (3) and making a few simple changes, we have as the equation of the tangent plane,

$$
\begin{equation*}
\left(\frac{\partial F}{\partial x}\right)_{1}\left(x-x_{1}\right)+\left(\frac{\partial F^{\prime}}{\partial y}\right)_{1}\left(y-y_{1}\right)+\left(\frac{\partial F^{\prime}}{\partial z}\right)_{1}\left(z-z_{1}\right)=0 \tag{8}
\end{equation*}
$$

The straight line perpendicular to the tangent plane at the point of contact is the normal to the surface. Its equations are
or

$$
\begin{equation*}
\frac{x-x_{1}}{\left(\frac{\partial z}{\partial x}\right)_{1}}=\frac{y-y_{1}}{\left(\frac{\partial z}{\partial y}\right)_{1}}=\frac{z-z_{1}}{-1} \tag{9}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{x-x_{1}}{\left(\frac{\partial F}{\partial x}\right)_{1}}=\frac{y-y_{1}}{\left(\frac{\partial F}{\partial y}\right)_{1}}=\frac{z-z_{1}}{\left(\frac{\partial F^{\prime}}{\partial z}\right)_{1}} \tag{10}
\end{equation*}
$$

Ex. 1. Find the tangent plane and the normal line to the paraboloid $z=a x^{2}+b y^{2}$.

Here $\frac{\partial z}{\partial x}=2 a x$ and $\frac{\partial z}{\partial y}=2 b y$. Hence the tangent plane is

$$
\begin{aligned}
& 2 a x_{1}\left(x-x_{1}\right)+2 b y_{1}\left(y-y_{1}\right)-\left(z-z_{1}\right)=0 \\
& 2 a x_{1} x+2 b y_{1} y-2 a x_{1}^{2}-2 b y_{1}^{2}-z+z_{1}=0
\end{aligned}
$$

But since $2 a x_{1}^{2}+2 b y_{1}^{2}=2 z_{1}$, this may be written

$$
2 a x_{1} x+2 b y_{1} y-z-z_{1}=0 .
$$

The normal is

$$
\frac{x-x_{1}}{2 a x_{1}}=\frac{y-y_{1}}{2 b y_{1}}=\frac{z-z_{1}}{-1}
$$

Ex. 2. Find the tangent plane and the normal line to the ellipsoid

$$
\begin{gathered}
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}=1 \\
\frac{\partial F}{\partial x}=\frac{2 x}{a^{2}}, \quad \frac{\partial F}{\partial y}=\frac{2 y}{b^{2}}, \quad \frac{\partial F}{\partial z}=\frac{2 z}{c^{2}}
\end{gathered}
$$

Here

Hence the tangent plane is
or

$$
\begin{gathered}
\frac{2 x_{1}}{a^{2}}\left(x-x_{1}\right)+\frac{2 y_{1}}{b^{2}}\left(y-y_{1}\right)+\frac{2 z_{1}}{c^{2}}\left(z-z_{1}\right)=0, \\
\frac{x_{1} x}{a^{2}}+\frac{y_{1} y}{b^{2}}+\frac{z_{1} z}{c^{2}}=1, \\
\frac{x_{1}^{2}}{a^{2}}+\frac{y_{1}^{2}}{b^{2}}+\frac{z_{1}^{2}}{c^{2}}=1 .
\end{gathered}
$$

since
The normal line is

$$
\frac{x-x_{1}}{\frac{x_{1}}{a^{2}}}=\frac{y-y_{1}}{\frac{y_{1}}{b^{2}}}=\frac{z-z_{1}}{\frac{z_{1}}{c^{2}}} .
$$

If a curve is defined as the intersection of two surfaces by the equations

$$
f(x, y, z)=0, \quad F(x, y, z)=0
$$

its tangent line is evidently the intersection of the two tangent planes to these surfaces. The equations of the tangent line are therefore two equations of the form (8). The direction cosines of the tangent line can be found by the method of $\S 156$. The normal plane may be found by the method of $\S 151$.
169. Maxima and minima. In order that the function $f(x, y)$ shall have a maximum or a minimum value for $x=x_{1}, y=y_{1}$, it is necessary, but not sufficient, that the tangent plane to the surface $z=f(x, y)$ at the point $\left(x_{1}, y_{1}, z_{1}\right)$ should be parallel to the plane XOY. This occurs when $\left(\frac{\partial f}{\partial x}\right)_{1}=0,\left(\frac{\partial f}{\partial y}\right)_{1}=0$. These are therefore necessary conditions for a maximum or a minimum, and in case the existence of a maximum or a minimum is known from the nature of the problem, it may be located by solving these equations.

Ex. It is required to construct out of a given amount of material a cistern in the form of a rectangular parallelepiped open at the top. Required the dimensions in order that the capacity may be a maximum, if no allowance is made for thickness of the material or waste in construction.

Let $x, y, z$ be the length, the breadth, and the height respectively. Then the superficial area is $x y+2 x z+2 y z$, which may be placed equal to the given amount of material, $a$. If $v$ is the capacity of the cistern,

$$
v=x y z=\frac{a x y-x^{2} y^{2}}{2(x+y)} .
$$

Then

$$
\frac{\partial v}{\partial x}=\frac{\left(a-2 x y-x^{2}\right) y^{2}}{2(x+y)^{2}}, \quad \frac{\hat{v}}{\partial y}=\frac{\left(a-2 x y-y^{2}\right) x^{2}}{2(x+y)^{2}} .
$$

For the maximun these must be zero, and since it is not admissible to have $x=0, y=0$, we have to solve the equations

$$
\begin{aligned}
& a-2 x y-x^{2}=0, \\
& a-2 x y-y^{2}=0,
\end{aligned}
$$

which have for the only positive solutions $x=y=\sqrt{\frac{a}{3}}$, whence $z=\frac{1}{2} \sqrt{\frac{a}{3}}$. Consequently, if there is a maximuin capacity, it must be for these dimensions. It is very evident that a maximum does exist; hence the problem is solved.

More generally, if a function of three or more independent variables has a maximum or minimum when all the variables change in any way, it must have a maximum or minimum when each changes alone. Therefore, if $f(x, y, z)$ has a maximum or a minimum, it is necessary, by $\S 89$, that

$$
\frac{\partial f}{\partial x}=0, \quad \frac{\partial f}{\partial y}=0, \quad \frac{\partial f}{\partial z}=0 .
$$

170. Exact differentials. We have seen that if $z=f(x, y)$, then

$$
\begin{equation*}
d z=\frac{\partial z}{\partial x} d x+\frac{\partial z}{\partial y} d y . \tag{1}
\end{equation*}
$$

When the function $f(x, y)$ is known, the partial derivatives $\frac{\partial z}{\partial x}$ and $\frac{\partial z}{\partial y}$ may be found, and the second member of (1) is of the form

$$
\begin{equation*}
M d x+N d y \tag{2}
\end{equation*}
$$

where $M$ and $N$ are functions of $x$ and $y$. In $\S 164$, (1) was called a total differential ; it will now be called an exact differential, to emphasize the fact that it may be exactly obtained by differentiation.

Now expressions of the form (2) arise in practice by other methods than by differentiation, or they may be written down at pleasure. For example, we may write arbitrarily the two following expressions:

$$
\begin{gather*}
\left(4 x^{3}-2 x y^{2}\right) d x+\left(4 y^{2}-2 x^{2} y\right) d y  \tag{3}\\
\left(x^{2}+x y\right) d x+y^{3} d y \tag{4}
\end{gather*}
$$

It is important, therefore, to know whether an expression of the form (2) is always exact; that is, whether it is always possible to find $z=f(x, y)$ so that (2) is equivalent to (1).

In discussing this question we note first that if (2) is equivalent to (1), we must have
whence

$$
\begin{equation*}
\frac{\partial z}{\partial x}=M, \quad \frac{\partial z}{\partial y}=N, \tag{5}
\end{equation*}
$$

$$
\frac{\partial^{2} z}{\partial x \partial y}=\frac{\partial M}{\partial y}=\frac{\partial N}{\partial x}
$$

Hence, if $M d x+N d y$ is an exact differential, it is necessary that

$$
\begin{equation*}
\frac{\partial M}{\partial y}=\frac{\partial N}{\partial x} \tag{6}
\end{equation*}
$$

From this it appears that (4) is not an exact differential, since $\frac{\partial M}{\partial y}=x$ and $\frac{\partial N}{\partial x}=0$. On the other hand, (3) may possibly be exact, since $\frac{\partial M}{\partial y}=-4 x y$ and $\frac{\partial N}{\partial x}=-4 x y$.

Let us now assume that the condition (6) is met, and try to find $z$. We may integrate the first equation of (5) considering $y$ as a constant. The constant of integration then possibly contains $y$ and must be expressed as a function of $y$. Then

$$
\begin{equation*}
z=\int M d x+\phi(y) \tag{7}
\end{equation*}
$$

Substituting this in the second equation of (5), we have

$$
\begin{align*}
& \frac{\partial}{\partial y} \int M d x+\phi^{\prime}(y)=N \\
& \phi^{\prime}(y)=N-\frac{\partial}{\partial y} \int M d x . \tag{8}
\end{align*}
$$

By hypothesis the first member of (8) does not contain $x$. Hence the second member of (8) must be free from $x$ or the work cannot go on. Now the condition that an expression shall be free from $x$ is that its derivative with respect to $x$ shall be zero. Hence, from (8), we must have

But

$$
\begin{gather*}
\frac{\partial N}{\partial x}-\frac{\hat{c}^{2}}{\partial x \partial y} \int M d x=0  \tag{9}\\
\frac{\partial^{2}}{\partial x \partial y} \int M_{d} / x=\frac{\partial}{\partial y}\left[\frac{\partial}{\partial x} \int M_{d} x\right]=\frac{\partial M}{\partial y}
\end{gather*}
$$

The condition (9) is then simply (6), which is fulfilled by hypothesis.

From (8), the value of $\phi(y)$ can now be found and substituted in (7). The value of $z$ is thus found.

We have accordingly the following theorem, the converse of the one stated above.

If $\frac{\partial M}{\partial y}=\frac{\partial N}{\partial x}$, the expression $M d x+N / y$ is an exact differential $d z$, and

$$
M=\frac{\partial z}{\partial x}, \quad N=\frac{\partial z}{\partial y} .
$$

The process of finding $z$ is illustrated in Exs. 1 and 2. Ex. 3 shows how the process fails if it is wrongly applied to an expression which is not an exact differential.

Ex. 1. $\left(4 x^{3}-2 x y^{2}\right) d x+\left(4 y^{3}-2 x^{2} y\right) d y$.
Here $\frac{\partial M}{\partial y}=-4 x y=\frac{\partial N}{\partial x}$. Hence the expression is equal to $d z$, and

$$
\begin{align*}
& \frac{\partial z}{\partial x}=4 x^{3}-2 x y^{2},  \tag{1}\\
& \frac{\partial z}{\partial y}=4 y^{3}-2 x^{2} y . \tag{2}
\end{align*}
$$

Integrating (1) with respect to $x$, we have

$$
\begin{equation*}
z=x^{4}-x^{2} y^{2}+f(y) . \tag{3}
\end{equation*}
$$

Substituting in (2), we have

$$
-2 x^{2} y+f^{\prime \prime}(y)=4 y^{3}-2 x^{2} y ;
$$

whence

$$
f^{\prime \prime}(y)=4 y^{3},
$$

and

$$
f(y)=y^{4}+C .
$$

Substituting in (1), we have $z=x^{4}-x^{2} y^{2}+y^{4}+C$.

Ex. 2. $\left(\frac{1}{x}-\frac{y}{x \sqrt{y^{2}-x^{2}}}\right) d x+\frac{1}{\sqrt{y^{2}-x^{2}}} d y$.
Here $\frac{\partial M}{\partial y}=\frac{x}{\left(y^{2}-x^{2}\right)^{\frac{3}{2}}}=\frac{\partial N}{\partial x}$. The expression is therefore an exact differential $d z$, and

$$
\begin{align*}
& \frac{\partial z}{\partial x}=\frac{1}{x}-\frac{y}{x \sqrt{y^{2}-x^{2}}}  \tag{1}\\
& \frac{\partial z}{\partial y}=\frac{1}{\sqrt{y^{2}-x^{2}}} \tag{2}
\end{align*}
$$

Integrating (2) with respect to $y$, we have

$$
\begin{equation*}
z=\log \left(y+\sqrt{y^{2}-x^{2}}\right)+f(x) \tag{3}
\end{equation*}
$$

Substituting in (1), we have

$$
\frac{-x}{\sqrt{y^{2}-x^{2}}\left(y+\sqrt{y^{2}-x^{2}}\right)}+f^{\prime}(x)=\frac{1}{x}-\frac{y}{x \sqrt{y^{2}-x^{2}}}
$$

whence

$$
f^{\prime}(x)=0
$$

and

$$
f(x)=C
$$

Substituting in (3), we have $z=\log \left(y+\sqrt{y^{2}-x^{2}}\right)+C$.
Ex. 3.

$$
\left(x^{2}+x y\right) d x+y^{3} d y
$$

Here

$$
\frac{\partial M}{\partial y}=x, \quad \frac{\partial N}{\partial x}=0
$$

and the expression is not exact. If one wrongly put

$$
\begin{align*}
& \frac{\partial z}{\partial x}=x^{2}+x y  \tag{1}\\
& \frac{\partial z}{\partial y}=y^{3} \tag{2}
\end{align*}
$$

and integrated (1) with respect to $x$, he would have

$$
z=\frac{x^{3}}{3}+\frac{x^{2}}{2} y+f(y)
$$

Substituting in (2), he would have
whence

$$
\frac{x^{2}}{2}+f^{\prime}(y)=y^{3}
$$

But $f^{\prime}(y)$ should be a function of $y$ alone, and the last equation is absurd. Equations (1) and (2) are therefore false.
171. Line integrals. The expression $M d x+N d y$ occurs in certain problems involving the limit of a sum as follows:

Let $C$ (fig. 207) be any curve in the plane $X O Y$ connecting the two points $L$ and $K$, and let $M$ and $N$ be two functions of $x$ and $y$ which are one-valued and continuous for all points on $C$. Let $C$ be divided into $n$ segments by the points $P_{1}, P_{2}$, $P_{3}, \cdots, P_{n-1}$, and let $\Delta x$ be the projection of one of these segments on $O X$ and $\Delta y$ its projection on $O I$. That is, $\Delta x=x_{i+1}-x_{i}, \Delta y=y_{i+1}-y_{i}$, where the values of $\Delta x$ and $\Delta y$ are not necessarily the same for all values of $i$. Let the value of $M$ for each of the $n$ points $L, I_{1}, I_{2}, \cdots$,


Fig. 207 $P_{n-1}$ be multiplied by the corresponding value of $\Delta x$, and the value of $N$ for the same point by the corresponding value of $\Delta y$, and let the sum
be formed.

$$
\sum_{i=0}^{i=n-1}\left[M\left(x_{i}, y_{i}\right) \Delta x+N\left(x_{i}, y_{i}\right) \Delta y\right]
$$

The limit of this sum as $n$ increases without limit and $\Delta x$ and $\Delta y$ approach zero as a limit is denoted by

$$
\int_{(C)}(M d x+N d y)
$$

and is called a line integral along the curve $C$. The point $K$ may coincide with the point $L$, thus making $C$ a closed curve.

Ex. 1. Work. Let us assume that at every point of the plane there acts a force which varies from point to point in magnitude and direction. We wish to find the work done on a particle moving from $L$ to $K$ along the curve $C$. Let $C$ be divided into segments, each of which is denoted by $\Delta s$ and one of which is represented in fig. 208 by $P Q$. Let $F$ be the force acting at $P, P R$ the direction in which it acts, $P T$ the tangent to $C$ at $P$, and $\theta$ the angle RPT. Then the component of $F$ in the direction $P T$ is $F \cos \theta$, and the work done on a particle moving from $P$ to $Q$ is $F \cos \theta \Delta s$, except for infinitesimals of higher order. The work $W$ done in moving the particle along $C$ is, therefore,

$$
W=\operatorname{Lim} \sum F \cos \theta \Delta s=\int_{(C)} F \cos \theta d s
$$

Now let $\alpha$ be the angle between PR and $O_{A}$, and $\phi$ the angle between $P T$ and (ON. Then $\theta=\phi-\alpha$ and $\cos \theta=\cos \phi \cos \alpha+\sin \phi \sin \alpha$. Therefore

$$
\mathrm{W}=\int_{(C)}\left(F \cos \phi \cos \alpha+F^{\prime} \sin \phi \sin \alpha\right) d s
$$

But $F \cos \alpha$ is the component of force parallel to $O X$ and is usually denoted by $X$. Also $F \sin \alpha$ is the component of force parallel to OY and is usnally denoted by $I$. Moreover, $\cos \phi d s=d x$ and $\sin \phi d s=d l y(\S 91)$. Hence we have, finally,

$$
\boldsymbol{I}^{r}=\int_{(C)}\left(X, d x+V^{r} d y\right)
$$

Ex. 2. Heut. Consider a substance in a given state of pressure $p$, volume $v$, and temperature $t$. Then $p, v, t$ are connected by a relation $f(p, v, t)=0$, so that any two of them may be taken as independent
 variables. We shall take $t$ and $v$ as the independent variables and shall therefore work on the $(t, v)$ plane.

Now if $Q$ is the amount of heat in the substance and an amount $d Q$ is added, there result changes $d v$ and $d t$ in $v$ and $t$ respectively, and, except for infinitesimals of higher order,

$$
d Q=M d t+N d v
$$

Hence the total amount of heat introduced into the substance by a variation of its state indicated by the curve $C$ is

$$
Q=\int_{(C)}(M d t+N d t)
$$

Ex. 3. Area. Consider a closed curve $C$ (fig. 209) tangent to the straight lines $x=a, x=b, y=d$, and $y=e$, and of such shape that a straight line parallel to either of the coördinate axes intersects it in not more than two points. Let the ordinate throngh any point $M$ intersect $C$ in $P_{1}$ and $P_{2}$, where $M P_{1}=y_{1}$ and $M P_{2}=y_{2}$. Then, if $A$ is the area inclosed by the curve,

$$
\begin{aligned}
A & =\int_{a}^{b} y_{2} d x-\int_{a}^{b} y_{1} d x \\
& =-\int_{b}^{a} y_{2} d x-\int_{a}^{b} y_{1} d x \\
& =-\int_{(C)} y d x
\end{aligned}
$$


the last integral being taken around $C$ in a direction opposite to the motion of the hands of a clock.

Similarly, if the line $N Q_{2}$ intersects $C$ in $Q_{1}$ and $Q_{2}$, where $N Q_{1}=x_{1}$ and $N Q_{2}=x_{2}$, we have

$$
\begin{aligned}
A & =\int_{d}^{e} x_{2} \prime l y-\int_{d}^{e} x_{1} d y \\
& =\int_{d}^{e} i_{2} d y+\int_{e}^{d} x_{1} d y \\
& =\int_{(C)} x d y
\end{aligned}
$$

the last integral being taken also in the direction opposite to the motion of the hands of a clock. By adding the two values of $A$, we have

$$
2.1=\int_{(C)}(-y d x+i d y)
$$

If we apply this to find the area of an ellipse, we may take $x=a \cos \phi$, $y=b \sin \phi(\S 54)$. Then $A=\frac{1}{2} \int_{0}^{2 \pi} u l_{d} l \phi=\pi a b$.

If the equation of the curve $C$ is known, the line integral may be reduced to a definite integral in one variable. In general, the value of the line integral depends upon the curve $C$ and not merely on the position of the points $L$ and $K$. This is illustrated in Ex. 4. If, however, Mclx $+V_{l} l y$ is an exact differential $d z$, we shall have

$$
\int_{(C)}(M d x+N d y)=\int_{z_{0}}^{z_{1}} d z=z_{1}-z_{0}
$$

where $z_{0}$ and $z_{1}$ are the values of $z$ at the points $L$ and $K$. This result is, in general, independent of the curve $C$, though special consideration may be necessary if $z$ may take more than one value at $L$ or $K$.

The integral of an exact differential taken around a closed path is, in general, zero; while the line integrals of other differentials around a closed path are not zero.

Ex. 4. $\int_{(0,0)}^{\left(x_{1}, y_{1}\right)}(y d x-x d y)$.
Let us first integrate along a straight line connecting $O$ and $P_{1}$ (fig. 210). The equation of the line is $y=\frac{y_{1}}{x_{1}} x$, and therefore along this line $y d x-x d y=0$, and hence the value of the integral is zero.

Next, let us integrate along a parabola connecting $O$ and $P_{1}$, the equation of which is $y^{2}=\frac{y_{1}^{2}}{x_{1}} x$. Along this parabola

$$
\int_{(0,0)}^{\left(x_{1}, y_{1}\right)}(y d x-x d y)=\frac{y_{1}}{2 \sqrt{x_{1}}} \int_{0}^{x_{1}} \sqrt{x} d x=\frac{1}{3} x_{1} y_{1} .
$$

Next, let us integrate along a path consisting of the two straight lines $O M_{1}$ and $M_{1} P_{1}$. Along $O M_{1}, y=0$ and $d y=0$; and along $M M_{1} P_{1}$, $x=x_{1}$ and $d x=0$. Hence the line integral reduces to $-\int_{0}^{y_{1}} x_{1} d y=-x_{1} y_{1}$.

Finally, let ns integrate along a path consisting of the straight lines $O N_{1}$ and $N_{1} P_{1}$. Along $O N_{1}, x=0$ and $d x=0$; and along $N_{1} P_{1}, y=y_{1}$ and $d y=0$. Therefore the line integral reduces to $\int_{0}^{x_{1}} y_{1} d x=x_{1} y_{1}$.

Ex. 5. $\int_{\left(x_{0}, y_{0}\right)}^{\left(x_{1}, y_{1}\right)} \frac{-y d x+x d y}{x^{2}+y^{2}}$.


Fig. 210

Here

$$
\frac{-y d x+x d y}{x^{2}+y^{2}}=d\left(\tan ^{-1} \frac{y}{x}\right)=d \theta .
$$

Therefore

$$
\int_{\left(x_{0}, y_{0}\right)}^{\left(x_{1}, y_{1}\right)} \frac{-y d x+x d y}{x^{2}+y^{2}}=\int_{\theta_{0}}^{\theta_{1}} d \theta=\theta_{1}-\theta_{0} .
$$

If the carve $C$ does not pass around $O, \theta_{1}$ will be the angle shown in the figure (fig. 211). If, however, $C$ is drawn around the origin, the final value of $\theta$ is $2 \pi+\theta_{1}$, and the value of the integral is $2 \pi+\theta_{1}-\theta_{0}$.

The value of this integral around a closed curve is zero if the curve does not inclose the origin, and is $2 \pi$ if the curve winds around the origin once in the positive direction.

Ex. 6. Work. If $X$ and $Y$ are components of force in a field of force, and $\frac{\partial X}{\partial y}=\frac{\partial Y}{\partial x}$, then the work done in moving
 a particle between two points is independent of the path along which it is moved, and the work done on a particle moving around a closed carve is zero. Also there exists a function $\phi$, called a force function, the derivatives of which with respect to $x$ and $y$ give the components of force parallel to the axes
of $x$ and $y$. Such a force as this is called a conservative force. Examples are the force of gravity and forces which are a function of the distance from a fixed point and directed along straight lines passing through that point.

If the components of force $X$ and $I$ in a field of force are such that $\frac{\partial X}{\partial y} \neq \frac{\partial \mathrm{I}}{\partial x}$, then the work done on a particle moving between two points depends upon the path of the particle, the work done on a particle moving around a closed path is not zero, and there exists no force function.

Such a force is called a nonconservative force.
Ex. 7. Heat. If a substance is brought, hy a series of changes of temperature, pressure, and volume, from an initial condition back to the same condition, the amount of heat acquired or lost hy the substance is the mechanical equivalent of the work done, and is not in general zero. Hence the line integral $Q=\int\left(1 / d t+N^{\prime} d v\right)$ around a closed curve is not zero, and there exists no function whose partial derivatives are $M$ and $N$. In fact, the heat $Q$ is not a function of $t$ and $v$, not being determined when $t$ and $v$ are given.
172. Differentiation of composite functions. It is frequently necessary to differentiate with respeet to a variable a function of a function of that variable. Several cases of this will now be discussed.

1. Consider $f(u)$, where $u=\phi(x)$.

Then

$$
\begin{equation*}
\frac{d f}{d x}=\frac{d f}{d u} \frac{d u}{d x}=f^{\prime}(u) \frac{d u}{d x} . \tag{1}
\end{equation*}
$$

This has been proved in $\S 82$.
2. Consider $f(u)$, where $u=\phi(x, y)$.

Then

$$
\begin{equation*}
\frac{\partial f}{\partial x}=\frac{d f}{d u} \frac{\partial u}{\partial x}=f^{\prime \prime}(u) \frac{\partial u}{\partial x} . \tag{2}
\end{equation*}
$$

The proof of this formula is like that of (1), the only difference being that

$$
\operatorname{Lim} \frac{\Delta f}{\Delta x}=\frac{\partial f}{\partial x}, \quad \operatorname{Lim} \frac{\Delta u}{\Delta x}=\frac{\partial u}{\partial x} .
$$

Ex. 1. If $z=\sin \frac{x}{y}$, find $\frac{\partial z}{\partial x}$.
Place $u=\frac{x}{y}$. Then, by (2),

$$
\frac{\partial z}{\partial x}=\cos \frac{x}{y} \frac{\partial}{\partial x}\left(\frac{x}{y}\right)=\frac{1}{y} \cos \frac{x}{y} .
$$

Similarly,

$$
\frac{\partial z}{\partial y}=\cos \frac{x}{y} \frac{\partial}{\partial y}\left(\frac{x}{y}\right)=-\frac{x}{y^{2}} \cos \frac{x}{y} .
$$

Ex. 2. If $z=f\left(x^{2}+y^{2}\right)$, show that $x \frac{\partial z}{\partial y}-y \frac{\partial z}{\partial x}=0$.
Place $u=x^{2}+y^{2}$. Then
whence

$$
\begin{gathered}
\frac{\partial z}{\partial x}=f^{\prime}(u) \frac{\partial u}{\partial x}=2 x f^{\prime}(u) \\
\frac{\partial z}{\partial y}=f^{\prime}(u) \frac{\partial u}{\partial y}=2 y f^{\prime}(u) \\
x \frac{\partial z}{\partial y}-y \frac{\partial z}{\partial x}=0
\end{gathered}
$$

3. Consider $f(u, v)$, where $u=\phi(x), v=\psi(x)$. From (6), § 164 , with a change of letters,

$$
\Delta f=\frac{\partial f}{\partial u} \Delta u+\frac{\partial f}{\partial v} \Delta v+\epsilon_{1} \Delta u+\epsilon_{2} \Delta v .
$$

If we divide by $\Delta x$, and take the limit, we have

$$
\begin{equation*}
\frac{d f}{d x}=\frac{\partial f}{\partial u} \frac{d u}{d x}+\frac{\partial f}{\partial v} \frac{d v}{d x} . \tag{3}
\end{equation*}
$$

Ex. 3. Let $z=\tan \frac{u}{v}$, where $u=x^{2}, v=\log x$.
From (2),

$$
\begin{aligned}
& \frac{\partial z}{\partial u}=\left(\sec ^{2} \frac{u}{v}\right) \frac{\partial}{\partial u}\left(\frac{u}{v}\right)=\frac{1}{v} \sec ^{2} \frac{u}{v}, \\
& \frac{\partial z}{\partial v}=\left(\sec ^{2} \frac{u}{v}\right) \frac{\partial}{\partial v}\left(\frac{u}{v}\right)=-\frac{u}{v^{2}} \sec ^{2} \frac{u}{v} .
\end{aligned}
$$

Hence, from (3), $\frac{d z}{\partial x}=\frac{1}{v}\left(\sec ^{2} \frac{u}{v}\right) 2 x-\frac{u}{v^{2}}\left(\sec ^{2} \frac{u}{v}\right) \frac{1}{x}$

$$
=\frac{2 x \log x-x}{(\log x)^{2}} \sec ^{2}\left(\frac{x^{2}}{\log x}\right) .
$$

4. Consider $f(u, v)$, where $u=\phi(x, y), v=\psi(x, y)$.

Then

$$
\left.\begin{array}{l}
\frac{\partial f}{\partial x}=\frac{\partial f}{\partial u} \frac{\partial u}{\partial x}+\frac{\partial \dot{f}}{\hat{\partial} v} \frac{\bar{c}}{\partial x}  \tag{4}\\
\frac{\hat{\partial} f}{\partial y}=\frac{\partial f}{\partial u} \frac{\partial u}{\partial y}+\frac{\hat{\partial} f}{\partial v} \frac{\hat{\partial}}{\partial y}
\end{array}\right\}
$$

The proof is like that of (3).
Ex. 4. If $z=f(x-y, y-x)$, prove $\frac{\partial z}{\partial x}+\frac{\partial z}{\partial y}=0$.
Place $x-y=u, y-x=r$. Then $z=f(u, v)$, and

$$
\begin{aligned}
& \frac{\hat{\partial} z}{\hat{\partial}_{y}}=\frac{\hat{\partial} f}{\hat{c}_{u}} \frac{\hat{\partial} u}{\hat{c} y}+\frac{\hat{\partial} f}{\hat{c}_{1}} \frac{\partial u}{\hat{c}_{y}}=-\frac{\hat{c} f}{\hat{c}_{u}}+\frac{\hat{\partial} f}{\hat{c} v} .
\end{aligned}
$$

By addition the required result is obtained.
Ex. 5. Let it be required to change $\frac{\partial f}{\partial x}$ and $\frac{\partial f}{\partial y}$ from rectangular coördinates $(x, y)$ to polar coördinates $(r, \theta)$, where $x=r \cos \theta, y=r \sin \theta$, and $f$ is a function of $x$ and $y$.

From Ex. 5, § 162, $\frac{\hat{c} r}{\hat{x}}=\cos \theta, \frac{\partial r}{\partial y}=\sin \theta$,

$$
\frac{\hat{\partial} \theta}{\partial x}=-\frac{\sin \theta}{r}, \quad \frac{\partial \theta}{\partial y}=\frac{\cos \theta}{r} ;
$$

whence

$$
\begin{aligned}
& \frac{\partial f}{\partial r}=\frac{\partial f}{\partial r} \cos \theta-\frac{\hat{\partial} f}{\partial \theta} \frac{\sin \theta}{r}, \\
& \frac{\partial f}{\partial y}=\frac{\partial f}{\partial r} \sin \theta+\frac{\partial f}{\partial \theta} \frac{\cos \theta}{r} .
\end{aligned}
$$

5. If, in (4), we multiply the equations ( 4 ) by $d x$ and $d y$, add the results, and apply the definition of $\S 164$, we have

$$
d f=\frac{\partial f}{\partial u} d u+\frac{\partial f}{\partial v} d u
$$

This result is easily generalized. Hence the form of the differential df is the same whether the variables used are independent or not.
6. Higher derivatives of a composite function may be found by successive applications of the foregoing formulas.

The extension of all the foregoing relations to cases involving more variables is obvious.

Ex. 6. Required to express $\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}$ in polar coördinates, where $V$ is a function of $x$ and $y$.

From Ex. 5,

$$
\begin{aligned}
& \frac{\partial V}{\partial x}=\frac{\partial V}{\partial r} \cos \theta-\frac{\partial V}{\partial \theta} \frac{\sin \theta}{r} \\
& \frac{\partial V}{\partial y}=\frac{\partial V}{\partial r} \sin \theta+\frac{\partial V}{\partial \theta} \frac{\cos \theta}{r}
\end{aligned}
$$

Then, by (4),

$$
\begin{aligned}
\frac{\partial^{2} V}{\partial x^{2}}= & \frac{\partial}{\partial r}\left[\frac{\partial V}{\partial r} \cos \theta-\frac{\partial V}{\partial \theta} \frac{\sin \theta}{r}\right] \frac{\partial r}{\partial x}+\frac{\partial}{\partial \theta}\left[\frac{\partial V}{\partial r} \cos \theta-\frac{\partial V}{\partial \theta} \frac{\sin \theta}{r}\right] \frac{\partial \theta}{\partial x} \\
= & {\left[\frac{\partial^{2} V}{\partial r^{2}} \cos \theta-\frac{\partial^{2} V}{\partial r \partial \theta} \frac{\sin \theta}{r}+\frac{\partial V}{\partial \theta} \frac{\sin \theta}{r^{2}}\right] \cos \theta } \\
& +\left[\frac{\partial^{2} V}{\partial r \partial \theta} \cos \theta-\frac{\partial^{2} V}{\partial \theta^{2}} \frac{\sin \theta}{r}-\frac{\partial V}{\partial r} \sin \theta-\frac{\partial V}{\partial \theta} \frac{\cos \theta}{r}\right]\left(-\frac{\sin \theta}{r}\right) \\
= & \frac{\partial^{2} V}{\partial r^{2}} \cos ^{2} \theta-2 \frac{\partial^{2} V}{\partial r \partial \theta} \frac{\sin \theta \cos \theta}{r}+\frac{\partial^{2} V^{\prime}}{\partial \theta^{2}} \frac{\sin ^{2} \theta}{r^{2}}+\frac{\partial V}{\partial r} \frac{\sin ^{2} \theta}{r}+2 \frac{\partial V}{\partial \theta} \frac{\sin \theta \cos \theta}{r^{2}} .
\end{aligned}
$$

Similarly,

$$
\frac{\partial^{2} V}{\partial y^{2}}=\frac{\partial^{2} V}{\partial r^{2}} \sin ^{2} \theta+2 \frac{\partial^{2} V}{\partial r \hat{c} \theta} \frac{\sin \theta \cos \theta}{r}+\frac{\partial^{2} V}{\partial \theta^{2}} \frac{\cos ^{2} \theta}{r^{2}}+\frac{\partial V}{\partial r} \frac{\cos ^{2} \theta}{r}-2 \frac{\partial V}{\partial \theta} \frac{\sin \theta \cos \theta}{r^{2}}
$$

Hence

$$
\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}=\frac{\partial^{2} V}{\partial r^{2}}+\frac{1}{r^{2}} \frac{\partial^{2} V}{\partial \theta^{2}}+\frac{1}{r} \frac{\partial V}{\partial r}
$$

Ex. 7. If $z=f_{1}(x+a t)+f_{2}(x-a t)$, show that $\frac{\partial^{2} z}{\partial t^{2}}=a^{2} \frac{\partial^{2} z}{\partial x^{2}}$.
Let $x+a t=u, x-a t=v$. Then $\frac{\partial u}{\partial x}=1, \frac{\partial u}{\partial t}=a, \frac{\partial v}{\partial x}=1, \frac{\partial v}{\partial t}=-a$,
and, by (2),

$$
\begin{aligned}
& \frac{\partial z}{\partial x}=\frac{d f_{1}}{d u} \frac{\partial u}{\partial x}+\frac{d f_{2}}{d v} \frac{\partial v}{\partial x}=\frac{d f_{1}}{d u}+\frac{d f_{2}}{d v}, \\
& \frac{\partial z}{\partial t}=\frac{d f_{1}}{d u} \frac{\partial u}{\partial t}+\frac{d f_{2}}{d v} \frac{\partial v}{\partial t}=a \frac{d f_{1}}{d u}-a \frac{d f_{2}}{d v} .
\end{aligned}
$$

Differentiating these equations a second time, we have

$$
\begin{aligned}
& \frac{\partial^{2} z}{\partial x^{2}}=\frac{d^{2} f_{1}}{d u^{2}} \frac{\partial u}{\partial x}+\frac{d^{2} f_{2}}{d v^{2}} \frac{\partial v}{\partial x}=\frac{d^{2} f_{1}}{d u^{2}}+\frac{d^{2} f_{2}}{d v^{2}} \\
& \frac{\partial^{2} z}{\partial t^{2}}=a \frac{d^{2} f_{1}}{d u^{2}} \frac{\partial u}{\partial t}-a \frac{d^{2} f_{2}}{d v^{2}} \frac{\partial v}{\partial t}=a^{2} \frac{d^{2} f_{1}}{d u^{2}}+a^{2} \frac{d^{2} f_{2}}{d v^{2}}
\end{aligned}
$$

By inspection the required result is obtained.

## PROBLEMS

Find $\frac{\partial z}{\partial x}$ and $\frac{\partial_{z}}{\partial y}$, when :

1. $z=\frac{x y}{\sqrt{x^{2}+y^{2}}}$.
2. $z=\log \left(y+\sqrt{y^{2}-x^{2}}\right)$.
3. $z=\tan ^{-1} \frac{y}{x}$.
4. $z=\sin \frac{x y}{x-y}$.
5. $z=\sin ^{-1} \frac{x-y}{x}$.
6. $z=e^{-\frac{x}{y}}+\log \frac{y}{x}$.
7. If $z=\sin \left(x^{2}-2 x y+y^{2}\right)$, prove $\frac{\partial z}{\partial x}+\frac{\partial z}{\partial y}=0$.
8. From $2 x^{2}-3 y^{2}+6 x y+2 z^{2}=0$, prove $x \frac{\partial z}{\partial x}+y \frac{\partial z}{\partial y}=z$.
9. If $z=e^{\frac{y}{x}} \sin \frac{y}{x}$, prove $x \frac{\partial z}{\partial x}+y \frac{\partial z}{\partial y}=0$.
10. If $z=y^{2}+\tan \left(y e^{\frac{1}{x}}\right)$, prove $x^{2} \frac{\partial z}{\partial x}+y \frac{\partial z}{\partial y}=2 y^{2}$.
11. If $z^{2}=\log (x y)+\sin ^{-1} \frac{y}{x}$, prove $z x \frac{\partial z}{\partial x}+z y \frac{\partial z}{\partial y}=1$.
12. If $z=\frac{1}{x^{2}+y^{2}} e^{\left(x^{2}+y^{2}\right)}$, prove $y \frac{\partial z}{\partial x}-x \frac{\partial z}{\partial y}=0$.
13. If $z=\sqrt{y^{2}-x^{2}} \sin ^{-1} \frac{y}{x}$, prove $x \frac{\partial z}{\partial x}+y \frac{\partial z}{\partial y}=z$.
14. Show that the sum of the partial derivatives of

$$
u=(x-y)(y-z)(z-x) \text { is zero. }
$$

15. If $x=u+v, y=\frac{v}{u}$, find $\left(\frac{\partial u}{\partial x}\right)_{v}$ and $\left(\frac{\partial v}{\partial y}\right)_{x}$.
16. If $x=e^{r} \sin \theta, y=e^{r} \cos \theta$, find $\left(\frac{\partial r}{\partial y}\right)_{x}$ and $\left(\frac{\partial \theta}{\partial x}\right)_{y}$.
17. If $x=e^{u} \sec v, y=e^{u} \tan v$, find $\left(\frac{\partial u}{\partial x}\right)_{y}$ and $\left(\frac{\partial v}{\partial x}\right)_{y}$.
18. If $x=r e^{\theta}, y=r e^{-\theta}$, find $\left(\frac{\partial \theta}{\partial y}\right)_{x}$ and $\left(\frac{\partial r}{\partial y}\right)_{x}$.
19. If $z=\left(x^{2}+y^{2}\right) \tan ^{-1} \frac{y}{x}$, find $\frac{\partial^{2} z}{\partial x^{2}}$.
20. If $z=e^{y} \sin (x-y)$, find $\frac{\partial^{3}: z}{\partial \cdot x \partial y^{2}}$.
21. If $z=\log \left(x^{2}+y^{2}\right)$, prove $\frac{\partial^{2} z}{\partial x^{2}}+\frac{\partial^{2} z}{\partial y^{2}}=0$.
22. If $z=\tan (y+a x)+(y-a x)^{\frac{3}{2}}$, prove $\frac{\partial^{2} z}{\partial x^{2}}=a^{2} \frac{\partial^{2} z}{\partial y^{2}}$.

Verify $\frac{\partial^{2} z}{\partial x \partial y}=\frac{\hat{\partial}^{2} z}{\partial y c x}$, when :
23. $z=x y^{2}+2 y y^{\frac{1}{x}}$.
24. $z=\sqrt{\frac{x-y}{x+y}}$.
25. $z=\log \left(x+\sqrt{y^{2}+x^{2}}\right)$.
27. Calculate the numerical difference between $\Delta z$ and $d z$, when $z=x^{3}+y^{3}-3 x^{2} y, x=2, y=3, \Delta x=d x=.01$, and $\Delta y=d y=.001$.
28. The hypotemuse and one side of a right triangle are respectively 5 in . and 4 in . If the hypotenuse is decreased by . 01 in . and the given side is increased by .01 in ., find the total change made in the third side, the triangle being kept a right triangle. Find the error that would be made if the differential of the third side corresponding to the above increments were taken for the change.
29. A right circular cylinder has an altitude 10 ft . and a radius 5 ft . Calculate the change in its volume cansed by increasing the altitude by .1 ft . and the radius by .01 ft . Calculate also the differential of volume corresponding to the same increments.
30. A triangle has two of its sides 8 in . and 10 in . respectively, and the included angle is $30^{\circ}$. Calculate the change in the area caused by increasing the length of each of the given sides by .01 in . and the included angle by $1^{\circ}$. Calculate also the differential of area corresponding to the same increments.
31. The distance between two points $A$ and $B$ on opposite sides of a pond is determined by taking a third point $C$ and measuring $A C=80 \mathrm{ft} ., B C=100 \mathrm{ft}$., and $B C A=60^{\circ}$. Find the greatest error in the length of $A B$ caused by possible errors of 6 in . in both $A C$ and $B C$, assuming that powers of the errors of measurement higher than the first may be neglected.
32. The distance of an inaccessible object $A$ from a point $B$ is found by measuring a base line $B C=100 \mathrm{ft}$. and the angles
$C B A=\alpha=30^{\circ}$ and $B C A=\beta=45^{\circ}$. Find the largest possible error in the length of $A B$ caused by errors of $1^{\prime \prime}$ in measuring $\alpha$ and $\beta$, assuming that powers of the errors of measurement higher than the first may be neglected.
33. The density $D$ of a body is determined by the formula $D=\frac{w}{w-u^{\prime}}$, where $w$ is the weight of the body in air and $u^{\prime}$ the weight in water. If $u=243,600 \mathrm{gr}$. and $w^{\prime}=218,400 \mathrm{gr}$., what is the largest possible error in $D$ caused by an error of 5 gr . in $u$ and an error of 8 gr . in $u^{\prime}$, assuming that powers of the errors of $u$ and $w^{\prime}$ higher than the first may be neglected ?
34. If the electric potential $V^{\prime}$ at any point of a plane is given by the formula $V=\log \sqrt{x^{2}+y^{2}}$, find the rate of change of potential at any point: (1) in a direction toward the origin ; (2) in a direction at right angles to the direction toward the origin.
35. If the electric potential $V$ at any point of the plane is given by the formula $V^{\prime}=\log \frac{\sqrt{(x-11)^{2}+y^{2}}}{\sqrt{(x+1)^{2}+y^{2}}}$, find the rate of change of potential at the point $(0, a)$ in the clirection of the axis of $y$, and at the point $(u, u)$ in the direction toward the point $(-u, 0)$.
36. On the surface $z=2 \tan ^{-1} \frac{1}{x}$, find the slope of the curve through the point $\left(1,1, \begin{array}{c}\pi \\ 2\end{array}\right)$ whose plane makes an angle of $30^{\circ}$ with the plane XOZ .
37. On the paraboloid $z=2 x^{2}+3 y^{2}$, what plane section perpendicular to the plane $\mathrm{NOY}^{-}$and through the point $(2,1,11)$ will cut out a curve with the slope zero at that point?
38. In what direction from the point $\left(x_{1}, y_{1}\right)$ is the directional derivative of the function $z=k x y$ a maximum, and what is the value of that maximum derivative?
39. Find a general expression for the directional derivative of the function $u=e^{-y} \sin x+\frac{1}{3} e^{-3 y} \sin 3 x$ at the point $\left(\frac{\pi}{3}, 0\right)$. Find also the maximum value of the directional derivative.
40. If $z=4 x^{2}+2 y^{2}$ and $y=\frac{1}{x}$, find $\frac{d z}{d x}$.
41. If a point moves on the surface $z=k \tan ^{-1} \frac{y}{x}$ so that its projection on the $X O Y$ plane is the circle $x^{2}+y^{2}=a^{2}$, find $\frac{d z}{d x}$.
42. Find $\frac{d y}{d x}$ from the equation $x=c e^{\frac{y}{x}}$.
43. Find $\frac{d y}{d x}$ from the equation $2 \log x+\left(\sin ^{-1} \frac{y}{x}\right)^{2}=c$.
44. Find $\frac{\partial z}{\partial x}$ and $\frac{\partial z}{\partial y}$, when $(x+y)(y+z)(z+x)=c$.
45. Find $\frac{\partial z}{\partial x}$ and $\frac{\partial z}{\partial y}$, when $x^{3}+y^{2}+z^{2}-\log y z^{2}=c$.
46. Find $\frac{\partial z}{\partial x}$ and $\frac{\partial z}{\partial y}$, when $z^{3}+\left(x^{2}+y^{2}\right) z+x^{3} y^{3}=0$.
47. Find $\frac{\partial z}{\partial x}$ and $\frac{\partial z}{\partial y}$, when $\left(x^{2}+y^{2}+z^{2}\right)^{3}=27 x y z$.
48. Find the equations of the tangent plane and the normal line to the ellipsoid $x^{2}+3 y^{2}+2 z^{2}=9$ at the point $(2,1,1)$.
49. Find the equations of the tangent plane and the normal line to the surface $x y+y z+z x=1$ at the point $(1,0,1)$.
50. Find the equations of the tangent plane and the normal line to the surface $z=(a x+b y)^{2}$ at the point $\left(x_{1}, y_{1}, z_{1}\right)$.
51. Find the tangent plane to the cone $x^{2}+y^{2}-z^{2}=0$ and prove that it passes through the vertex and contains an element of the cone.
52. Show that the sum of the squares of the intercepts on the coördinate axes of any tangent plane to the surface $x^{\frac{2}{3}}+y^{\frac{2}{3}}+z^{\frac{2}{3}}=a^{\frac{2}{3}}$ is constant.
53. Show that any tangent plane to the surface $z=k x y$ cuts the surface in two straight lines.
54. Find the equations of the tangent line and the normal plane to the curve $x y z=1, y^{2}=x$ at the point $(1,1,1)$.
55. Find the equations of the tangent line and the normal plane to the curve $x=\sin z, y=\cos z$ at the point $\left(1,0, \frac{\pi}{2}\right)$.
56. Find the equations of the tangent line and the normal plane to the curve of intersection of the cylinders $x^{2}+y^{2}=25, y^{2}+z^{2}=25$ at the point $(4,3,-4)$.
57. Find the equations of the tangent line and the normal plane to the curve of intersection of the ellipsoid $24 x^{2}+16 y^{2}+3 z^{2}=288$ and the plane $2 x+8 y+5 z=0$ at the point $(2,-3,4)$.
58. Find the angle at which the helix $x^{2}+y^{2}=a^{2}, z=k \tan ^{-1} \frac{y}{x}$ intersects the sphere $x^{2}+y^{2}+z^{2}=r^{2}(r>\alpha)$.
59. Find the angle at which the curve $y^{2}-z^{2}=a^{2}, x=b(y+z)$ intersects the surface $x^{2}+2 z y=c^{2}$.
60. Find the minimum value of the function $z=4 x^{2}-3 x y$ $+9 y^{2}+5 x+15 y+16$.
61. An open rectangular cistern is to be constructed to hold $1000 \mathrm{cu} . \mathrm{ft}$. Required the dimensions that the cost of lining should be a minimum.
62. Divide the number " into three parts such that their product shall be the greatest possible.
63. Find a point in a plane quadrilateral such that the sum of the squares of its distances from the four vertices is a minimum.
64. Find the volume of the greatest rectangular parallelepiped inscribed in an ellipsoid.
65. Find by calculus the point in the plane $2 x+3 y-6 z+5=0$ which is nearest the origin.
66. Find the points on the surface $2 x^{2}+4 y^{2}-z^{2}-6 x+5 y$ $+18=0$ which are nearest the origin.
67. Find the lighest point on the curve of intersection of the hyperboloid $x^{2}+y^{2}-z^{2}=1$ and the plane $x+y+2 z=0$.
68. Find the volume of the greatest rectangular parallelepiped which can be inscribed in a right elliptic cone with altitude $h$ and semiaxes of the base $a$ and $b$, assuming that two edges of the parallelepiped are parallel to the axes of the base of the cone.
69. Through a given point $(1,1,2)$ a plane is passed which with the coördinate planes forms a tetrahedron of minimum volume. Find the equation of the plane.
70. Find the point inside a plane triangle from which the sum of the squares of the perpendiculars to the three sides is a minimum. (Express the answer in terms of $K$, the area of the triangle; $a, b, c$, the lengths of the three sides; and $x, y, z$, the three perpendiculars on the sides.)

Prove that the following differentials are exact and find their integrals :
71. $\left(5 x^{4}-3 x^{2} y+2 x y^{2}\right) d x+\left(2 x^{2} y-x^{3}+5 y^{4}\right) d y$.
72. $\left(y+\frac{1}{x}\right) d x+\left(x+\frac{1}{y}\right) d y$.
73. $\frac{1+2 x y+x^{2} y^{2}}{x^{3} y^{2}} d x+\frac{2 x y+1}{x^{2} y^{3}} d y$.
74. $\frac{x^{2}+y^{2}}{y^{2}} d x-\frac{2 x^{3}}{3 y^{3}} d y$.
75. $\frac{e^{-\frac{x}{y}}}{y} d x-\left(\frac{x}{y^{2}} e^{-\frac{x}{y}}+\frac{1}{y}\right) d y$.
76. $\frac{x d x}{\sqrt{x^{2}+y^{2}}}+\left(-1+\frac{y}{\sqrt{x^{2}+y^{2}}}\right) d y$.
77. $\left(\cos ^{2} x-y \sin x\right) d x+\cos x d y$.
78. $e^{\frac{y^{2}}{2}} \sin (x+y) d x+e^{\frac{y^{2}}{2}}[\sin (x+y)-y \cos (x+y)] d y$.
79. Find the value of $\int_{(0,0)}^{(1,2)}[(y-x) d x+y d y]$,
(1) along a straight line,
(2) along a parabola with its axis on $O X$.
80. Find the value of $\int_{(0,1)}^{(1,0)}\left[\left(x^{2}+y^{2}\right) d x+x d y\right]$,
(1) along a straight line,
(2) along a circle with its center at 0 .
81. Find the value of $\int_{(0,0)}^{(2,1)}\left[y^{2} d x+\left(x y+y^{2}\right) d y\right]$,
(1) along a parabola with its axis on $O X$,
(2) along a broken line consisting of a portion of the $x$-axis and a perpendicular to it.
82. Find the value of $\int_{(0,0)}^{(1,1)}\left(\frac{x^{2} d x}{\sqrt{x^{2}-y^{2}}}+\frac{y d y}{x^{2}+y^{2}}\right)$,
(1) along the curve $x=t, y=t^{2}$,
(2) along a broken line consisting of a portion of the $x$-axis and a perpendicular to it.
83. Find the value of $\int_{(3,0)}^{(5,4)} \frac{-y d x+x d y}{x \sqrt{x^{2}-y^{2}}}$,
(1) along the curve $x=3 \sec \theta, y=3 \tan \theta$,
(2) along a broken line consisting of a portion of the $x$-axis and a perpendicular to it.
84. Find, by the method of Ex. $3, \S 171$, the area of the fourcusped hypocycloid $x=a \cos ^{3} \phi, y=u \sin ^{3} \phi$.
85. Find, by the method of Ex. $3, \S 171$, the area between one arch of a hypocycloid ( 558 ) and the fixed circle.
86. Find, by the method of Ex. 3, $\$ 171$, the area between one arch of an epicycloid ( $\$ 5 \overline{5}$ ) and the fixed circle.
87. If $u=f(x, y)$ and $y=F(x)$, find $\frac{d^{2} u}{d x^{2}}$.
88. If $f(x, y)=0$, prove $\frac{d^{2}!}{d x^{2}}=-\frac{\frac{\bar{c}^{2} f}{\partial x^{2}}\left(\frac{c f}{c!y}\right)^{2}-2 \frac{\hat{c}^{2} f}{\partial x \cdot \frac{\partial f}{}!y} \frac{\partial f}{\partial \cdot x} \frac{\partial f}{\partial!y}+\frac{\partial^{2} f}{\partial!y^{2}}\left(\frac{\partial f}{\partial x}\right)^{2}}{\left(\frac{c f}{\partial y}\right)^{3}}$.
89. If $z=f\left(\frac{x}{y}\right)$, prove $x \frac{\hat{\partial}_{z}}{\partial x}+y \frac{\partial z}{\partial y}=0$.
90. If $f^{\prime}\left(1 x+m y+n z, x^{2}+y^{2}+z^{2}\right)=0$, prove

$$
(l y-m x)+(n y-m z) \frac{\partial z}{\partial x}+(l z-n x) \frac{\partial z}{\partial y}=0 .
$$

91. If $z=y^{2}+2 f\left(\frac{1}{x}+\log y\right)$, prove $\frac{\hat{\partial}_{z}}{\partial y}=2 y-\frac{x^{2}}{y} \frac{\hat{\partial} z}{\partial x}$.
92. If $f(x, y, z)=0$, show that $\left(\frac{\partial_{z}}{\partial x}\right)_{y}\left(\frac{\partial x}{\partial y}\right)_{z}\left(\frac{\hat{y}_{y}}{\partial z}\right)_{x}=-1$.
93. If $z=x \phi\left(\frac{y}{x}\right)+\psi\left(\frac{!}{x}\right)$, prove $x^{2} \frac{\partial^{2} z}{\partial x^{2}}+2 x y \frac{\hat{c}^{2} z}{\partial x \partial y}+y^{2} \frac{\partial^{2} z}{\partial y^{2}}=0$.
94. If $z=\phi(x+i y)+\psi(x-i y)$, where $i=\sqrt{-1}$, prove

$$
\frac{\partial^{2} \approx}{\partial x^{2}}+\frac{\hat{c}^{2} \tilde{z}}{\partial y^{2}}=0
$$

95. If $V$ is a function of $r$ only, where $r=\sqrt{x^{2}+y^{2}}$, find the value of $\frac{\partial^{2} \Gamma}{\partial x^{2}}+\frac{\partial^{2} \Gamma}{\partial y^{2}}$ in terms of $r$ and $r$.
96. If $x=e^{u}, y=e^{v}$, and $z$ is any function of $x$ and $y$, find the value of $x^{2} \frac{\partial^{2} z}{\partial x^{2}}+y^{2} \frac{\partial^{2} z}{\partial y y^{2}}+x \frac{\partial z}{\partial x}+y \frac{\partial z}{\partial y}$ in terms of the derivatives of $\boldsymbol{z}$ with respect to $u$ and $v$.
97. If $x=u+v, y=\frac{u-v}{a}$, and $V$ is any function of $x$ and $y$, prove $a^{2} \frac{\partial^{2} V}{\partial x^{2}}-\frac{\partial^{2} V}{\partial y^{2}}=a^{2} \frac{\partial^{2} V}{\partial u \partial v}$.
98. If $x=e^{x} \cos v, y=e^{u} \sin v$, and $V$ is any function of $x$ and $y$, find $\frac{\partial^{2} V}{\partial u \partial v}$ in terms of the derivatives of $V$ with respect to $x$ and $y$.
99. If $x=e^{x} \cos v, y=e^{u} \sin v$, and $V$ is any function of $x$ and $y$, prove $\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}=e^{-2 u}\left(\frac{\partial^{2} V}{\partial u^{2}}+\frac{\partial^{2} V}{\partial v^{2}}\right)$.
100. If $x=r \cdot \frac{e^{\theta}+e^{-\theta}}{2}, y=r \frac{e^{\theta}-e^{-\theta}}{2}$, and $V$ is any function of $x$ and $y$, prove $\frac{\partial^{2} V}{\partial x^{2}}-\frac{\partial^{2} V^{r}}{\partial y^{2}}=\frac{\partial^{2} V}{\partial r^{2}}-\frac{1}{r^{2}} \frac{\partial^{2} V}{\partial \theta^{2}}+\frac{1}{r} \frac{\partial V^{r}}{\partial r}$.
101. If $x=e^{v} \sec u, y=e^{v} \tan u$, and $\phi$ is any function of $x$ and $y$, prove $\cos u\left(\frac{\partial^{2} \phi}{\partial u \partial v}-\frac{\partial \phi}{\partial u}\right)=x y\left(\frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial^{2} \phi}{\partial y^{2}}\right)+\left(x^{2}+y^{2}\right) \frac{\partial^{2} \phi}{\partial x \partial y}$.
102. If $x+y=2 e^{\theta} \cos \phi, x-y=2 i e^{\theta} \sin \phi$, and $V$ is any function of $x$ and $y$, prove $\frac{\partial^{2} V}{\partial \theta^{2}}+\frac{\partial^{2} V}{\partial \phi^{2}}=4 x y \frac{\partial^{2} V}{\partial x \partial y}$.
103. If $x=f(u, v)$ and $y=\phi(u, v)$ are two functions which satisfy the equations $\frac{\partial f}{\partial u}=\frac{\partial \phi}{\partial v}, \frac{\partial f}{\partial v}=-\frac{\partial \phi}{\partial u}$, and $V$ is any function of $x$ and $y$, prove $\frac{\partial^{2} V}{\partial u^{2}}+\frac{\partial^{2} V}{\partial v^{2}}=\left(\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}\right)\left[\left(\frac{\partial f}{\partial u}\right)^{2}+\left(\frac{\partial f}{\partial v}\right)^{2}\right]$.

## CHAPTER XVI

## MULTIPLE INTEGRALS

173. Double integral with constant limits. By definition,

$$
\int_{a}^{b} f(x) d x=\operatorname{Lim}_{n=\infty} \sum_{i=0}^{i=n-1} f\left(x_{i}\right) \Delta x
$$

and $f(x) d x$ is the element of the integral. In the problems of Chapter XIII it has been possible to form the element $f(x) d x$ immediately by elementary theorems of geometry and mechanics. There are problems, however, in which it is advantageous to determine the element itself as a definite integral.

For example, let us find the volume bounded by the planes $z=0, x=a, x=b(a<b), y=c, y=d(c<d)$, and the surface $z=f(x, y)$ (fig. 212) which lies entirely on the positive side of the XOY plane for the volume to be considered.

Divide the distance $b-a$ on $O Y^{-}$ into $n$ equal parts $\Delta x$, thus giving $x$ the series of values


Fig. 212

$$
a, \quad x_{1}=a+\Delta x, \quad x_{2}=x_{1}+\Delta x, \quad \cdots
$$

Through the points thus determined on O.E pass planes parallel to YOZ, thus dividing the required volume into slices, such as LM.

Divide the distance $d-c$ on $O Y$ into $m$ equal parts $\Delta y$, thus giving $y$ the series of values

$$
c, \quad y_{1}=c+\Delta y, \quad y_{369}=y_{1}+\Delta y, \quad \cdots
$$

Through the points thus determined on $O Y$ pass planes parallel to $\mathcal{I O} O Z$, thus subdividing the slices into volumes, such as $N Q$, each of which stands on a base $N R, \Delta x \Delta y$ in area.

If $N$ has coördinates $\left(x_{i}, y_{j}\right), N P=f\left(x_{i}, y_{j}\right)$, and the volume of a prism with $N R$ as a base and $N P$ as altitude is $f\left(x_{i}, y_{j}\right) \Delta x \Delta y$.

If we hold $x$ equal to $x_{i}$, and give $y$ the values $c, y_{1}, y_{2}, \ldots$ in succession, and take the limit of the sum as $m=\infty$, we have

$$
\begin{equation*}
\operatorname{Lim}_{m=\infty}^{j=m-1} \sum_{j=0}^{d} f\left(x_{i}, y_{j}\right) \Delta x \Delta y=\int_{c}^{d} f\left(x_{i}, y\right) \Delta x d y \tag{1}
\end{equation*}
$$

as an approximate expression for the volume of the slice $L M$.
Using the definite integral (1) as an element, we now assign to $x$ the values $a, x_{1}, x_{2}, \ldots$ in succession and take the limit of the sum as $n=\infty$. The result is

$$
\begin{equation*}
\operatorname{Lim}_{n=\infty} \sum_{i=0}^{i=n-1} \int_{c}^{d} f\left(x_{i}, y\right) d y \Delta x=\int_{a}^{b}\left(\int_{c}^{d} f(x, y) d y\right) d x \tag{2}
\end{equation*}
$$

which is the required volume.
Removing the parentheses, we shall write (2) in the form

$$
\begin{equation*}
\int_{a}^{b} \int_{c}^{d} f(x, y) d x d y \tag{3}
\end{equation*}
$$

where the summation is made in the order of the differentials from right to left, i.e. first with respect to $y$ and then with respect to $x$, and the limits are in the same order as the differentials, i.e. the limits of $y$ are $c$ and $d$, and the limits of $x$ are $a$ and $b$.*

Referring to fig. 212, we see that we could have made the summation first with respect to $x$, thereby finding an approximate

* Still another form of writing (2) is $\int_{a}^{b} d x \int_{c}^{d} f(x, y) d y$, in which the order of summation is first with respect to $y$ and then with respect to $x$.

Some writers also prefer to write (3) in the form $\int_{a}^{b} \int_{c}^{d} f(x, y) d y d x$, which is merely (2) with the parentheses removed. In this form it is to be noted that the limits and the differentials are in inverse orders, and that the order of summation is the order of the differentials from left to right, i.e. first with respect to $y$ and then with respect to $x$. In this text this last form of writing the double integral will not be used. In other books the context will indicate the form of notation which the writer has chosen.
expression for the volume of a slice bounded by two planes parallel to the $Y O Z$ plane. The final summation would have been with respect to $y$, the result being the volume expressed by (3). If this order had been followed, the result would have appeared in the form

$$
\begin{equation*}
\int_{c}^{d}\left(\int_{a}^{b} f(x, y) d x\right) d y=\int_{c}^{d} \int_{a}^{b} f(x, y) d y d x \tag{4}
\end{equation*}
$$

Integrals (3) and ( 4 ) are called double definite integrals, the limits in this case being constants. As any function $f^{\prime}(x, y)$ may be represented graphically by the surface $z=f(x, y)$, we are led to the general definition of the double definite integral,

$$
\int_{c}^{d} \int_{a}^{b} f(x, y) d y d x=\int_{a}^{b} \int_{c}^{d} f(x, y) d x d y
$$

as equal to the limit, as $m$ and $n$ are both increased indefinitely, of the double sum

$$
\begin{equation*}
\sum_{i=0}^{i=n-1} \sum_{j=0}^{j=m-1} f\left(x_{i}, y_{j}\right) \Delta x \Delta y \tag{i}
\end{equation*}
$$

where $\Delta x, \Delta y$, and $\left(x_{i}, y_{j}\right)$ have the meanings already defined. The integral is called the double integral of $f(x, y)$ over the area bounded by the lines $x=a, x=b, y=c, y=d$. This definition is independent of the graphical interpretation, and therefore any problem which leads to the limit of a sum (5) involves a double integral.
174. Double integral with variable limits. We may now extend the idea of a double integral as follows: Instead of taking the integral orer a reetangle, as in $\S 173$, we may take it over an area bounded by any closed curve (fig. 213) such that a straight line parallel to either $O_{\mathrm{A}} \mathrm{N}^{\prime}$ or $O Y$ intersects it in not more than two points. Drawing straight lines


Fig. 213 parallel to $O Y^{-}$and straight lines parallel to $O X$, we form rectangles of area $\Delta x \Delta y$, some of which are entirely within
the area bounded by the curve and others of which are only partly within that area. Then

$$
\begin{equation*}
\sum \sum f(x, y) \Delta x \Delta y \tag{1}
\end{equation*}
$$

where the summation includes all the rectangles which are wholly or partly within the curve, represents approximately the volume bounded by the plane NOY, the surface $z=f(x, y)$, and the cylinder standing on the curve as a base, since it is the sum of the volumes of prisms, as in $\S 173$. Now, letting the number of these prisms increase indefinitely, while $\Delta x \doteq 0$ and $\Delta y \doteq 0$, it is evident that (1) approaches a definite limit, the volume described above.

If we sum up first with respect to $y$, we add together terms of (1) corresponding to a fixed value of $x$, such as $x_{i}$. Then if $M B$ is the line $x=x_{i}$, the result is a sum corresponding to the strip $A B C D$, and the limits of $y$ for this strip are the values of $y$ corresponding to $x=x_{i}$ in the equation of the curve. That is, if for $x=x_{i}$, the two values of $y$ are $M A=f_{1}\left(x_{i}\right)$ and $M B=f_{2}\left(x_{i}\right)$, the limits of $y$ are $f_{1}\left(x_{i}\right)$ and $f_{2}\left(x_{i}\right)$. As different integral values are given to $i$, we have a series of terms corresponding to strips of the type $A B C D$, which, when the final summation is made with respect to $x$, must cover the area bounded by the curve. Hence, if the least value of $x$ for the curve is the constant $a$ and the greatest value is the constant $b$, the limit of (1) appears in the form

$$
\begin{equation*}
\int_{a}^{b} \int_{f_{1}(x)}^{f_{2}(x)} f(x, y) d x d y \tag{2}
\end{equation*}
$$

where the subscript $i$ is no longer needed.
On the other hand, if the first summation is made with respect to $x$, the result is a series of terms each of which corresponds to a strip of the type $A^{\prime} B^{\prime} C^{\prime} D^{\prime}$, and the limits of $x$ are of the form $\phi_{1}(y)$ and $\phi_{2}(y)$, found by solving the equation of the curve for $x$ in terms of $y$. Finally, if the least value of $y$ for the curve is the constant $c$ and the greatest value is the constant $d$, the limit of (1) appears in the form

$$
\begin{equation*}
\int_{c}^{d} \int_{\phi_{1}(y)}^{\phi_{2}(y)} f(x, y) d y d x \tag{3}
\end{equation*}
$$

While the limits of integration in (2) and (3) are different, it is evident from the graphical representation that the integrals are equivalent.

So far in this chapter $f(x, y)$ has been assumed positive for all the values of $x$ and $y$ considered, i.e. the surface $z=f(x, y)$ was entirely on the positive side of the plane $X O Y$. If, however, $f(x, y)$ is negative for all the values of $x$ and $y$ considered, the reasoning is exactly as in the first case, but the value of the integral is negative. Finally, if $f(x, y)$ is sometimes positive and sometimes negative, the result is an algebraic sum, as in $\S 81$.
175. Computation of a double integral. The method of computing a double integral is evident from the meaning of the notation.

Ex. 1. Find the value of $\int_{0}^{3} \int_{0}^{2} x y d x d y$.
As this integral is written, it is equivalent to $\int_{0}^{3}\left(\int_{0}^{2} x y d y\right) d x$, the integral in parentheses being computed first, on the hypothesis that $y$ alone varies.

$$
\begin{aligned}
& \int_{0}^{2} x y d y=\left[\frac{x y y^{2}}{2}\right]_{0}^{2}=2 x . \\
& \int_{0}^{3} 2 x d x=\left[x^{2}\right]_{0}^{3}=9
\end{aligned}
$$

Ex. 2. Find the value of the integral $\iint x y d x d y$ orer the first quadrant of the circle $x^{2}+y^{2}=a^{2}$.

If we sum up first with respect to $y$, we find a series of terms corresponding to strips of the type $A B C D$ (fig. 214), and the limits of $y$ are the ordinates of the points like $A$ and $B$. The ordinate of $A$ is evidently 0 , and from the equation of the circle the ordinate of $B$ is $\sqrt{a^{2}-x^{2}}$, where $O . I=x$. Finally, to cover the quadrant of the circle the limits of $x$ are 0 and $a$. Hence the required integral is


Fig. 214

$$
\begin{aligned}
\int_{0}^{a} \int_{0}^{\sqrt{a^{2}-x^{3}}} x y d x d y & =\int_{0}^{a}\left[\frac{x y^{2}}{2}\right]_{0}^{\sqrt{a^{2}-x^{2}}} d x \\
& =\int_{0}^{a} \frac{x}{2}\left(a^{2}-x^{2}\right) d x \\
& =\frac{1}{2}\left[\frac{a^{2} x^{2}}{2}-\frac{x^{4}}{4}\right]_{0}^{a} \\
& =\frac{1}{8} a^{4}
\end{aligned}
$$

176. Double integral in polar coördinates. Let us assume that we have a function $f(r, \theta)$ expressed in polar coördinates and an area bounded by a curve (fig. 215) which is also expressed in polar coörclinates. As in $\S 141$, we may graphically express the function by placing $z=f(r, \theta)$, where the values of $z$ corresponding to assigned values of $r$ and $\theta$ are laid off on perpendiculars to the plane of $r$ and $\theta$ at the points determined by the given values of $r$ and $\theta$. It follows that the graphical representation of $f(r, \theta)$ is a surface.

Let us now try to find the volume bounded by this surface, the plane of $r$ and $\theta$, and the cylinder standing on the curve as a base. Proceeding in a manner analogous to that in $\S 174$, we divide the area into elements, such as $A B C D$ (fig. 215), by drawing radius vectors at distances $\Delta \theta$ apart, and concentric circles the radii of which increase by $\Delta r$. The area of $A B C D$ is the difference of the areas of the sectors $O B C$ and $O A D$. Hence, if $O A=r$,


F1g. 215 area $A B C D=\frac{1}{2}(r+\Delta r)^{2} \Delta \theta-\frac{1}{2} r^{2} \Delta \theta=(r+\epsilon) \Delta r \Delta \theta$, where $\epsilon=\frac{1}{2} \Delta r$.

Then the volume of the element standing on the base $A B C D$ is

$$
f(r, \theta) r \Delta r \Delta \theta+f(r, \theta) \in \Delta r \Delta \theta
$$

and the total volume is the limit of the double sum

$$
\sum \sum[f(r, \theta) r \Delta r \Delta \theta+f(r, \theta) \epsilon \Delta r \Delta \theta]
$$

or, what is the same thing, the limit of the double sum

$$
\begin{equation*}
\sum \sum f(r, \theta) r \Delta r \Delta \theta=\iint f(r, \theta) r d r d \theta \tag{1}
\end{equation*}
$$

If the summation in (1) is made first with respect to $r$, the result is a series of terms corresponding to strips such as $A_{1} B_{1} C_{1} D_{1}$, and the limits of $r$ are functions of $\theta$ found from the equation of the boundary curve. The summation with respect to $\theta$ will then add all these terms, and the limits of $\theta$ taken so as to cover the entire area will be constants, i.e. the least and the greatest value of $\theta$ on the boundary curve.

If, on the other hand, the summation is made first with respect to $\theta$, the result is a series of terms corresponding to strips such as $A_{2} B_{2} C_{2} D_{2}$, and the limits of $\theta$ are functions of $r$ found from the equation of the boundary curve. The summation with respect to $r$ will then add all these terms, and the limits of $r$ will be the least and the greatest value of $r$ on the boundary curve.

Now $f(r, \theta)$ may be any function, and (1), which is independent of the graphical representation, is called the double definite integral over the area considered. Furthermore, the area of $A B C D$ has been denoted in (1) by $r d r d \theta$, i.e. by the product of $A B$ and $A D$, for $A B=d r$ and $A D=r d \theta$.

Ex. Find the integral of $r^{2}$ over the circle $r=2 a \cos \theta$.
If we sum $u$ first with respect to $r$, the limits are 0 and $2 a \cos \theta$, found from the equation of the boundary curve, and the result is a series of terms corresponding to sectors of the type I(1) (fig. 216). To sum up these terms so as to cover the circle, the limits of $\theta$ are $-\frac{\pi}{2}$ and $\frac{\pi}{2}$. The result is

$$
\begin{aligned}
\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \int_{0}^{2 a \cos \theta} r^{3} d \theta d r & =\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}}\left[\frac{r^{4}}{4}\right]_{0}^{2 a \cos \theta} d \theta \\
& =\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} 4 a^{4} \cos ^{4} \theta d \theta \\
& =\frac{3}{2} \pi a^{4}
\end{aligned}
$$



Fig. 216

We might have solved this problem as follows: Since the initial line is a diameter of the circle and the values of $r^{2}$ at corresponding points of the two semicircles are the same, it is evident that the required integral is twice the integral taken over the scmicircle in the first quadrant.

By this method the result is

$$
\begin{aligned}
2 \int_{0}^{\frac{\pi}{2}} \int_{0}^{2 a \cos \theta} r^{3} d \theta d r & =2 \int_{0}^{\frac{\pi}{2}} \cdot\left[\frac{r^{4}}{4}\right]_{0}^{2 a \cos \theta} d \theta \\
& =8 a^{4} \int_{0}^{\frac{\pi}{2}} \cos ^{4} \theta d \theta \\
& =\frac{3}{2} \pi a^{4}
\end{aligned}
$$

Such use of symmetry as was made in the second solution above is so often of advantage that the student should always note when there is symmetry, and arrange his work accordingly.
177. Area bounded by a plane curve. Let us in (2), § 174 , denote $f_{1}(x)$ by $y_{1}$ and $f_{2}(x)$ by $y_{2}$, and omit $f(x, y)$. The result is

$$
\begin{equation*}
\int_{a}^{b} \int_{y_{1}}^{y_{2}} d x d y \tag{1}
\end{equation*}
$$

which is evidently the area bounded by the curve in fig. 213. But

$$
\begin{equation*}
\int_{a}^{b} \int_{y_{1}}^{y_{2}} d x d y=\int_{a}^{b}\left(y_{2}-y_{1}\right) d x \tag{2}
\end{equation*}
$$

where $\left(y_{2}-y_{1}\right) d x$ is the area of the rectangle $A B C D$.
In the same way we may transform (3) of $\S 174$ into

$$
\begin{equation*}
\int_{c}^{d}\left(x_{2}-x_{1}\right) d y \tag{3}
\end{equation*}
$$

which will represent the same area that is represented by (2), $\left(x_{2}-x_{1}\right) d y$ being the area of the rectangle $A^{\prime} B^{\prime} C^{\prime} D^{\prime}$.

It is evident that, if the area bounded by a plane curve expressed in rectangular coördinates is found by double integration, the result of the first integration is an integral of the type given in $\S 125$.

Ex. Find the area inclosed by the curve $(y-x-3)^{2}=4-x^{2}$ (fig. 217).

Solving the equation of the curve for $y$ in terms of $x$, we have

$$
y=x+3 \pm \sqrt{4-x^{2}}
$$

Accordingly we let $y_{1}=x+3-\sqrt{4-x^{2}}$


Fig. 217 and $y_{2}=x+3+\sqrt{4-x^{2}}$, whence $y_{2}-y_{1}=2 \sqrt{4-x^{2}}$, and take for the element of area a rectangle such as $A B C D$. Its area is $2 \sqrt{4-x^{2}} d x$.

Since the curve is bounded by the lines $x=-2$ and $x=2,-2$ and 2 are the limits of integration. Hence the area $=\int_{-2}^{2} 2 \sqrt{4-x^{2}} d x=4 \pi$.

In like manner the area bounded by any curve in polar coördinates may be expressed by the double integral

$$
\begin{equation*}
\iint r d r d \theta \tag{4}
\end{equation*}
$$

the element of area being that bounded by two radius vectors the angles of which differ by $\Delta \theta$, and by the arcs of two circles the radii of which differ by $\Delta r$.

We may transform (4) into forms similar to (2) or (3), or we may make the double integration, substituting both sets of limits in each problem.

If the first integration of (4) is with respect to $r$, the result before the substitution of the limits is $\frac{1}{2} r^{2} d \theta$, which is exactly the expression used in computation by a single integration.
178. Moment of inertia of a plane area. The moment of inertia of a particle about an axis is the product of its mass and the square of its distance from the axis. The moment of inertia of a number of particles about the same axis is the sum of the moments of inertia of the particles about that axis. From this definition we may derive the moment of inertia of a lamina of uniform thickness $k$, and of density $\rho$, about any axis as follows:

Divide the surface of the lamina into elements of area $d A$. Then the mass of any element of the lamina is $\rho k d A$. Let $R_{i}$ be the distance of any point of the $i$ th element from the axis. We may then take as the moment of inertia of the $i$ th element $R_{i}^{2} \rho k d A$, the exact expression evidently being $\left(R_{i}^{2}+\epsilon_{i}\right) \rho k c l A$ (§ 124). If the lamina is divided into $n$ elements, $\sum_{i=1}^{i=n} R_{i}^{2} \rho k d A$ is an approximate expression for the moment of inertia of the lamina. Then, if $I$ represents the moment of inertia of the lamina,

$$
\begin{equation*}
I=\operatorname{Lim} \sum_{n=\infty}^{i=n} R_{i=1}^{2} \rho k d A=\int R_{i}^{2} \rho k d A \tag{1}
\end{equation*}
$$

where the integration is to include the whole lamina.
If in (1) we let $k=1$ and $\rho=1$, the resulting equation is

$$
\begin{equation*}
I=\int R^{2} d A \tag{2}
\end{equation*}
$$

where $I$ is called the moment of inertia of the plane area which is covered by the integration. When $d_{A} t$ in (1) or (2) is replaced by either $d x d y$ or $r d r d \theta$, the double sign of integration must be used.

Ex. 1. Find the moment of inertia, about an axis perpendicular to the plane at the origin, of the plane area (fig. 218) bounded by the parabola $y^{2}=4 a x$, the line $y=2 a$, and the axis $O Y$.

We divide the area into elements by straight lines parallel to $O X$ and $O Y$. Then $d A=d x d y$, and $R^{2}=x^{2}+y^{2}$, whence the expression for the moment of inertia of any element is $\left(x^{2}+y^{2}\right) d x d y$.

If the integration is made first with respect to $x$, the limits of that integration are 0 and $\frac{y^{2}}{4 a}$, since the operation is the summing of elements of moment of inertia due to the elementary rectangles in any strip corresponding to a fixed value of $y$; the limit 0 is found from the axis of $y$, and the limit $\frac{y^{2}}{4 a}$ is found from the equation of the parabola.

Finally, the limits of $y$ must be taken so as to include all the strips parallel to $O X$, and hence must be 0 and $2 a$.

$$
\text { Therefore } \begin{aligned}
I & =\int_{0}^{2 a} \int_{0}^{\frac{y^{2}}{4 a}}\left(x^{2}+y^{2}\right) d y d x \\
& =\int_{0}^{2 a}\left(\frac{1}{192} \cdot \frac{y^{6}}{a^{3}}+\frac{1}{4} \cdot \frac{y^{4}}{a}\right) d y \\
& =\frac{178}{105} a^{4}
\end{aligned}
$$



Ex. 2. Find the moment of inertia abont $O Y$ of the plane area bounded by the parabola $y^{2}=4 a x$, the line $y=2 a$, and the axis $O Y$.

Since the above area is the same as that of Ex. 1, the limits of integration will be the same as there determined, but the integrand will be changed in that $x^{2}+y^{2}$ is replaced by $x^{2}$, for $R=x$.

Hence

$$
\begin{aligned}
I & =\int_{0}^{2 a} \int_{0}^{\frac{y^{2}}{4 a}} x^{2} d y d x \\
& =\frac{1}{192 a^{3}} \int_{0}^{2 a} y^{6} d y \\
& =\frac{2}{21} a^{4}
\end{aligned}
$$

Ex. 3. Find the moment of inertia, abont an axis perpendicular to the plane at $O$, of the plane area (fig. 219) bounded by one loop of the curve $r=a \sin 2 \theta$.

We shall take the loop in the first quadrant, since the moments of inertia of all the loops about the chosen axis are the same by symmetry.

We divide the area into elements of area by drawing concentric circles and radius vectors. Then $d A=r d r d \theta$ (§176), and $R^{2}=r^{2}$, whence the element of moment of inertia is $r^{3} d r d \theta$.

If the first integration is made with respect to $r$, the result is the moment of inertia of a strip bounded by two successive radius rectors and a circular are; hence the limits for $r$ are 0 and $a \sin 2 \theta$. Since the values of $\theta$ for the loop of the curve vary from 0 to $\frac{\pi}{2}$, it is evident that those values are the limits for $\theta$ in the final integration.

Therefore $\quad I=\int_{0}^{\frac{\pi}{2}} \int_{0}^{a \sin 2 \theta} r^{3} d \theta d r$

$$
\begin{aligned}
& =\frac{1}{4} a^{4} \int_{0}^{\frac{\pi}{2}} \sin ^{4} 2 \theta c \theta \\
& =\frac{\sigma^{3} 4}{6} \pi a^{4} .
\end{aligned}
$$



Fig. 219
179. Center of gravity of plane areas. If the center of gravity of any physical body can be expressed by two coördinates $\bar{x}$ and - $\bar{y}$, we proved in $£ 137$ that

$$
\bar{x}=\frac{\int x d m}{\int d m}, \quad y=\frac{\int y d m}{\int d m},
$$

where $x$ and $y$ are the coördinates of the point at which the element of mass dm may be regarded as concentrated.

We may now place

$$
d m=\rho d x d y, \quad \text { or } \quad d m=\operatorname{srd} d \theta,
$$

where $\rho$ is the mass per unit area, in which case the above integrals become double integrals.

Ex. 1. Find the center of gravity of the segment of the ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$ cut off by the chord through the positive ends of the axes of the curve.

This is Ex. $4, \S 137$, and the student should compare the two solutions.
The equation of the chord is $b x+a y=a b$.
Dividing the area into elements $d x d y$ (fig. 220), we have $d m=\rho d x d y$, but we may omit $\rho$ since it is constant. Hence, to determine $\bar{x}$ and $\bar{y}$, we have to compute the two integrals $\iint x d x d y$ and $\iint y d x d y$ over the area $A C B D$, and also find that area.

The area is the area of a quadrant of the ellipse less the area of the triangle formed by the coürdinate axes and the chord, and accordingly is

$$
\frac{1}{4}(\pi a b)-\frac{1}{2} a b=\frac{1}{4} a b(\pi-2) .
$$

For the integrals the limits of integration with respect to $y$ are $y_{1}=\frac{a b-b x}{a}$ and $y_{2}=\frac{b}{a} \sqrt{a^{2}-x^{2}}$, $y_{1}$ being found from the equation of the chord, and $y_{2}$ being found from the equation of the ellipse. The limits for $x$ are evidently 0 and $a$.


$$
\begin{aligned}
& \int_{0}^{a} \int_{\frac{a b-b x}{a}}^{\frac{b}{a} \sqrt{a^{2}-x^{2}}} x d x d y=\int_{0}^{a}\left(\frac{b}{a} x \sqrt{a^{2}-x^{2}}-b x+\frac{b x^{2}}{a}\right) d x \\
&=\frac{1}{6} b a^{2} . \\
& \begin{aligned}
\int_{0}^{a} \int_{\frac{a b-b x}{a}}^{\frac{b}{a} \sqrt{a^{2}-x^{2}}} y d x d y & =\frac{1}{a^{2}} \int_{0}^{a}\left(-b^{2} x^{2}+a b^{2} x\right) d x \\
& =\frac{1}{6} b^{2} a .
\end{aligned}
\end{aligned}
$$

Therefore

$$
\bar{x}=\frac{2 a}{3(\pi-2)}, \quad \bar{y}=\frac{2 b}{3(\pi-2)} .
$$

Ex. 2. Find the center of gravity of the area bounded by the two circles

$$
\begin{equation*}
r=a \cos \theta, \quad r=b \cos \theta \tag{b>a}
\end{equation*}
$$

It is evident from the symmetry of the area (fig. 221) that $\bar{y}=0$.

As $\rho$ is constant, the denominator of $\bar{x}$ is the difference of the areas of the two circles, and is equal to

$$
\pi\left(\frac{b}{2}\right)^{2}-\pi\left(\frac{a}{2}\right)^{2}=\frac{1}{4} \pi\left(b^{2}-a^{2}\right)
$$

Since $x=r \cos \theta$, and the element of area is $r d r d \theta$, the numerator of $\bar{x}$ becomes


Fig. 221

Therefore

$$
\begin{aligned}
\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \int_{a \cos \theta}^{b \cos \theta} r^{2} \cos \theta d \theta d r & =\frac{1}{3}\left(b^{3}-a^{3}\right) \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \cos ^{4} \theta d \theta \\
& =\frac{1}{8} \pi\left(b^{3}-a^{3}\right) \\
\bar{x} & =\frac{l^{2}+a b+a^{2}}{2(b+a)}
\end{aligned}
$$

180. Area of any surface. Let $C$ (fig. 222) be any closed curve on the surface $f(x, y, z)=0$. Let its projection on the plane $X O Y$ be $C^{\prime}$. We shall assume that the given surface is such that the perpendicular to the plane $X O Y$ at any point within the curve $C^{\prime}$ meets the surface in but a single point.

In the plane XOY draw straight lines parallel to $O X$ and $O Y$, forming rectangles of area $\Delta x \Delta y$, which lie wholly or partly in the area bounded by $C^{\prime \prime}$. Through these lines pass planes parallel to $O Z$. These planes will intersect the surface in curves, which intersect in points the projections of which on the plane $X O Y$ are the vertices of the rectangles; for example, $M$ is the projection of $P$. At every such point as $P$ draw the tangent plane to the surface. From each tangent plane there will be cut a parallelogram* by the planes drawn parallel to $O Z$.

We shall now define the area of the surface $f(x, y, z)=0$,
 bounded by the ${ }^{Y}$ curve $C$, as the limit of the sum of the areas of these parallelograms ent from the tangent planes, as their number is made to increase indefinitely, at the same time that $\Delta x \doteq 0$ and $\Delta y \doteq 0$. It may be proved that the limit is independent of the manner in which the tangent planes are drawn, or of the way in which the small areas are made to approach zero.

If $\Delta A$ denotes the area of one of these parallelograms in a tangent plane, and $\gamma$ denotes the angle which the normal to the tangent plane makes with $O Z$, then ( $\S 145$ )

$$
\begin{equation*}
\Delta x \Delta y=\Delta A \cos \gamma \tag{1}
\end{equation*}
$$

[^3]since the projection of $\Delta A$ on the plane NOY is $\Delta x \Delta y$. The direction cosines of the normal are, by $(9), \S 168$, proportional to $\frac{\partial z}{\partial x}, \frac{\partial z}{\partial y},-1$; hence
$$
\cos \gamma=\frac{1}{\sqrt{1+\left(\frac{\partial z}{\partial x}\right)^{2}+\left(\frac{\partial z}{\partial y}\right)^{2}}}
$$
and hence
and
\[

$$
\begin{align*}
\Delta A & =\sqrt{1+\left(\frac{\partial z}{\partial x}\right)^{2}+\left(\frac{\partial z}{\partial y}\right)^{2}} \Delta x \Delta y  \tag{2}\\
\sum \Delta I & =\sum \sum \sqrt{1+\left(\frac{\partial z}{\partial x}\right)^{2}+\left(\frac{\partial z}{\partial y}\right)^{2}} \Delta x \Delta y \tag{3}
\end{align*}
$$
\]

According to the definition, to find $A$ we must take the limit of (3) as $\Delta x \doteq 0$ and $\Delta y \doteq 0$; that is,

$$
\begin{equation*}
A=\iint \sqrt{1+\left(\frac{\partial z}{\partial x}\right)^{2}+\left(\frac{\partial z}{\partial y}\right)^{2}} d x d y \tag{4}
\end{equation*}
$$

where the integration must be extended over the area in the plane $X O Y$ bounded by the curve $C^{\prime}$.

Ex. 1. Find the area of an octant of a sphere of radins $a$.
If the center of the sphere is taken as the origin of coördinates (fig. 223), the equation of the sphere is

$$
\begin{equation*}
x^{2}+y^{2}+z^{2}=a^{2}, \tag{1}
\end{equation*}
$$

and the projection of the required area on the plane $\mathrm{NO}^{\prime}$ is the area in the first quadrant bounded by the circle

$$
\begin{equation*}
x^{2}+y^{2}=a^{2} \tag{2}
\end{equation*}
$$

and the axes $O X^{\circ}$ and $O Y$.

$$
\begin{aligned}
\text { From (1), } & \frac{\partial z}{\partial x}=-\frac{x}{z}, \\
\frac{\partial z}{\partial y} & =-\frac{y}{z},
\end{aligned}
$$



$$
\sqrt{1+\left(\frac{\partial z}{\partial x}\right)^{2}+\left(\frac{\partial z}{\partial y}\right)^{2}}=\sqrt{\frac{x^{2}+y^{2}+z^{2}}{z^{2}}}=\frac{a}{\sqrt{a^{2}-x^{2}-y^{2}}}
$$

Therefore $A=\int_{0}^{a} \int_{0}^{\sqrt{a^{3}-x^{2}}} \frac{a d x d y}{\sqrt{a^{2}-x^{2}-y^{2}}}=\frac{1}{2} \pi a \int_{0}^{a} d x=\frac{1}{2} \pi a^{2}$.

Ex. 2. The center of a sphere of radins $2 a$ is on the surface of a right circular cylinder of radius $a$. Find the area of the part of the cylinder intercepted by the sphere.

Let the equation of the sphere be

$$
x^{2}+y^{2}+z^{2}=4 a^{2}
$$

the center being at the origin (fig. 224), and let the equation of the cylinder be

$$
\begin{equation*}
y^{2}+z^{2}-2 a y=0, \tag{2}
\end{equation*}
$$

the elements of the cylinder being parallel to $O X$.

To find the projection of the required area on the plane NOY it is
 necessary to find the projection on that plane of the line of intersection of (1) and (2). Hence ( $\S 159$ ) we must eliminate $z$ from (1) and (2). The result is

$$
\begin{equation*}
x^{2}+2 a y-4 a^{2}=0 . \tag{3}
\end{equation*}
$$

From (2),

$$
\frac{\hat{\partial}}{\hat{\partial} x}=0, \quad \frac{\hat{c}}{\hat{\partial} y}=\frac{a-y}{z},
$$

$$
\sqrt{1+\left(\frac{\hat{\partial}}{\hat{\partial} x}\right)^{2}+\left(\frac{\hat{c} \tilde{z}}{\hat{c}_{y}}\right)^{2}}=\sqrt{\frac{z^{2}+(11-y)^{2}}{z^{2}}}=\frac{a}{\sqrt{2 a y-y^{2}}},
$$

and

$$
d .1=\frac{a d y d x}{\sqrt{2 a y-y^{2}}} .
$$

Since the area on the positive side of the plane XOY is symmetrical with respect to the plane $y^{\prime} O Z$, it is twice the area on the positive side of the latter plane. Hence we may find this latter area and multiply by 2.

If the first integration is with respect to $x$, the lower limit is evidently 0 and the upper limit, found from (3), is $\sqrt{4} u^{2}-2 a y$. For the final integration with respect to $y$ the limits are 0 and $2 a$, the latter being found from (3).

Therefore $A=2 \int_{0}^{2 n} \int_{0}^{\sqrt{4 a^{2}-2 a y}} \frac{a d y d x}{\sqrt{2 a y-y^{2}}}=2 a \sqrt{2} a \int_{0}^{2 a} \frac{d y}{\sqrt{y}}=8 a^{2}$.
As an eqnal area is intercepted on the negative side of the plane NOP , the above result must be multiplied by 2. IIence the total required area is $16 a^{2}$.

The evaluation of (t) may sometimes be simplified by transforming to polar coördinates in the plane $X O Y$.

Ex. 3. Find the area of the sphere $x^{2}+y^{2}+z^{2}=a^{2}$ included in a cylinder having its elements parallel to $O Z$ and one loop of the curve $r=a \cos 2 \theta$ (fig. 225) in the plane $X O Y^{\gamma}$ as its directrix.

Proceeding as in Ex. 1, we find the integrand $\frac{a}{\sqrt{a^{2}-x^{2}-y^{2}}}$. Transforming this integrand to polar coördinates, and multiplying by $r d r d \theta$, we have

$$
d A=\frac{\operatorname{ardrd\theta }}{\sqrt{a^{2}-r^{2}}}
$$

It is evident that the required area is twice the area cut out of the sphere on one side of the plane NOY , and that this latter area is twice the area over the half of the loop of the curve $r=a \cos 2 \theta$ which is in the first


Fig. 225 quadrant.

Hence we integrate first with respect to $r$ from 0 to $a \cos 2 \theta$, and then integrate with respect to $\theta$ from 0 to $\frac{\pi}{4}$, the limits of integration all being determined from the equation $r=a \cos 2 \theta$. This integral we multiply by 4 to obtain the required area.

Therefore

$$
\begin{aligned}
A & =4 \int_{0}^{\frac{\pi}{4}} \int_{0}^{a \cos 2 \theta} \frac{a r d \theta d r}{\sqrt{a^{2}-r^{2}}} \\
& =4 a^{2} \int_{0}^{\frac{\pi}{4}}(1-\sin 2 \theta) d \theta \\
& =a^{2}(\pi-2)
\end{aligned}
$$

If the required area is projected on the plane $Y O Z$, we have

$$
\begin{equation*}
A=\iint \sqrt{1+\left(\frac{\partial x}{\partial y}\right)^{2}+\left(\frac{\partial x}{\partial z}\right)^{2}} d y d z \tag{5}
\end{equation*}
$$

where the integration extends over the projection of the area on the plane $Y O Z$; and if the required area is projected on the plane $X O Z$, we have

$$
\begin{equation*}
A=\iint \sqrt{1+\left(\frac{\partial y}{\partial x}\right)^{2}+\left(\frac{\partial y}{\partial z}\right)^{2}} d x d z \tag{6}
\end{equation*}
$$

where the integration extends over the projection of the area on the plane XOZ.
181. Triple integrals. 1. Rectangular coördinates. Let any volume (fig. 226) be divided into rectangular parallelepipeds of volume $\Delta x \Delta y \Delta z$ by planes parallel respectively to the coördinate planes, some of the parallelepipeds extending outside the volume in a manner similar to that in which the rectangles in $\S 174$ extend outside the area. Let $\left(x_{i}, y_{j}, z_{k}\right)$ be a point of intersection of any three of these planes and form the sum

$$
\sum_{i=0}^{i=-1} \sum_{j=0}^{j=m-1} \sum_{k=0}^{k=n} f\left(x_{i}, y_{j}, z_{k}\right) \Delta r \Delta y \Delta z,
$$

as in $\S 174$. Then the limit of this sum as $n, m$, and $p$ increase indefinitely, while $\Delta x \doteq 0, \Delta y \doteq 0, \Delta z \doteq 0$, so as to include all points of the volume, is called the triple integral of $f(x, y, z)$ throughout the volume. It is denoted by the symbol

$$
\begin{equation*}
\iiint f(x, y, z) d x d y d z \tag{1}
\end{equation*}
$$

the limits remaining to be substituted. If the summation is made first with respect to $z, x$ and $y$ remaining constant, the result is to extend the integration throughout a column of cross section $\Delta x \Delta y$; if next $x$ remains constant


Fig. 226 and $y$ varies, the integration is extended so as to combine the columns into slices; and, finally, as $x$ varies, the slices are combined so as to complete the integration throughout the volume.

The volume of the parallelepiped with edges $d x, d y, d z$ is the element of volume $d V$, and hence

$$
\begin{equation*}
d V=d x d y d z \tag{2}
\end{equation*}
$$

2. Cylindrical coördinates. If the $x$ and the $y$ of the rectangular coördinates are replaced by polar coördinates $r$ and $\theta$ in the plane $X O Y$, and the $z$ coördinate is retained with its original
significance, the new coördinates $r, \theta$, and $z$ are called cylindrical coörtinates. The formulas connecting the two systems of coördinates are evidently

$$
x=r \cos \theta, \quad y=r \sin \theta, \quad z=z
$$

Turning to fig. 227 , we see that $z=z_{1}$ determines a plane parallel to the plane $X O S$, that $\theta=\theta_{1}$ determines a plane $M O N P$, passing through $O Z$ and making an angle $\theta_{1}$ with the plane $X O Z$, and that $r=r_{1}$ determines a right circular cylinder with radius $r_{1}$ and $O Z$ as its axis. These three surfaces intersect at the point $P$.

The element of volume in cylindrical coördinates (fig. 228) The element of volume in cylindri
is the volume bounded by two cylinders of radii $r$ and $r+\Delta r$, two planes corresponding to $z$ and $z+\Delta z$, and two planes corresponding to $\theta$ and $\theta+\Delta \theta$. It is accordingly a cylinder with its altitude equal to $\Delta z$ and the area of its base approximately equal to $r \Delta \theta \Delta r(\S 176)$. Hence, in cylindrical coördinates,

$$
\begin{equation*}
d V=r d r d \theta d z \tag{3}
\end{equation*}
$$



Fig. 227

and the triple definite integral in cylindrical coördinates is

$$
\begin{equation*}
\iiint f(r, \theta, z) r d r d \theta d z \tag{t}
\end{equation*}
$$

the limits remaining to be substituted.
3. Polar coördinates. In fig. 229 the cylindrical coördinates of $P$ are $O M=r$, $M P=z$, and $\angle L O M=\theta$. If instead of placing $O M=r$ we place $O P=r$, and denote the angle NOP by $\phi$, we shall have $r, \phi$, and $\theta$ as the polar coördinates of $P$. Then, since $O N=O P \cos \phi$


Fig. 229
and $O M=O P \sin \phi$, the following equations evidently express the connection between the rectangular and the polar coörclinates of $P$ :

$$
z=r \cos \phi, \quad x=r \sin \phi \cos \theta, \quad y=r \sin \phi \sin \theta .
$$

The polar coördinates of a point determine three surfaces which intersect at the point. For $\theta=\theta_{1}$ determines a plane (fig. 230) through $O Z$, making the angle $\theta_{1}$ with the plane $\tilde{X} O Z$; $\phi=\phi_{1}$ determines a cone of revolution, the axis and the vertical angle of which are respectively $O Z$ and $2 \phi_{1}$; and $r=r_{1}$ determines a sphere with its center at $O$ and radius $r_{1}$.

The element of volume in polar coördinates (fig. 231) is the volume bounded by two spheres of radii $r$ and $r+\Delta r$,
 two conical surfaces corresponding to $\phi$ and $\phi+\Delta \phi$, and two planes corresponding to $\theta$ and $\theta+\Delta \theta$. The volume of the spherical pyramid $O-A B C D$ is equal to the area of its base $A B C D$ multiplied by one third of its altitude $r$. To find the area of $A B C D$ we note first that the area of the zone formed by completing the ares $A D$ and $B C$ is equal to its altitude, $r \cos \phi-$ $r \cos (\phi+\Delta \phi)$, multiplied by $2 \pi r$. Also the area of $A B C D$ is to the area of the zone as the angle $\Delta \theta$ is to $2 \pi$.


$$
\begin{array}{rlrl}
\text { Hence } \quad \text { area } A B C D & =r \Delta \theta[r \cos \phi-r \cos (\phi+\Delta \phi)] \\
& \text { and } \quad \operatorname{vol} O-A B C D & =\frac{1}{3} r^{3} \Delta \theta[\cos \phi-\cos (\phi+\Delta \phi)] .
\end{array}
$$

Similarly, vol $O-E F G I=\frac{1}{3}(r+\Delta r)^{3} \Delta \theta[\cos \phi-\cos (\phi+\Delta \phi)]$.

Therefore vol ABCDEFGII $=\frac{1}{3}\left[(r+\Delta r)^{3}-r^{3}\right] \Delta \theta[\cos \phi$

$$
-\cos (\phi+\Delta \phi)] .
$$

$$
\begin{aligned}
\frac{1}{3}\left[(r+\Delta r)^{3}-r^{3}\right] & =r^{2} \Delta r+r \overline{\Delta r}^{2}+\frac{1}{3} \overline{\Delta r}^{3} \\
& =\left(r^{2}+\epsilon_{1}\right) \Delta r .
\end{aligned}
$$

$\cos \phi-\cos (\phi+\Delta \phi)=-\Delta \cos \phi$

$$
=\left(\sin \phi+\epsilon_{2}\right) \Delta \phi .
$$

Hence $\operatorname{vol} A B C D E F G H=\left(r^{2} \sin \phi+\epsilon_{3}\right) \Delta r \Delta \theta \Delta \phi$,
which differs from $r^{2} \sin \phi \Delta r \Delta \theta \Delta \phi$ by an infinitesimal of a higher order.

Accordingly we let $\quad d V=r^{2} \sin \phi d r d \phi d \theta$,
and the triple integral in polar coördinates is

$$
\begin{equation*}
\iiint f(r, \phi, \theta) r^{2} \sin \phi d r d \phi d \theta \tag{6}
\end{equation*}
$$

the limits remaining to be substituted.
It is to be noted that $d V$ is equal to the product of the three dimensions $A B, A D$, and $A E$, which are respectively $r d \phi$, $r \sin \phi d \theta$, and $d r$.
182. Change of coördinates. When a double integral is given in the form $\iint f(x, y) d x d y$, where the limits are to be substituted so as to cover a given area, it may be easier to determine the value of the integral if the rectangular coördinates are replaced by polar coördinates. Then $f(x, y)$ becomes $f(r \cos \theta, r \sin \theta)$, i.e. a function of $r$ and $\theta$. As the other factor, $d x d y$, indicates the element of area, we may replace $d x d y$ by $r d r d \theta$. These two elements of area are not equivalent, but the two integrals are nevertheless equivalent, provided the limits of integration in each system of coördinates are taken so as to cover the same area.

In like manner the three triple integrals

$$
\begin{aligned}
& \iiint f(x, y, z) d x d y d z \\
& \iiint f(r \cos \theta, r \sin \theta, z) r d r d \theta d z \\
& \iiint f(r \sin \phi \cos \theta, r \sin \phi \sin \theta, r \cos \phi) r^{2} \sin \phi d r d \phi d \theta
\end{aligned}
$$

are equivalent when the integration is taken over the same volume in all three and the limits are so taken in each as to include the total volume to be considered.
183. Volume. In $\S 181$ we found expressions for the element of volume in rectangular, in cylindrical, and in polar coördinates. The volume of a solid bounded by any surfaces will be the limit of the sum of these elements as their number increases indefinitely while their magnitudes approach the limit zero. It will accordingly be expressed as a triple integral.

Ex. 1. Find the volume bounded by the ellipsoid $\frac{x^{3}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}=1$.
From symmetry (fig. 232) it is evident that the required rolume is eight times the volume in the first octant bounded by the surface and the coördinate planes.

In summing up the rectangular parallelepipeds $d x d y d z$ to form a prism with edges parallel to $O Z$, the limits for $z$ are 0 and $c \sqrt{1-\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}}$, the latter being found from the equation of the ellipsoid.

Summing up next with respect to $y$, to obtain the volume of a slice, we have 0 as the lower limit
 of $y$, and $b \sqrt{1-\frac{x^{2}}{c^{2}}}$ as the upper limit. This latter limit is determined by solving the equation $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$, found by letting $z=0$ in the equation of the ellipsoid; for it is in the plane $z=0$ that the ellipsoid has the greatest extension in the direction $O Y$, corresponding to any value of $x$.

Finally, the limits for $x$ are evidently 0 and $a$.

Therefore

$$
\begin{aligned}
V & =8 \int_{0}^{a} \int_{0}^{b} \sqrt{1-\frac{x^{2}}{a^{2}}} \int_{0}^{c} \sqrt{1-\frac{x^{2}}{a^{2}} \frac{y^{2}}{b^{2}}} d x d y d z \\
& =8 c \int_{0}^{a} \int_{0}^{b} \sqrt{1-\frac{x^{2}}{a^{2}}} \sqrt{1-\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}} d x d y \\
& =2 \pi l c \int_{0}^{a}\left(1-\frac{x^{2}}{a^{2}}\right) d x \\
& =\frac{4}{3} \pi a l l c .
\end{aligned}
$$

AC

It is to be noted that the first integration, when rectangular coördinates are used, leads to an integral of the form

$$
\iint\left(z_{2}-z_{1}\right) d x d y
$$

where $z_{2}$ and $z_{1}$ are found from the equations of the boundary surfaces. It follows that many volumes may be found as easily by double as by triple integration.

In particular, if $z_{1}=0$, the volume is the one graphically representing the double integral ( $\$ 174$ ).

Ex. 2. Find the volume bounded by the surface $z=a e^{-\left(x^{2}+y^{2}\right)}$ and the plane $z=0$.

To determine this volume it will be advantageous to use cylindrical coördinates. Then the equation of the surface becomes $z=a e^{-r^{2}}$, and the element of volume is (§ 181)rdrd $d z$.

Integrating first with respect to $z$, we have as the limits of integration 0 and $a e^{-r^{2}}$. If we integrate next with respect to $r$, the limits are 0 and $\infty$, for in the plane $z=0, r=\infty$, and as $z$ increases the value of $r$ decreases toward zero as a limit. For the final integration with respect to $\theta$ the limits are 0 and $2 \pi$.

Therefore

$$
\begin{aligned}
V & =\int_{0}^{2 \pi} \int_{0}^{\infty} \int_{0}^{a e^{-r^{2}}} r d \theta d r d z \\
& =a \int_{0}^{2 \pi} \int_{0}^{\infty} r e^{-r^{2}} d \theta d r \\
& =\frac{1}{2} a \int_{0}^{2 \pi} d \theta \\
& =\pi a .
\end{aligned}
$$

In the same way that the computation of the volume in Ex. 2 has been simplified by the use of cylindrical coördinates, the computation of a volume may be simplified by a change to polar coorrdinates; and the student should always keep in mind the possible advantage of such a change.
184. Moment of inertia of a solid. Following the method of $\$ 178$ we divide the volume of the solid into $n$ elements $\Delta v$ and multiply each element by its density $\rho$. Then, if $R_{i}$ is the distance of any point of the $i$ th element from the axis about which the moment of inertia is to be taken, we may take $R_{i}^{2} \rho \Delta v$
as the moment of inertia of that element. If $I$ denotes the moment of inertia of the solid, $\sum_{i=1}^{i=n} R_{i}{ }^{2} \rho \Delta v$ is an approximate expression for 1 . Finally, if we let $n=\infty$ and at the same time let each element of volume approach zero as a limit, we have

$$
I=\operatorname{Limit} \sum_{n=\infty}^{i=n} R_{i}^{2} \rho \Delta v=\int R_{i}^{2} \rho d v
$$

where $l, \rho$, and $d v$ are to be expressed in terms of the same variables and the proper limits of integration substituted. In particular, if $d v$ is replaced by any one of the three elements of volume determined in $\S 181$, the integral becomes a triple integral.

Ex. Find the moment of inertia of a sphere of radius a about a diameter if the density varies directly as the square of the distance from the diameter about which the moment of inertia is to be taken.

We shall take the center of the sphere as the origin of coürdinates, and the diameter about which the monent is to be taken as the axis of $z$. The problem will then be most easily solved ly using cylindrical coürdinates.

The equation of the sphere will be $r^{2}+z^{2}=a^{2}$, and $d v=r d r d \theta d z$, $R=r$, and $\rho=k r^{2}$, so that we have to find the value of the triple integral $k \iiint r^{5} d \theta d r d z$.

Since the solid is symmetrical with respect to the plane $z=0$, we shall take 0 and $\sqrt{u^{2}-r^{2}}$ as the limits of integration with respect to $z$, the latter limit being found from the equation of the sphere, and double the result.

Integrating next with respect to $r$, we have the limits 0 and $a$, thereby finding the moment of a sector of the sphere. To include all the sectors, we have to take 0 and $2 \pi$ as the limits of $\theta$ in the last integration.

Therefore

$$
I=2 k \cdot \int_{0}^{2 \pi} \int_{0}^{a} \int_{0}^{\sqrt{a^{2}-r^{2}}} r^{5} d \theta d r d z
$$

As a result of the first integration,

$$
I=2 k \int_{0}^{2 \pi} \int_{0}^{a} r^{5} \sqrt{a^{2}-r^{2}} d \theta d r .
$$

After the second integration,
and, finally,

$$
I=\frac{16}{105} k a^{7} \int_{0}^{2 \pi} d \theta,
$$

$$
I^{\prime}=\frac{32}{305} k \pi a^{7} .
$$

185. Center of gravity of a solid. The center of gravity of a solid has three coördinates, $\bar{x}, \bar{y}, \bar{z}$, which are defined by the equations

$$
\bar{x}=\frac{\int x d m}{\int d m}, \quad \bar{y}=\frac{\int y d m}{\int d m}, \quad \bar{z}=\frac{\int z d m}{\int d m},
$$

where $d m$ is an element of mass of the solid and $x, y$, and $z$ are the coördinates of the point at which the element $d m$ may be regarded as concentrated. The derivation of these formulas is the same as that in § 137.

When $d m$ is expressed in terms of space coördinates, the integrals become triple integrals, and the limits of integration are to be substituted so as to include the whole solid.

The denominator of each of the preceding fractions is evidently $M$, the mass of the body.

Ex. Find the center of gravity of a body of uniform density, bounded by one nappe of a right circular cone of vertical angle $2 \alpha$ and a sphere of radius $a$, the center of the sphere being at the vertex of the cone.

If the center of the sphere is taken as the origin of coördinates and the axis of the cone as the axis of $z$, it is evident from the symmetry of the solid that $\bar{x}=\bar{y}=0$. To find $\bar{z}$, we shall use polar coördinates, the equations of the sphere and the cone being respectively $r=a$ and $\phi=\alpha$.

Then

$$
\bar{z}=\frac{\int_{0}^{2 \pi} \int_{0}^{\alpha} \int_{0}^{a} r \cos \phi \cdot r^{2} \sin \phi d \theta d \phi d r}{\int_{0}^{2 \pi} \int_{0}^{\alpha} \int_{0}^{a} r^{2} \sin \phi d \theta d \phi d r}
$$

The denominator is the volume of a spherical cone the base of which is a zone of one base with altitude $a(1-\cos \alpha)$; therefore its volume equals $\frac{2}{3} \pi a^{3}(1-\cos \alpha)$.

$$
\begin{aligned}
\int_{0}^{2 \pi} \int_{0}^{\alpha} \int_{0}^{a} r^{3} \cos \phi \sin \phi d \theta d \phi d r & =\frac{1}{4} a^{4} \int_{0}^{2 \pi} \int_{0}^{\alpha} \cos \phi \sin \phi d \theta d \phi \\
& =\frac{1}{8} a^{4}\left(1-\cos ^{2} \alpha\right) \int_{0}^{2 \pi} d \theta \\
& =\frac{1}{4} \pi a^{4}\left(1-\cos ^{2} \alpha\right) . \\
\text { Therefore } \quad & \bar{z}
\end{aligned}
$$

186. Attraction. The formula

$$
\begin{equation*}
\int \frac{\cos \theta d m}{R^{2}} \tag{§138}
\end{equation*}
$$

for the component of attraction in the direction $O X$ is entirely general. Similar formulas for the components in the directions $O Y$ and $O Z$ may be deduced. The application of these formulas requires us to express $R, \cos \theta$, and $d m$ in terms of the same variables, and to substitute limits of integration so as to include the whole of the attracting mass. In general, the integral, after the substitution of the variables, will be a double or triple integral.

Ex. Find the attraction due to a homogeneous circular cylinder of density $\rho$, of height $h$, and radius of cross section $a$, on a particle in the line of the axis of the cylinder at a distance $l$ units from one end of the cylinder.

Take the particle at the origin of coördinates (fig. 233), and the axis of the eylinder as $0 \%$. Using cylindrical coördinates, we have $d m=\operatorname{pr} d r d \theta d z$
 and $R=\sqrt{z^{2}+r^{2}}$.

From the symmetry of the figure the resultant components of attraction in the directions $O X$ and $O Y$ are zero, and $\cos \theta=\frac{z}{\sqrt{z^{2}+r^{2}}}$ for the
resultant component in the direction $O Z$. resultant component in the direction $O Z$.

Therefore, letting $A$ represent the component in the direction $O Z$,
we have

$$
A=\rho \int_{0}^{2 \pi} \int_{0}^{a} \int_{b}^{b+h} \frac{r z}{\left(z^{2}+r^{2}\right)^{\frac{3}{2}}} d \theta d r d z,
$$

where the limits of integration are evident from fig. 233.

$$
\begin{aligned}
A & =\rho \int_{0}^{2 \pi} \int_{0}^{a}\left(\frac{r}{\sqrt{b^{2}+r^{2}}}-\frac{r}{\sqrt{(b+h)^{2}+r^{2}}}\right) d \theta d r \\
& =\rho \int_{0}^{2 \pi}\left(h+\sqrt{b^{2}+a^{2}}-\sqrt{(b+h)^{2}+a^{2}}\right) d \theta \\
& =2 \pi \rho\left(h+\sqrt{b^{2}+a^{2}}-\sqrt{(b+h)^{2}+a^{2}}\right) .
\end{aligned}
$$

## PROBLEMS

Find the values of the following integrals:

1. $\int_{2}^{4} \int_{1}^{x^{2}} \frac{x}{y^{2}} d x d y$.
2. $\int_{1}^{2} \int_{1}^{x} \log \frac{x}{y^{2}} d x d y$.
3. $\int_{0}^{\sqrt{\pi}} \int_{\frac{\pi}{2}}^{x^{2}} x \cos y d x d y$.
4. $\int_{1}^{2} \int_{0}^{\sqrt{4-y^{2}}}(x+y) d y d x$.
5. Express in two ways the inte-
6. $\int_{0}^{\pi} \int_{0}^{\frac{\pi}{2}} x \sin (x+y) d x d y$. gral of $f(x, y)$ over the smaller area bounded by the curves $x+y=2 a$ and $(x-a)^{2}+y^{2}=a^{2}$.

Find the values of the following integrals:

$$
\text { 7. } \int_{0}^{\frac{\pi}{2}} \int_{0}^{2 a \cos \theta} r d \theta d r . \quad \text { 8. } \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \int_{0}^{3 \cos \theta} r^{2} \sin ^{2} \theta d \theta d r \text {. }
$$

9. Find the integral of $r$ over one loop of the curve $r=a \sin 2 \theta$.
10. Find the integral of $r$ over the area bounded by the initial line and the curves $r=a$ and $r=a(1+\cos \theta)$.
11. Find the area bounded by the curves $y=x^{2}$ and $y=2-x^{2}$.
12. Find the area bounded by the hyperbola $x y=4$ and the line $x+y-5=0$.
13. Find the area bounded by the confocal parabolas $y^{2}=4 a x$ $+4 a^{2}, y^{2}=-4 b x+4 b^{2}$.
14. Find the area of the loop of the curve $(x+y)^{2}=y^{2}(y+1)$.
15. Find the area bounded by the curves $x^{2}+y^{2}=25,3 y^{2}=16 x$, $3 x^{2}=16 y$.
16. Find each of the areas bounded by the circle $x^{2}+y^{2}=5 u^{2}$ and the witch $y=\frac{8 a^{3}}{x^{2}+4 a^{2}}$.
17. Find the area bounded by the circles $r=a \cos \theta, r=a \sin \theta$.
18. Find the area cut off from a loop of the curve $r=a \cos 2 \theta$ by the curve $r=\frac{a}{2}$.
19. Find the area cut off from the lemniscate $r^{2}=2 a^{2} \cos 2 \theta$ by the straight line $r \cos \theta=\frac{\sqrt{3}}{2} a$.
20. Find the area bounded by the limaçon $r=2 \cos \theta+3$ and the circle $r=2 \cos \theta$.
21. Find the area which is outside the circle $r=a$ and inside the cardioid $r=a(1+\cos \theta)$.
22. Find the area in the first quadrant bounded by the cirele $r=2 a \sin \theta$ and the lemniseate $r^{2}=2 a^{2} \cos 2 \theta$.
23. Find the moment of inertia of the area bounded by the hyperbola $x y=4$ and the line $x+y-5=0$ about an axis perpendieular to its plane at $O$.
24. Find the moment of inertia of the area bounded by the curves $y=x^{2}, y=2-x^{2}$ about an axis perpendicular to its plane at $O$.
25. Find the moment of inertia about $O Y$ of the area bounded by $O Y^{\prime}$ and the parabola $y^{2}=1-x$.
26. Find the moment of inertia about an axis through $O$ perpendieular to the coorrdinate plane of that part of the first quadrant ineluded between the first two successive coils of the spiral $r=e^{a \theta}$.
27. Find the moment of inertia of the entire area bounded by the curve $r^{2}=\iota^{2} \sin 3 \theta$ about an axis perpendicular to its plane at the pole.
28. Find the moment of inertia of the area of one loop of the lemniscate $r^{2}=2 u^{2} \cos 2 \theta$ about an axis perpendicular to its plane at the pole.
29. Find the moment of inertia of the total area bounded by the curve $r^{2}=a^{2} \sin \theta$ about an axis in its plane perpendicular to the initial line at the pole.
30. Find the moment of inertia about $O X$ of the area bounded ly the parabolas $y^{2}=4 u x+4 u^{2}, y^{2}=-4 b x+4 b^{2}$.
31. Find the moment of inertia about $O Y$ of the area of the loop of the curve $y^{2}=x^{2}(2-x)$.
32. Find the moment of inertia of the area of the cardioid $r=u(1+\cos \theta)$ about an axis perpendicular to its plane at the pole.
33. Find the moment of inertia of the area of a circle of radius $a$ about an axis perpendicular to the plane of the cirele at any point on its cireumference.
34. Find the moment of inertia about its base of the area of a parabolic segment of height $h$ and base $2 a$.
35. Find the moment of inertia about $O X$ of the area bounded on the left by an are of the curve $y^{2}=a x+u^{2}$ and on the right by an are of the curve $x^{2}+y^{2}=a^{2}$.
36. Find the moment of inertia of the area of one loop of the lemniscate $r^{2}=2 u^{2} \cos 2 \theta$ about an axis in its plane perpendicular to the initial line at the pole.
37. Find the moment of inertia about the initial line as an axis of the area of the cardioid $r=a(\cos \theta+1)$ above the initial line.
38. Find the moment of inertia of the area bounded by a semicirele of radius $\alpha$ and the corresponding diameter, about the tangent parallel to the diameter.
39. Find the moment of inertia of the area of a loop of the curve $r=a \cos 2 \theta$ about the axis of the loop as an axis.
40. Find the moment of inertia of the area of the circle $r=a$ which is not included in the curve $r=a \sin 2 \theta$ about an axis perpendicular to its plane at the pole.
41. Determine the center of gravity of the half of a parabolic segment of altitude 9 in . and of base 12 in . formed by drawing a straight line from the vertex of the segment to the middle point of its base.
42. Find the center of gravity of a lamina in the form of a parabolic segment of altitude 7 in . and of base 28 in . if the density at any point of the lamina is directly proportional to its distance from the axis of the lamina.
43. Find the center of gravity of the area of a loop of the curve $a^{4} y^{2}=a^{2} x^{4}-x^{6}$.
44. Find the center of gravity of the area bounded by the parabola $x^{\frac{1}{2}}+y^{\frac{1}{2}}=a^{\frac{1}{2}}$ and the circle $x^{2}+y^{2}=a^{2}$.
45. Find the center of gravity of the area bounded by the cardioid $r=a(\cos \theta+1)$.
46. Find the center of gravity of the area bounded by the parabola $x^{2}=4 a y$ and the witch $y=\frac{8 a^{3}}{x^{2}+4 a^{2}}$.
47. A plate is in the form of a sector of a circle of radius $a$, the angle of the sector being $2 \alpha$. If the thickness varies directly as the distance from the center, find its center of gravity.
48. Find the center of gravity of the area in the first quadrant bounded by the curve $x^{\frac{2}{3}}+y^{\frac{2}{3}}=a^{\frac{2}{3}}$ and the line $x+y=a$.
49. The density at any point of a lamina in the form of a loop of the curve $r=a \cos 2 \theta$ is directly proportional to its distance from the point of the loop. Determine its center of gravity.
50. Find the center of gravity of the area bounded by the limaçon $r=2 \cos \theta+3$.
51. Find the center of gravity of the area bounded by the curve $r=a \sin \frac{\theta}{2}$ as $\theta$ changes from 0 to $2 \pi$.
52. Find the center of gravity of the area bounded by the cissoid $y^{2}=\frac{x^{3}}{2 a-x}$ and its asymptote.
53. Find the center of gravity of the area cut off from the lemniscate $r^{2}=2 u^{2} \cos 2 \theta$ by the straight line $r \cos \theta=\frac{\sqrt{3}}{2} a$.
54. From a homogeneous elliptic plate, $\frac{x^{2}}{u^{2}}+\frac{y^{2}}{b^{2}}=1$, is cut a circular plate of radius $r\left(r<\frac{a}{2}\right)$ with center at $\left(\frac{11}{2}, 0\right)$. Find the center of gravity of the part left.
55. Find the area of the surface cut from the paraboloid $y^{2}+z^{2}=4 \alpha x$ by the cylinder $y^{2}=a x$ and the plane $x=3 a$.
56. Find the area of the surface of the cone $x^{2}+y^{2}-4 z^{2}=0$ cut out by the cylinder $x^{2}+y^{2}-4 x=0$.
57. Find the area of the surface cut from the eylinder $x^{2}+y^{2}=a^{2}$ by the cylinder $y^{2}+z^{2}=u^{2}$.
58. Find the area of the surface of a sphere of radius a intercepted by a right circular cylinder of radius $\frac{1}{2}$ r , if an element of the cylinder passes through the center of the sphere.
59. Find the area of the sphere $x^{2}+y^{2}+z^{2}=a^{2}$ included in the cylinder with elements parallel to $0 Z$ and having for its directrix in the plane NOY a single loop of the curve $r=a \cos 3 \theta$.
60. Find the area of the surface of the cylinder $x^{2}+y^{2}-2 u x=0$ bounded by the plane $X O Y$ and a right circular cone having its vertex at $O$, its axis along $O Z$, and its vertical angle equal to $90^{\circ}$.
61. Find the area of the paraboloid $x^{2}+y^{2}=2 a z$ included in the cylinder with elements parallel to $O Z$ and having for its directrix in the plane XOY one loop of the curve $r^{2}=a^{2} \sin 2 \theta$.
62. Find the area of the surface $z=x y$ included in the cylinder $\left(x^{2}+y^{2}\right)^{2}=x^{2}-y^{2}$.
63. Find the area of that part of the surface $z=\frac{x^{2}-y^{2}}{2 a}$ the projection of which on the plane XOY is bounded by the curve $r^{2}=a^{2} \cos \theta$.
64. Find the area of the surface of the cylinder $x^{2}+y^{2}-2 a x=0$ included in the cone $x^{2}-y^{2}+2 z^{2}=0$.
65. Find the area of the sphere $x^{2}+y^{2}+z^{2}=4 a^{2}$ bounded by the intersection of the sphere and the right cylinder the elements of which are parallel to $O Z$ and the directrix of which is the cardioid $r=a(\cos \theta+1)$ in the plane XOY.
66. Find the area of the surface of the sphere $(x-a)^{2}+y^{2}+z^{2}=a^{2}$ included in one nappe of the cone $x^{2}+y^{2}-z^{2}=0$.

Find the values of the following integrals:

$$
\begin{aligned}
& \text { 67. } \int_{0}^{1} \int_{0}^{x^{2}} \int_{0}^{\sqrt{x^{2}-y^{2}}} \frac{d x d y d z}{x^{2}-y^{2}+z^{2}} . \\
& \text { 68. } \int_{0}^{a} \int_{0}^{\sqrt{a^{2}-x^{2}}} \int_{0}^{\sqrt{a^{2}-x^{2}-y^{2}}} \frac{y z d x d y d z}{\sqrt{a^{2}-x^{2}-y^{2}-z^{2}}} \cdot \\
& \text { 69. } \int_{0}^{1} \int_{0}^{\log x} \int_{0}^{x+y} e^{x+y+z} d x d y d z \text {. } \\
& \text { 70. } \int_{0}^{1} \int_{0}^{\frac{\pi}{3}} \int_{0}^{r^{2} \sin ^{2} \theta} r^{3} d r d \theta d z . \\
& \text { 71. } \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \int_{a \sin \theta}^{a} \int_{0}^{\sqrt{a^{2}-r^{2}}} \frac{r z d \theta d r d z}{\left(a^{2}-r^{2}+z^{2}\right)^{\frac{3}{2}}} \text {. } \\
& \text { 72. } \int_{0}^{\frac{\pi}{4}} \int_{1}^{\cos \theta} \int_{1}^{r} \frac{d \theta d r d z}{r^{2} z^{2}} \text {. } \\
& \text { 73. } \int_{0}^{\frac{\pi}{2}} \int_{0}^{\theta} \int_{a \sin \phi}^{a} r \sin { }^{2} \phi \cos \phi \cos \theta d \theta d \phi d r . \\
& \text { 74. } \int_{0}^{\pi} \int_{0}^{2 \pi} \int_{0}^{a \cos \theta} r \sin { }^{3} \phi d \phi d \theta d r \text {. }
\end{aligned}
$$

75. Find the volume bounded by the surface $x^{\frac{1}{2}}+y^{\frac{1}{2}}+z^{\frac{1}{2}}=a^{\frac{1}{2}}$ and the coördinate planes.
76. Find the volume of a cylindrical column bounded by the surfaces $y=x^{2}, x=y^{2}, z=0, z=12+y-x^{2}$.
77. Find the volume bounded by the plane $z=0$ and the cylinders $x^{2}+y^{2}=a^{2}, y^{2}=a^{2}-a z$.
78. Find the volume bounded by the surfaces $r^{2}=b z, z=0$, $r=a \cos \theta$.
79. Find the volume bounded by the sphere $x^{2}+y^{2}+z^{2}=5$ and the paraboloid $x^{2}+y^{2}=4 z$.
80. Find the volume bounded by the cylinder $z^{2}=x+y$ and the planes $x=0, y=0, z=4$.
81. Find the volume of the paraboloid $y^{2}+z^{2}=2 x$ cut off by the plane $y=x-1$.
82. Find the volume bounded by a sphere of radius a and a right circular cone, the axis of the cone coinciding with a diameter of the sphere, the vertex being at an end of the diameter and the vertical angle of the cone being $90^{\circ}$.
83. Find the total volume bounded by the surface $\left(x^{2}+y^{2}+z^{2}\right)^{3}$ $=27 a^{8} x y z$. (Change to polar coördinates.)
84. Find the volume bounded by the plane $X \cap Y$, the cylinder $x^{2}+y^{2}-2 a x=0$, and the right circular cone having its vertex at $O$, its axis comeident with $0 Z$, and its vertical angle equal to $90^{\circ}$.
85. Find the total volume bounded by the surface $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{4}}{c^{4}}=1$.
86. Find the volume bounded below by the paraboloid $x^{2}+y^{2}=a$ : and above by the sphere $x^{2}+y^{2}+z^{2}-2 a z=0$.
87. Find the volume bounded by the surface $b^{2} z^{2}=y^{2}\left(a^{2}-x^{2}\right)$ and the planes $y=0, y=b$.
88. Find the volume cut from a sphere of radius $a$ by a right circular cylinder of radius $\frac{a}{2}$, one element of the eylinder passing through the center of the sphere.
89. Find the total volume bounded by the surface $\left(x^{2}+y^{2}+z^{2}\right)^{2}$ $=a x y \%$.
90. Find the volume in the first octant bounded by the surfaces $z=(x+y)^{2}, x^{2}+y^{2}=a^{2}$.
91. Find the volume of the sphere $x^{2}+y^{2}+\pi^{2}=a^{2}$ included in a cylinder with elements parallel to $0 Z$, and having for its directrix in the plane $X O Y$ one loop of the curve $r^{2}=a^{2} \cos 2 \theta$.
92. Find the volume bounded by the surfaces $a z=x y, x+y+z$ $=a, z=0$.
93. Find the total volume which is bounded by the surface $x^{\frac{2}{3}}+y^{\frac{2}{3}}$ $+z^{\frac{2}{3}}=a^{\frac{2}{3}}$.
94. Find the total volume which is bounded by the surface $r^{2}+z^{2}$ $=2 \omega r \cos 2 \theta$.
95. Find the moment of inertia about its axis of a hollow right circular cylinder of mass $M$, the inner radius and the outer radius of which are respectively $r_{1}$ and $r_{2}:(1)$ if the cylinder is homogeneous; (2) if the density of any particle is proportional to its distance from the axis of the cylinder.
96. A solid is bounded by the plane $z=0$, the cone $\boldsymbol{z}=r$ (cylindrical coördinates), and the cylinder having its elements parallel to $O Z$ and its directrix one loop of the lemniscate $r^{2}=2 a^{2} \cos 2 \theta$ in the plane $X O Y$. Find its moment of inertia about $O Z$ if the density at any point varies directly as its distance from $O Z$.
97. Find the moment of inertia of a homogeneous right circular cone of density $\rho$, of which the height is $h$ and the radius of the base is $a$, about an axis perpendicular to the axis of the cone at its vertex.
98. A ring is cut from a homogeneous spherical shell of density $\rho$, the inner radius and the outer radius of which are respectively 4 ft . and 5 ft ., by two parallel planes on the same side of the center of the shell and distant 1 ft . and 3 ft . respectively from the center. Find the moment of inertia of this ring about its axis.
99. A mass $M$ is in the form of a right circular cone of altitude $h$ and with a vertical angle of $120^{\circ}$. Find its moment of inertia about its axis if the density of any particle is proportional to its distance from the base of the cone.
100. The radius of the upper base and the radius of the lower base of the frustum of a homogeneons right circular cone are respectively $a_{1}$ and $a_{2}$, and its mass is $M$. Find its moment of inertia about its axis.
101. The density of any point of a solid sphere of mass $M$ and radius $a$ is directly proportional to its distance from a diametral plane. Find its moment of inertia about the diameter perpendicular to the above diametral plane.
102. Given a right circular cylinder of mass $M$, height $h$, and radius $\kappa$, the density of any particle of which is $k$ times its distance from the lower base. Find the moment of inertia of this cylinder about a diameter of its lower base.
103. Find the moment of inertia about $O Z$ of that portion of the surface of the hemisphere $z=\sqrt{u^{2}-x^{2}-y^{2}}$ which lies within the cylinder $x^{2}+y^{2}=u x$.
104. A homogeneous solid of density $\rho$ is in the form of a hemispherical shell, the inner radius and the outer radius of which are respectively $r_{1}$ and $r_{2}$. Find its moment of inertia about any diameter of the base of the shell.
105. A homogeneous anchor ring of mass $M$ is bounded by the surface generated by revolving a circle of radius $a$ about an axis in its plane, distant $b(b>a)$ from its center. Find the moment of inertia of this anchor ring about its axis.
106. The density at any point of the hemisp here $z=\sqrt{a^{2}-x^{2}-y^{2}}$ is $k$ times its distance from the base of the hemisphere. Find the moment of inertia about $1 \%$ of the portion of the hemisphere included in the cylinder $x^{2}+y^{2}=u x$.
107. Through a homogeneous spherical shell of density $\rho$, of which the inner radius and the onter radius are respectively $a_{1}$ and ${ }^{\prime}{ }_{2}$, a circular hole of radins $b\left(l<\mu_{1}\right)$ is bored, the axis of the hole coinciding with a diameter of the shell. Find the moment of inertia of the ring thus formed about the axis of the hole.
108. Find the center of gravity of the portion of a uniform wire in the form of the curve $x=a t^{2}, y=\frac{2}{3} a t^{3}, z=\frac{1}{4} a t^{4}$, between the points for which $t=0$ and $t=1$.
109. Find the center of gravity of a uniform wire in the form of the helix $x=a \cos \theta, y=a \sin \theta, z=l i \theta$, between the points for which $\theta=0$ and $\theta=\theta_{1}$. When will the center of gravity fall on the axis of the helix?
110. Find the center of gravity of a homogeneous solid bounded by the coördinate planes and the surface $x^{\frac{1}{2}}+y^{\frac{1}{2}}+z^{\frac{1}{3}}=a^{\frac{1}{2}}$.
111. Find the center of gravity of a homogeneous body in the form of an octant of the ellipsoid $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{\hbar^{2}}{c^{2}}=1$.
112. Find the center of gravity of the homogeneous solid bounded by the surfaces $z=0, y=0, y=b, b^{2} z^{2}=y^{2}\left(a^{2}-x^{2}\right)$.
113. Find the center of gravity of a homogeneous solid bounded by the paraboloid $a^{2} x^{2}+b^{2} y^{2}=z$ and the plane $\approx=c$.
114. A ring is cut from a homogeneous spherical shell of density $\rho$, the inner radius and the outer radius of which are respectively 4 ft . and 5 ft ., by two parallel planes on the same side of the center of the shell and distant 1 ft . and 3 ft . respectively from the center. Find the center of gravity of this ring.
115. Find the center of gravity of a homogeneous solid bounded by a spherical surface of radius $b$ and two planes passing through its center and including a dihedral angle $2 \alpha$.
116. Find the center of gravity of a hemisphere of radius $a$ if the density at any point varies directly as the distance of the point from the base of the hemisphere.
117. Find the center of gravity of a homogeneous solid bounded by the surfaces of a right circular cone and a hemisphere of radius $a$ which have the same base and the same vertex.
118. Find the center of gravity of an octant of a sphere of radius $a$ if the density at any point varies directly as its distance from the center of the sphere.
119. Find the center of gravity of a right circular cone of altitude $a$, the density of each circular slice of which varies directly as the square of its distance from the vertex.
120. Find the center of gravity of a homogeneous solid bounded by two concentric spherical surfaces of radii 4 ft . and 5 ft . respectively and a plane through the common center of the two spherical surfaces.
121. Find the center of gravity of a homogeneous solid in the form of the frustum of a right circular cone, the height of which is $h$ and the radius of the upper base and the radius of the lower base of which are respectively $r_{1}$ and $r_{2}$.
122. A solid is bounded by a sphere of radius $a$ and a right circular cone, the vertical angle of which is $\frac{\pi}{3}$, the vertex of which is on the surface of the sphere, and the axis of which coincides with a diameter of the sphere. Find its center of gravity if the density at any point is $k$ times its distance from the axis of the cone.
123. Find the attraction of a hemisphere of radius $a$ on a particle of unit mass at the center of its base if the density at any point of the hemisphere varies directly as its distance from the base.
124. A homogeneous solid of density $\rho$ is bounded by the plane $z=3$ and the surface $z^{3}=x^{2}+y^{2}$. Find the attraction of this solid on a particle of unit mass at the origin of coordinates.
125. A portion of a right circular cylinder of radius a and uniform
 center of which coincides with the center of the base of the cylinder. Find the attraction of this portion of the cylinder on a particle of unit mass at the middle point of its base.
126. A portion of a right circular eylinder of radius $/$ is bounded by a spherical surface of radius $b(b>a)$, the center of which coincides with the center of the base of the eylinder. Find the attraction of this portion of the cylinder on a particle of unit mass at the middle point of its base, the density of any particle of the cylinder being proportional to its distance from the axis of the cylinder.
127. Show that the attraction of a segment of one hase, cut from a homogeneous sphere of radius $a$, on a particle of unit mass at its vertex is $2 \pi h \rho\left(1-\frac{1}{3} \sqrt{\frac{2 h}{a}}\right)$, where $\rho$ is the density of the sphere and $l$ is the height of the segment.
128. A ring is cut from a homogeneous spherical shell of density $\rho$, the inner radius and the outer radius of which are respectively 4 ft . and 5 ft ., by two parallel planes on the same side of the center of the shell and distant 1 ft . and 3 ft . respectively from the center. Find the attraction of this ring on a particle of unit mass at the center of the shell.
129. The density of a hemisphere of mass $M$ and radius $a$ varies directly as the distance from the base. Find its attraction on a particle of unit mass in the straight line perpendicular to the base
at its center, and at a distance $a$ from the base in the direction away from the hemisphere.
130. A solid of mass $M$ is bounded by a right circular cone of vertical angle $90^{\circ}$ and a spherical surface of radius 2 ft ., the center of the spherical surface being at the vertex of the cone. If the density of any particle of the above solid is directly proportional to its distance from the vertex of the cone, find the attraction of the solid on a partiele of unit mass at the vertex of the cone.
131. The vertex of a right circular cone of vertical angle $2 \alpha$ is at the center of a homogeneous spherical shell, the inner radius and the outer radius of which are respectively $a_{1}$ and $a_{2}$. Find the attraction of the portion of the shell outside the cone on a particle of unit mass at the center of the shell, in terms of the attracting mass.
132. The density at any point of a given solid of mass $M$ in the form of a hollow right circular cylinder is directly proportional to its distance from the axis of the cylinder. If the height of the cylinder is 2 ft ., and its inner radius and outer radius are respectively 1 ft . and 2 ft ., find its attraction on a particle of unit mass situated on its axis 2 ft . below the base.

## CHAPTER XVII

## INFINITE SERIES

187. Convergence. The expression

$$
\begin{equation*}
a_{1}+a_{2}+a_{3}+a_{4}+a_{5}+\cdots, \tag{1}
\end{equation*}
$$

where the number of the terms is unlimited, is called an infinite series.

An infinite series is sail to converge, or to be convergent, u'hen the sum of the first $n$ terms approaches a limit as $n$ increases without limit.

Thus, referring to (1), we may place

$$
\begin{aligned}
& s_{1}=a_{1}, \\
& s_{2}=a_{1}+a_{2}, \\
& s_{8}=a_{1}+a_{2}+a_{8}, \\
& \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \\
& s_{n}=a_{1}+a_{2}+a_{3}+\cdots+a_{n} .
\end{aligned}
$$

Then, if

$$
\operatorname{Lim}_{n=\infty} s_{n}=A,
$$

the series is said to converge to the limit $A$. The quantity $A$ is frequently called the sum of the series, although, strictly speaking, it is the limit of the sum of the first $n$ terms. The convergence of (1) may be seen graphically by plotting $s_{1}, s_{2}, s_{3}, \cdots, s_{n}$ on the number scale, as in $\$ 3$.

A series which is not convergent is culled divergent. This may happen in two ways: either the sum of the first $n$ terms increases without limit as $n$ increases without limit; or $s_{n}$ may fail to approach a limit, but without becoming indefinitely great.

Ex. 1. Consider the geometric series

$$
a+a r+a r^{2}+a r^{3}+\cdots
$$

Here $s_{n}=a+a r+a r^{2}+\cdots+a r^{n-1}=a \frac{1-r^{n}}{1-r}$. Now if $r$ is numerically less than $1, r^{n}$ approaches zero as a limit as $n$ increases without limit; and
therefore $\operatorname{Lim}_{n=\infty} s_{n}=\frac{a}{1-r}$. If, however, $r$ is numerically greater than 1 , $r^{n}$ increases without limit as $n$ increases without limit; and therefore $s_{n}$ increases without limit. If $r=1$, the series is

$$
a+a+a+a+\cdots,
$$

and therefore $s_{n}$ increases without limit with $n$. If $r=-1$, the series is

$$
a-a+a-a+\cdots,
$$

and $s_{n}$ is alternately $a$ and 0 , and hence does not approach a limit.
Therefore, the geometric series converges to the limit $\frac{a}{1-r}$ when $r$ is numerically less than unity, and diverges when $r$ is numerically equal to, or greater than, unity.

Ex. 2. Consider the harmonic series

$$
1+\frac{1}{2}+\frac{1}{3}+\frac{1}{4}+\frac{1}{5}+\frac{1}{6}+\frac{1}{7}+\frac{1}{8}+\cdots+\frac{1}{n}+\cdots,
$$

consisting of the sum of the reciprocals of the positive integers. Now

$$
\frac{1}{3}+\frac{1}{4}>\frac{1}{4}+\frac{1}{4}=\frac{1}{2}, \quad \frac{1}{5}+\frac{1}{6}+\frac{1}{7}+\frac{1}{8}>\frac{1}{8}+\frac{1}{8}+\frac{1}{8}+\frac{1}{8}=\frac{1}{2},
$$

and in this way the sum of the first $n$ terms of the series may be seen to be greater than any multiple of $\frac{1}{2}$ for a sufficiently large $n$. Hence the harmonic series diverges.
188. The comparison test for convergence. If each term of a given series of positive numbers is less than, or equal to, the corresponding term of a known convergent series, the given series converges.

If each term of a given series is greater than, or equal to, the corresponding term of a known divergent series of positive numbers, the given series diverges.

Let

$$
\begin{equation*}
a_{1}+a_{2}+a_{3}+a_{4}+\cdots \tag{1}
\end{equation*}
$$

be a given series in which each term is a positive number, and let

$$
\begin{equation*}
b_{1}+b_{2}+b_{3}+b_{4}+\cdots \tag{2}
\end{equation*}
$$

be a known convergent series such that $a_{k} \leqq b_{k}$.
Then, if $s_{n}$ is the sum of the first $n$ terms of (1), $s_{n}^{\prime}$ the sum of the first $n$ terms of (2), and $B$ the limit of $s_{n}^{\prime}$, it follows that

$$
s_{n} \leqq s_{n}^{\prime}<B,
$$

since all terms of (1), and therefore of (2), are positive. Now as $n$ increases, $s_{n}$ increases but always remains less than $B$. Hence $s_{n}$ approaches a limit, which is either less than, or equal to, $B$.

The first part of the theorem is now proved ; the second part is too obvious to need formal proof.

In applying this test it is not necessary to begin with the first term of either series, but with any convenient term. The terms before those with which comparison begins form a polynomial, the value of which is of course finite, and the remaining terms form the infinite series the convergence of which is to be determined.

Ex. 1. Cousider

$$
1+\frac{1}{1}+\frac{1}{2^{2}}+\frac{1}{3^{3}}+\frac{1}{4^{4}}+\cdots+\frac{1}{(n-1)^{n-1}}+\cdots
$$

Each term after the third is less than the corresponding term of the convergent geometric series

$$
1+\frac{1}{2}+\frac{1}{2^{2}}+\frac{1}{2^{3}}+\frac{1}{2^{4}}+\cdots+\frac{1}{2^{n-1}}+\cdots
$$

Therefore the first series converges.
Ex. 2. Consider

$$
1+\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{3}}+\frac{1}{\sqrt{4}}+\frac{1}{\sqrt{5}}+\cdots+\frac{1}{\sqrt{n}}+\cdots
$$

Each term after the first is greater than the corresponding term of the divergent harmonic series

$$
1+\frac{1}{2}+\frac{1}{3}+\frac{1}{4}+\frac{1}{5}+\cdots+\frac{1}{n}+\cdots
$$

Therefore the first series diverges.
189. The ratio test for convergence. If in a series of positive numbers the ratio of the $(n+1)$ st term to the nth term approaches a limit $L$ as $n$ increases without limit, then, if $L<1$, the series converges; if $L>1$, the series diverges; if $L=1$, the series may either diverge or converge.

Let

$$
\begin{equation*}
a_{1}+a_{2}+a_{3}+\cdots+a_{n}+a_{n+1}+\cdots \tag{1}
\end{equation*}
$$

be a series of positive numbers, and let $\operatorname{Lim}_{n=\infty} \frac{a_{n+1}}{a_{n}}=L$. We have
three cases to consider.

1. $L<1$. Take $r$ any number such that $L<r<1$. Then, since the ratio $\frac{a_{n+1}}{a_{n}}$ approaches $L$ as a limit, this ratio must become and remain less than $r$ for sufficiently large values of $n$. Let the ratio be less than $r$ for the $m$ th and all subsequent terms. Then

$$
\begin{aligned}
& a_{m+1}<a_{m} r, \\
& a_{m+2}<a_{m+1} r<a_{m} r^{2}, \\
& a_{m+3}<a_{m+2} r<a_{m} r^{3},
\end{aligned}
$$

Now compare the series

$$
\begin{equation*}
a_{m}+a_{m+1}+a_{m+2}+a_{m+3}+\cdots \tag{2}
\end{equation*}
$$

with the series

$$
\begin{equation*}
a_{m}+a_{m} r+a_{m} r^{2}+a_{m} r^{3}+\cdots \tag{3}
\end{equation*}
$$

Each term of (2) except the first is less than the corresponding term of (3), and (3) is a convergent series since it is a geometric series with its ratio less than unity. Hence (2) converges by the comparison test, and therefore (1) converges.
2. $L>1$. Since $\frac{a_{n+1}}{a_{n}}$ approaches $L$ as a limit as $n$ increases without limit, this ratio eventually becomes and remains greater than unity. Suppose this happens for the $m$ th and all subsequent terms. Then

$$
\begin{aligned}
& a_{m+1}>a_{m}, \\
& a_{m+2}>a_{m+1}>a_{m}, \\
& a_{m+3}>a_{m+2}>a_{m},
\end{aligned}
$$

Each term of the series (2) is greater than the corresponding term of the divergent series

$$
\begin{equation*}
a_{m}+a_{m}+a_{m}+a_{m}+\cdots \tag{4}
\end{equation*}
$$

Hence (2) and therefore (1) diverges.
3. $L=1$. Neither of the preceding arguments is valid, and examples show that in this case the series may either converge or diverge.

In applying this test, the student will usually find $\frac{a_{n+1}}{a_{n}}$ in the form of a fraction involving $n$. To find the limit of this
fraction as $n$ increases without limit, it is often possible to divide numerator and denominator by some power of $n$, so as to be able to apply the theorem ( $\S 13$ ) that $\operatorname{Lim}_{n=\infty} \frac{a}{n}=0$, or some other known theorem of limits.

Ex. 1. Consider

$$
1+\frac{2}{3}+\frac{3}{3^{2}}+\frac{4}{3^{3}}+\frac{5}{3^{4}}+\cdots+\frac{n}{3^{n-1}}+\cdots
$$

The $n$th term is $\frac{n}{3^{n-1}}$ and the $(n+1)$ st term is $\frac{n+1}{3^{n}}$. The ratio of the ( $n+1$ )st term to the $n$th term is $\frac{n+1}{3 n}$, and

$$
\operatorname{Lim}_{n=\infty} \frac{n+1}{3 n}=\operatorname{Lim}_{n=\infty} \frac{1+\frac{1}{n}}{3}=\frac{1}{3} .
$$

Therefore the given series converges.
Ex. 2. Consider $1+\frac{2^{2}}{\boxed{2}}+\frac{3^{3}}{\square 3}+\frac{4^{4}}{\boxed{4}}+\cdots+\frac{n^{n}}{\boxed{n}}+\cdots$.
The $n$th term is $\frac{n^{n}}{\frac{n}{n}}$ and the $(n+1)$ st term is $\frac{(n+1)^{n+1}}{\lfloor n+1}$. The ratio of the $(n+1)$ st term to the $n$th term is $\frac{(n+1)^{n+1}}{(n+1) n^{n}}=\left(\frac{n+1}{n}\right)^{n}$, and

$$
\operatorname{Lim}_{n=\infty}\left(\frac{n+1}{n}\right)^{n}=\operatorname{Limim}_{n=\infty}\left(1+\frac{1}{n}\right)^{n}=e .
$$

Therefore the given series diverges.
190. Absolute convergence. The absolute value of a real number is its arithmetical value independent of its algebraic sign. Thus the absolute value of both +2 and -2 is 2 . The absolute value of a quantity $a$ is often indicated by $|a|$. It is evident that the absolute value of the sum of $n$ quantities is less than, or equal to, the sum of the absolute values of the quantities.

A series converges when the absolute values of its terms form a convergent series, and is said to converge absolutely.

Let

$$
\begin{equation*}
a_{1}+a_{2}+a_{3}+a_{4}+\cdots \tag{1}
\end{equation*}
$$

-be a given series, and

$$
\begin{equation*}
\left|a_{1}\right|+\left|a_{2}\right|+\left|a_{3}\right|+\left|a_{4}\right|+\cdots \tag{2}
\end{equation*}
$$

the series formed by replacing each term of (1) by its absolute value. We assume that (2) converges, and wish to show the convergence of (1).

Form the auxiliary series

$$
\begin{equation*}
\left(a_{1}+\left|a_{1}\right|\right)+\left(a_{2}+\left|a_{2}\right|\right)+\left(a_{3}+\left|a_{3}\right|\right)+\left(a_{4}+\left|a_{4}\right|\right)+\cdots \tag{3}
\end{equation*}
$$

The terms of (3) are either zero or twice the corresponding terms of (2). For $a_{k}=-\left|a_{k}\right|$ when $a_{k}$ is negative, and $a_{k}=\left|a_{k}\right|$ when $a_{k}$ is positive.

Now, by hypothesis, (2) converges, and hence the series

$$
\begin{equation*}
2\left|a_{1}\right|+2\left|a_{2}\right|+2\left|a_{3}\right|+2\left|a_{4}\right|+\cdots \tag{t}
\end{equation*}
$$

converges. But each term of (3) is either equal to or less than the corresponding term of ( 4 ), and hence (3) converges by the comparison test.

Now let $s_{n}$ be the sum of the first $n$ terms of (1), $s_{n}^{\prime}$ the sum of the first $n$ terms of (2), and $s_{n}^{\prime \prime}$ the sum of the first $n$ terms of (3). Then

$$
s_{n}=s_{n}^{\prime \prime}-s_{n}^{\prime},
$$

and, since $s_{n}^{\prime \prime}$ and $s_{n}^{\prime}$ approach limits, $s_{n}$ also approaches a limit. Hence the series (1) converges.

We shall consider in this chapter only absolnte convergence. Hence the tests of $\S \S 188,189$ may be applied, since in testing for absolute convergence all terms are considered positive.
191. The power series. A power series is defined by

$$
a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3}+\cdots+a_{n} x^{n}+\cdots
$$

where $a_{0}, a_{1}, a_{2}, a_{3}, \ldots$ are numbers not involving $x$.
We shall prove the following theorem: If a power series converges for $x=x_{1}$, it converges absolutely for any value of $x$ such that $|x|<\left|x_{1}\right|$.

For convenience, let $|x|=X,\left|a_{n}\right|=A_{n},\left|x_{1}\right|=X_{1}$. By hypothesis the series

$$
\begin{equation*}
a_{0}+a_{1} x_{1}+a_{2} x_{1}^{2}+a_{3} x_{1}^{3}+\cdots+a_{n} x_{1}^{n}+\cdots \tag{1}
\end{equation*}
$$

converges, and we wish to show that

$$
\begin{equation*}
A_{0}+A_{1} X+A_{2} X^{2}+A_{3} X^{3}+\cdots+A_{n} X^{n}+\cdots \tag{2}
\end{equation*}
$$

converges if $X<X_{1}$.

Since (1) converges, all its terms are finite. Consequently there must be numbers which are greater than the absolute value of any term of (1). Let $M$ be one such number. Then we have $A_{n} X_{1}^{n}<M$ for all values of $n$.

Then

$$
A_{n} X^{n}=A_{n} X_{1}^{n}\left(\frac{X}{X_{1}}\right)^{n}<M\left(\frac{X}{X_{1}}\right)^{n}
$$

Each term of the series (2) is therefore less than the corresponding term of the series

$$
\begin{equation*}
M+M\left(\frac{X}{X_{1}}\right)+M\left(\frac{X}{X_{1}}\right)^{2}+M\left(\frac{X}{X_{1}}\right)^{3}+\cdots+M\left(\frac{X}{X_{1}}\right)^{n}+\cdots \tag{3}
\end{equation*}
$$

But (3) is a geometric series, which converges when $I^{-}<X_{1}$. Hence, by the comparison test, (2) converges when $I<X_{1}$.

From the preceding discussion it follows that a power series will converge for values of $x$ lying between two numbers $-R$ and $+R$, and diverge for all other values of $x$. In some cases $R$ may be infinity, that is, the series may converge for all values of $x$. In other cases, less frequent, $l i$ may be zero, that is, the series may converge only for $x=0$.

In any case the values of $x$ for which the series converges are together called the region of convergence. If represented on a number scale, the region of convergence is in general a portion of the scale having the zero point as its middle point. In some cases the region may extend to infinity or shrink to a point. In practice the student will generally find it convenient to determine the region of convergence by applying the ratio test, as shown in the examples.

Ex. 1. Consider

$$
1+2 x+3 x^{2}+4 x^{3}+\cdots+n x^{n-1}+\cdots
$$

The $n$th term is $n x^{n-1}$, the $(n+1)$ st term is $(n+1) x^{n}$, and their ratio is $\frac{n+1}{n} x . \operatorname{Lim}_{n=\infty} \frac{n+1}{n} x=x \operatorname{Lim}_{n=\infty}\left(1+\frac{1}{n}\right)=x$. Hence the series converges when $|x|<1$ and diverges when $|x|>1$. The region of convergence extends on the number scale between -1 and +1 .

Ex. 2. Consider $1+\frac{x}{1}+\frac{x^{2}}{\boxed{2}}+\frac{x^{3}}{\boxed{3}}+\cdots+\frac{x^{n-1}}{\boxed{n-1}}+\cdots$.
The $n$th term is $\frac{x^{n-1}}{\frac{n-1}{n}}$, the $(n+1)$ st term is $\frac{x^{n}}{n}$, and their ratio is $\frac{x}{n}$. $\lim _{n=\infty} \frac{x}{n}=0$ for any finite value of $x$. Hence the series converges for any value of $x$ and its region of convergence covers the entire number scale.

Ex. 3. Consider

$$
1+x+\left\lfloor 2 x^{2}+\left\lfloor 3 x^{3}+\cdots+\left\lfloor n-1 x^{n-1}+\cdots\right.\right.\right.
$$

The $n$th term is $\left\lfloor n-1 x^{n-1}\right.$, the $(n+1)$ st term is $\left\lfloor n x^{n}\right.$, and their ratio is $n x$. This ratio increases without limit for all values of $x$ except $x=0$. Therefore the series converges for no value of $x$ except $x=0$.

A power series defines a function of $x$ for values of $x$ within the region of convergence, and we may write

$$
\begin{equation*}
f(x)=a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3}+\cdots+a_{n} x^{n}+\cdots, \tag{4}
\end{equation*}
$$

it being understood that the value of $f(x)$ is the limit of the sum of the series on the right of the equation. The power series has the important property, not possessed by all kinds of series, of behaving very similarly to a polynomial. When a function is expressed as a power series it may be integrated or differentiated by integrating or differentiating the series term by term. The new series will be valid for the same values of the variable for which the original series is valid. If the method is applied to a definite integral, the limits must be values for which the series is valid.

Similarly, if two functions are each expressed by a power series, their sum, difference, product, or quotient is the sum, the difference, the product, or the quotient of the series.

For proofs of these theorems the student is referred to advanced treatises.
192. Maclaurin's and Taylor's series. We have noted that any convergent power series may define a function. Conversely, it may be shown (see $\S 193$ ) that any function which is continuous and has continuous derivatives may be expressed as a power series. When a function is so expressed it is possible to
express the coefficients of the series in terms of the function and its derivatives. For let

$$
f(x)=a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3}+a_{4} x^{4}+\cdots+a_{n} x^{n}+\cdots
$$

By differentiating we have

$$
\begin{aligned}
& f^{\prime}(x)=a_{1}+2 a_{2} x+3 a_{3} x^{2}+4 a_{4} x^{3}+\cdots+n a_{n} x^{n-1}+\cdots, \\
& f^{\prime \prime}(x)=2 a_{2}+3 \cdot 2 a_{8} x+4 \cdot 3 a_{4} x^{2}+\cdots+n(n-1) a_{n} x^{n-2}+\cdots, \\
& f^{\prime \prime \prime}(x)=3 \cdot 2 a_{3}+4 \cdot 3 \cdot 2 a_{4} x+\cdots+n(n-1)(n-2) a_{n} x^{n-3}+\cdots, \\
& f^{(n)}(x)=[n(n-1)(n-2) \cdots 3 \cdot 2] a_{n}+\cdots \cdot
\end{aligned}
$$

Placing $x=0$ in each of these equations, we find
$a_{0}=f(0), a_{1}=f^{\prime}(0), a_{2}=\frac{1}{\underline{2}} f^{\prime \prime}(0), a_{8}=\frac{1}{\lfloor 3} f^{\prime \prime \prime}(0), \cdots, a_{n}=\frac{1}{\lfloor n} f^{(n)}(0)$.
Consequently we have
$f(x)=f(0)+f^{\prime}(0) x+\frac{f^{\prime \prime}(0)}{\underline{2}} x^{2}+\frac{f^{\prime \prime \prime}(0)}{\lfloor 3} x^{8}+\cdots+\frac{f^{\not n n}(0)}{\lfloor } x^{n}+\cdots$.
This is called Mactuwrin's series.
Again, if in the right-hand side of

$$
f(x)=a_{0}+a_{1} x+a_{2} x^{2}+a_{8} x^{8}+\cdots+a_{n} x^{n}+\cdots
$$

we place $x=a+x^{\prime}$, and arrange according to powers of $x^{\prime}$, we have

$$
f(x)=b_{0}+b_{1} x^{\prime}+b_{2} x^{\prime 2}+b_{3} x^{\prime 3}+\cdots+b_{n} x^{\prime n}+\cdots,
$$

or, by replacing $x^{\prime}$ by its value $x-a$,
$f(x)=b_{0}+b_{1}(x-a)+b_{2}(x-a)^{2}+b_{8}(x-a)^{8}+\cdots+b_{n}(x-a)^{n}+\cdots$.
By differentiating this equation successively, and placing $x=a$ in the results, we readily find
$b_{0}=f(a), b_{1}=f^{\prime}(a), b_{2}=\frac{1}{\underline{2}} f^{\prime \prime}(a), b_{3}=\frac{1}{\lfloor 3} f^{\prime \prime \prime}(a), \cdots, b_{n}=\frac{1}{\underline{n}} f^{(n)}(a)$.
Hence

$$
\begin{align*}
f(x)=f(a) & +(x-a) f^{\prime}(a)+\frac{(x-a)^{2}}{\boxed{L}} f^{\prime \prime}(a)+\frac{(x-a)^{8}}{\lfloor 3} f^{\prime \prime \prime}(a)+\cdots \\
& +\frac{(x-a)^{n}}{\lfloor n} f^{(n)}(a)+\cdots \tag{2}
\end{align*}
$$

This is Taylor's series.

Another convenient form of (2) is obtained by placing $x-a=h$, whence $x=a+h$. We have then

$$
\begin{align*}
f(a+h)=f(a) & +h f^{\prime}(a)+\frac{h^{2}}{\underline{2}} f^{\prime \prime}(a)+\frac{h^{3}}{\underline{3}} f^{\prime \prime \prime}(a)+\cdots \\
& +\frac{h^{n}}{\lfloor n} f^{(n)}(a)+\cdots \tag{3}
\end{align*}
$$

Maclaurin's series (1) enables us to expand a function into a series in terms of ascending powers of $x$ when we know the value of the function and its derivatives for $x=0$. By means of the series the function may be computed for values of $x$ for which the series converges. Practically the computation is convenient for small values of $x$.

Taylor's series (2) enables us to expand a function in terms of powers of $x-a$ when the value of the function and its derivatives are known for $x=a$. The function is said to be expanded in the neighborhood of $x=a$, and the series can be used to compute the value of the function for values of $x$ which are near $a$.

Ex. 1. Expand $e^{x}$ into a power series and compute its value when $x=\frac{1}{3}$.
Since $f(x)=e^{x}, f^{\prime \prime}(x)=e^{x}, f^{\prime \prime}(x)=e^{x}$, etc., $f(0)=1, f^{\prime \prime}(0)=1, f^{\prime \prime}(0)=1$, etc. Hence, by Maclaurin's series,

$$
e^{x}=1+\frac{x}{1}+\frac{x^{2}}{[2}+\frac{x^{3}}{\boxed{3}}+\frac{x^{4}}{\boxed{4}}+\cdots
$$

This converges for all values of $x$. If we place $x=\frac{1}{3}$, we have $e^{\frac{1}{3}}=\mathbf{1}$ $+\frac{1}{3}+\frac{1}{18}+\frac{1}{6} \overline{6}+{ }_{19}^{\frac{1}{9} \mp \mp}=1.3956$, correct to four decimal places. If $x$ has a larger value, more terms of the series must be taken in the computation, so that the series, while valid, is inconvenient for large values of $x$.

Ex. 2. Expand $(a+x)^{n}$ into a power series in $x$. Here

$$
\begin{aligned}
f(x) & =(a+x)^{n}, & f(0) & =a^{n}, \\
f^{\prime \prime}(x) & =n(a+x)^{n-1}, & f^{\prime}(0) & =n a^{n-1}, \\
f^{\prime \prime}(x) & =n(n-1)(a+x)^{n-2}, & f^{\prime \prime}(0) & =n(n-1) a^{n-2}, \\
f^{\prime \prime \prime}(x) & =n(n-1)(n-2)(a+x)^{n-3}, & f^{\prime \prime \prime}(0) & =n(n-1)(n-2) a^{n-3} .
\end{aligned}
$$

Hence, by Maclaurin's series,

$$
(a+x)^{n}=a^{n}+n a^{n-1} x+\frac{n(n-1)}{\underline{2}} a^{n-2} x^{2}+\frac{n(n-1)(n-2)}{\square} a^{n-3} x^{3}+\cdots .
$$

This is the binomial theorem. If $n$ is a positive integer, the expansion is a polynomial of $n+1$ terms, since $f^{(n+1)}(x)$ and all higher derivatives are equal to 0 . But if $n$ is a negative integer or a fraction, the series converges when $x$ is numerically less than $a$.

Ex. 3. Find the value of $\sin 61^{\circ}$.
Let $f(x)=\sin x$, then $f^{\prime \prime}(x)=\cos x, f^{\prime \prime}(x)=-\sin x$, etc., provided $x$ is expressed in circular measure. $61^{\circ}$ expressed in circular measure is ${ }^{6} 80 \pi$ $=\frac{\pi}{3}+\frac{\pi}{180}$. Since $\sin \frac{\pi}{3}$ and $\cos \frac{\pi}{3}$ are known to be respectively $\frac{1}{2} \sqrt{3}$ and $\frac{1}{2}$, it will be convenient to use Taylor's series with $a=\frac{\pi}{3}$. Formula (3) gives

$$
\begin{aligned}
\sin \left(\frac{\pi}{3}+h\right) & =\sin \frac{\pi}{3}+h \cos \frac{\pi}{3}-\frac{h^{2}}{2} \sin \frac{\pi}{3}-\frac{h^{3}}{\underline{3}} \cos \frac{\pi}{3}+\cdots \\
& =\frac{1}{2} \sqrt{3}+\frac{1}{2} h-\frac{\sqrt{3}}{4} h^{2}-\frac{1}{12} h^{3}+\cdots
\end{aligned}
$$

Placing $h=\frac{\pi}{180}$ and computing, we have

$$
\sin \left(\frac{61}{180} \pi\right)=\sin 61^{\circ}=.8746
$$

The expansion of a function may sometimes be obtained by special devices more conveniently than by direct use of the formula (1) or (2): This is illustrated by the following examples :

Ex. 4. Required to expand $\sin ^{-1} x$.
We have

$$
\begin{aligned}
\sin ^{-1} x & =\int_{0}^{x} \frac{d x}{\sqrt{1-x^{2}}}=\int_{0}^{x}\left(1-x^{2}\right)^{-\frac{1}{2}} d x \\
& =\int_{0}^{x}\left(1+\frac{1}{2} x^{2}+\frac{1 \cdot 3}{2 \cdot 4} x^{4}+\frac{1 \cdot 3 \cdot 5}{2 \cdot 4 \cdot 6} x^{6}+\cdots\right) d x \quad(\text { by Ex. 2) } \\
& =x+\frac{1}{2} \cdot \frac{x^{3}}{3}+\frac{1 \cdot 3}{2 \cdot 4} \cdot \frac{x^{5}}{5}+\frac{1 \cdot 3 \cdot 5}{2 \cdot 4 \cdot 6} \cdot \frac{x^{7}}{7}+\cdots
\end{aligned}
$$

Ex. 5. To expand $\frac{\sin ^{-1} x}{\sqrt{1-x^{2}}}$.
By Ex. 4,

$$
\sin ^{-1} x=x+\frac{x^{3}}{6}+\frac{3 x^{5}}{40}+\frac{5 x^{7}}{112}+\cdots
$$

by Ex. 2,

$$
\left(1-x^{2}\right)^{-\frac{1}{2}}=1+\frac{x^{2}}{2}+\frac{3 x^{4}}{8}+\frac{5 x^{6}}{16}+\cdots
$$

Hence, by multiplication,

$$
\frac{\sin ^{-1} x}{\sqrt{1-x^{2}}}=x+\frac{2 x^{3}}{3}+\frac{8 x^{5}}{15}+\frac{16 x^{7}}{35}+\cdots .
$$

193. The remainder in Taylor's series. Let us write

$$
\begin{align*}
f(x)=f(a) & +(x-a) f^{\prime}(a)+\frac{(x-a)^{2}}{L^{2}} f^{\prime \prime}(a)+\cdots \\
& +\frac{(x-a)^{n}}{\lfloor n} f^{n}(a)+i^{2} \tag{1}
\end{align*}
$$

and attempt to determine $R$. For that purpose place

$$
\begin{equation*}
R=\frac{(x-a)^{n+1}}{n+1} P \tag{2}
\end{equation*}
$$

In the right-hand member of equation (1), with $R$ in the form (2), replace $a$ everywhere, except in $P$, by $z$, and call $F(z)$ the difference between $f(x)$ and this new expression. That is, let $F(z)$ be defined by the equation

$$
\begin{gather*}
F(z)=f(x)-f(z)-(x-z) f^{\prime}(z)-\frac{(x-z)^{2}}{\lfloor } f^{\prime \prime}(z)-\cdots \\
 \tag{3}\\
-\frac{(x-z)^{n}}{\underline{L}} f^{n}(z)-\frac{(x-z)^{n+1}}{\lfloor x+1} P
\end{gather*}
$$

where $x$ is considered constant.
Differentiate (3) with respect to $z$, still holding $x$ constant. All the terms obtained cancel, except the last two, and we have

$$
\begin{align*}
F^{\prime}(z) & =-\frac{(x-z)^{n}}{\lfloor n} f^{(n+1)}(z)+\frac{(x-z)^{n}}{\lfloor n} P \\
& =\frac{(x-z)^{n}}{\lfloor }\left[P-f^{(n+1)}(z)\right] . \tag{4}
\end{align*}
$$

Now when $z=x, F(z)=0$, as is at once apparent from (3). Also when $z=a, F(z)=0$, as appears from (3) with the aid of (1). Hence $F(z)$ must have a maximum or a minimum for some (unknown) value of $z$ between $z=a$ and $z=x$. That is,

$$
F^{\prime}(\xi)=0
$$

where $\xi$ lies between $a$ and $x$.*

[^4]From (4), it follows that

$$
P=f^{(n+1)}(\xi)
$$

and hence, from (2),

$$
\begin{equation*}
R=\frac{(x-a)^{n+1}}{\underline{n+1}} f^{(n+1)}(\xi) \tag{5}
\end{equation*}
$$

This is the remainder in Taylor's Theorem. It measures the difference between the value of the function $f(x)$ and the sum of the first $n+1$ terms in (1).

It is evident that if $R$ approaches zero as $n$ is indefinitely increased, the Taylor's series converges and represents the function. We have, then, in this case, a proof of the possibility of a series expansion for the function, which was assumed in § 192.

Generally also it will be sufficient to test the convergence of the series by one of the methods of $\$ \$ 188$ and 189 . For usually if the series converges, it properly represents the function. Examples can be given in which this is not troe, but the student will certainly not meet them in practice.

The remainder may be said to measure the error made in calculating the value of $f(x)$ by means of $x+1$ terms of a Taylor's or Maclaurin's series. It is therefore often important to know something of the magnitude of $l i$. Now $l i$ can usually not be found exactly, since $\xi$ is unknown, but it can sometimes be seen that $l i$ camot exceed some known value, and this is enough for practice. This is illustrated in the examples.

Ex. 1. What error is made by calculating $e^{\frac{1}{3}}$ ly 5 terms of Maclaurin's series? (See Ex. 1, § 192.)

When $f(x)=e^{x}, f^{(n+1)}(x)=e^{x}$. Hence, in Maclaurin's series for $e^{x}$,

$$
R=\frac{x^{n+1}}{n+1} \varepsilon^{\xi}
$$

where $\xi$ lies between 0 and $x$.
In the present example $n=4$ and $x=\frac{1}{3}$.

$$
\text { Therefore } \quad R=\frac{\left(\frac{1}{3}\right)^{5}}{\unrhd^{5}} \epsilon^{\xi}=\frac{1}{29160} \epsilon^{\xi}
$$

where $\xi$ lies between 0 and $\frac{1}{3}$. Since the largest value of $\xi$ gives the largest value of $\epsilon^{\xi}$, we may write

$$
\text { whence it appears that } \begin{gathered}
R<\overline{2} \overline{9} 1 \frac{1}{6} e^{\frac{1}{3}}<{ }_{\overline{5} 9}^{1} \frac{1}{6 \bar{\sigma}} 3^{\frac{1}{3}} ; \\
R<.00005 .
\end{gathered}
$$

The calculation of Ex. 1, $\S 192$, is therefore correct to 4 decimal places.
Ex. 2. How many terms of Maclaurin's series must be taken to compute $e^{\frac{1}{2}}$ correctly to 4 decimal places?

$$
\text { As in Ex. 1, } \quad R=\frac{\left(\frac{1}{2}\right)^{n+1}}{\underline{n+1}} \epsilon^{\xi}
$$

where $\xi$ is between 0 and $\frac{1}{2}$. Hence

$$
R<\frac{\left(\frac{1}{2}\right)^{n+1}}{n^{n+1}} 3^{\frac{1}{2}},
$$

and $n+1$ must be so determined that

$$
\frac{\left(\frac{1}{2}\right)^{n+1}}{n+1} 3^{\frac{1}{2}}<.00005 .
$$

This can be done only by trial. It results that $n+1=6$. Then 6 terms will be sufficient to assure the required accuracy, though from the nature of the calculation fewer terms may do.
194. Relations between the exponential and the trigonometric functions. By Maclaurin's series, we find

$$
\begin{align*}
e^{x} & =1+\frac{x}{1}+\frac{x^{2}}{\boxed{2}}+\frac{x^{3}}{\boxed{3}}+\frac{x^{4}}{\boxed{4}}+\cdots,  \tag{1}\\
\sin x & =x-\frac{x^{3}}{\boxed{3}}+\frac{x^{5}}{\boxed{5}}-\frac{x^{7}}{\boxed{7}}+\cdots,  \tag{2}\\
\cos x & =1-\frac{x^{2}}{\boxed{2}}+\frac{x^{4}}{\boxed{4}}-\frac{x^{6}}{\boxed{6}}+\cdots, \tag{3}
\end{align*}
$$

where the laws governing the terms are evident. It is possible to show that in each case $R$ approaches zero as the number of the terms increases without limit, no matter what the value of $x$. Hence the series converge and represent the functions for all real values of $x$.

The series (1) may be used to define the meaning of $\mathrm{e}^{x}$ when $x$ is a pure imaginary quantity and the definitions of $\S 26$ no
longer have a meaning. We write as usual $i=\sqrt{-1}$ and replace $x$ in (1) by $i x$. We obtain

$$
e^{i x}=1+\frac{i x}{1}+\frac{(i x)^{2}}{\boxed{2}}+\frac{(i x)^{3}}{\lfloor 3}+\frac{(i x)^{4}}{4}+\cdots
$$

Then, since $i^{2}=-1, \quad i^{3}=-i, \quad i^{4}=+1$, etc.,

$$
e^{i x}=\left(1-\frac{x^{2}}{\boxed{2}}+\frac{x^{4}}{\boxed{4}}-\cdots\right)+i\left(x-\frac{x^{3}}{\boxed{3}}+\frac{x^{5}}{\boxed{5}}-\cdots\right) .
$$

But the two series here involved are equal to $\cos x$ and $\sin x$ respectively by (3) and (2). Hence we have

$$
\begin{align*}
e^{i x} & =\cos x+i \sin x .  \tag{4}\\
e^{-i x} & =\cos x-i \sin x, \tag{5}
\end{align*}
$$

Similarly,
and, from (4) and (5),

$$
\begin{align*}
& \sin x=\frac{e^{i x}-e^{-i x}}{2 i},  \tag{6}\\
& \cos x=\frac{e^{i x}+e^{-i x}}{2} \tag{7}
\end{align*}
$$

The results (4)-(7) are of great importance in some applications, notably to the simplification of certain results in the solution of differential equations.

It may be proved from (1) that $e^{x_{1}} e^{x_{2}}=e^{x_{1}+x_{3}}$. Then

$$
\begin{align*}
& e^{x+i y}=e^{x} e^{i y}=e^{x}(\cos y+i \sin y)  \tag{8}\\
& e^{x-i y}=e^{x} e^{-i y}=e^{x}(\cos y-i \sin y) \tag{9}
\end{align*}
$$

195. Approximate integration. When it is not possible, or convenient, to evaluate the integral

$$
\begin{equation*}
\int_{a}^{b} f(x) d x \tag{1}
\end{equation*}
$$

exactly, the function $f(x)$ may be expanded into a power series and the integral computed to any required degree of accuracy. This procedure leads to the following three rules:

1. The prismoidal formula. Let us take the first four terms of Taylor's series for $f(x)$ in the neighborhood of $x=a$, writing them in the form

$$
\begin{equation*}
f(x)=A+B(x-a)+C(x-a)^{2}+D(x-a)^{3} . \tag{2}
\end{equation*}
$$

Substituting this in (1), we have

$$
\begin{aligned}
\int_{a}^{b} f(x) d x & =A(b-a)+\frac{1}{2} B(b-a)^{2}+\frac{1}{3} C(b-a)^{3}+\frac{1}{4} D(b-a)^{4} \\
& =\frac{b-a}{6}\left[6 A+3 B(b-a)+2 C(b-a)^{2}+\frac{3}{2} D(b-a)^{3}\right] .
\end{aligned}
$$

Now, from (2),

$$
\begin{aligned}
& f(a)=A \\
& f(b)=A+B(b-a)+C(b-a)^{2}+D(b-a)^{3}
\end{aligned}
$$

and $\quad f\left(\frac{a+b}{2}\right)=A+\frac{1}{2} B(b-a)+\frac{1}{4} C(b-a)^{2}+\frac{1}{8} D(b-a)^{3}$;
from which it appears that equation (3) can be written in the form

$$
\begin{equation*}
\int_{a}^{b} f(x) d x=\frac{b-a}{6}\left[f(a)+4 f\left(\frac{a+b}{2}\right)+f(b)\right] \tag{4}
\end{equation*}
$$

This is the prismoidal formula.
If the integral (1) is interpreted as an area, the result (4) may be expressed as follows: The area bounded by the axis of $x$, two ordinates, and a curve may be found approximately by multiplying one sixth of the distance between the ordinates by the sum of the first, the last, and four times the middle ordinate.

If the integral (1) arises in finding the volume $V$ of a solid with parallel bases, then formula (4) becomes

$$
\begin{equation*}
V=\frac{h}{6}(B+4 M+b) \tag{5}
\end{equation*}
$$

where $h$ is the altitude of the solid, $B$ the area of the lower base, $b$ the area of the upper base, and $M$ the area of the section midway between the bases.

Of course the prismoidal formula gives an exact result when $f(x)$ can be exactly represented in the form (2), where any of the coefficients may be zero. The most important and frequent cases in which (5) is exact are those in which $f(x)$ is a quadratic polynomial in $x$. In this way the student may show that the formula applies to frustra of pyramids, prisms, wedges, cones, cylinders, spheres, or solids of revolution in which the generating curve is a portion of a conic with one axis parallel to the axis of revolution, and also to the complete solids just named.

The formula takes its name, however, from its applicability to the solid called the prismoid, which we define as a solid having for its two ends dissimilar plane polygons with the same number of sides and the corresponding sides parallel, and for its lateral faces trapezoids.

Furthermore, the formula is applicable to a more general solid two of whose faces are plane polygons lying in parallel planes and whose lateral faces are triangles with their vertices in the vertices of these polygons.

Finally, if the number of sides of the polygons of the last defined solid is allowed to increase without limit, the solid goes over into a solid whose bases are plane curves in parallel planes and whose curved surface is generated by a straight line which touches each of the base curves. To such a solid the formula also applies.

The formula is extensively used by engineers in computing earthworks.
2. Simpson's mule. When $f(x)$ is not exactly expressed by (2), the prismoidal formula will in general give better results the nearer $b$ is to $a$. Hence we may obtain greater accuracy by dividing the interval $b-a$ into segments and applying the prismoidal formula to each. Taking the interpretation of (1) as an area, we divide the distance $b-u$ into an even number ( $2 n$ ) of segments, each equal to $\Delta x$, and call the values of $x$ at the points of division $a, x_{1}, x_{2}, x_{3}, \cdots, x_{2 n-1}, b$. At each point of division we draw in ordinate of the curve, thas cutting the required area into strips, and apply the prismoidal formula to figures each of which is made up of two of these strips, so that $x_{1}, x_{3}, x_{5}, \cdots, x_{2 n-1}$ eorrespond to the middle ordinates of these figures. Adding the results thus obtained, we have

$$
\begin{align*}
\int_{a}^{b} f(x) d x=\frac{\Delta x}{3}[f(1) & +4 f\left(x_{1}\right)+2 f\left(x_{2}\right)+4 f\left(x_{3}\right)+2 f\left(x_{4}\right) \\
& \left.+\cdots+4 f\left(x_{2 n-1}\right)+f(l)\right] . \tag{6}
\end{align*}
$$

This is Simpson's rule.
3. The trapezoidal rule. An area may also be computed approximately as the sum of rectangles, as shown in $\S 78$. It is more exact, however, to replace the rectangles of fig. $125, \S 78$, by
trapezoids. This amounts to replacing a small portion of the curve $y=f(x)$ by a straight line, which is equivalent to using the first two terms of the series (2). If $\Delta x$ and $x_{1}, x_{2}, x_{3}, \ldots$ are taken as in $\S 78$, this method leads to the result

$$
\begin{align*}
\int_{a}^{b} f(x) d x=\frac{\Delta x}{2}[f(a) & +2 f\left(x_{1}\right)+2 f\left(x_{2}\right)+2 f\left(x_{3}\right)+\cdots \\
& \left.+2 f\left(x_{n-1}\right)+f(b)\right] \tag{7}
\end{align*}
$$

This is the trapezoidal rule. It is evident that it gives less accurate results than those found by Simpson's rule.

Ex. Evaluate $\int_{0}^{3}\left(1+x^{2}\right)^{\frac{3}{2}} d x$.

1. By the prismoidal formula.

$$
\begin{aligned}
f(0) & =1, \quad f\left(\frac{3}{2}\right)=5.859, \quad f(3)=31.623 . \\
\int_{0}^{3}\left(1+x^{2}\right)^{\frac{3}{2}} d x & =\frac{3}{6}[1+4(5.859)+31.623]=28.030 .
\end{aligned}
$$

2. By Simpson's rule.

Take $\Delta x=\frac{1}{2}$. Then

$$
\begin{gathered}
f(0)=1, \quad f\left(\frac{1}{2}\right)=1.398, \quad f(1)=2.828, \quad f\left(\frac{3}{2}\right)=5.859, \\
f(2)=11.180, \quad f\left(\frac{5}{2}\right)=19.521, \quad f(3)=31.623 . \\
\int_{0}^{3}\left(1+x^{2}\right)^{\frac{3}{2}} d x=\frac{1}{6}[1+4(1.398)+2(2.828)+4(5.859) \\
+2(11.180)+4(19.521)+31.623] \\
=27.96 .
\end{gathered}
$$

3. By the trapezoidal rule.

Take $\Delta x=\frac{1}{2}$ and use the previous calculations.

$$
\begin{aligned}
\int_{0}^{3}\left(1+x^{2}\right)^{\frac{3}{2}} d x= & \frac{1}{4}[1+2(1.398)+2(2.828)+2(5.859) \\
& +2(11.180)+2(19.521)+31.623] \\
= & 28.55 .
\end{aligned}
$$

196. The theorem of the mean. If in the general form of Taylor's series (1), § 193, with $R$ in the form (5), § 193, we take $n=1$, we obtain

$$
\begin{equation*}
f(x)=f(a)+(x-a) f^{\prime}(\xi) \tag{1}
\end{equation*}
$$

or, placing $x=a+h$,

$$
\begin{equation*}
f(a+h)=f(a)+h f^{\prime}(\xi) \tag{2}
\end{equation*}
$$

where $\xi$ is between $a$ and $a+h$.

This result either in the form (1) or the form (2) is called the theorem of the mean, and has a very simple graphical interpretation. For let $L K$ (fig. 234) be the graph of $y=f(x)$, and let $O A=a, O B=a+h$. Then $A B=h, f(a)=A D, f(a+h)=B E$, and

$$
\frac{f(a+h)-f(a)}{h}=\text { the slope of the chord } D E \text {. }
$$

If now $\xi$ is any value of $x, f^{\prime}(\xi)$ is the slope of the tangent at the corresponding point of LK. Hence (2) asserts that there is some point between $D$ and $E$ for which the tangent is parallel to the chord $D E$. This is evidently true if $f(x)$ and $f^{y}(x)$ are continuous.

Formula (1) may be used to prove the proposition which we have previously used without proof; namely, If the derivative of a function


Fig. 234 is always zero, the function is a constant. For let $f^{\prime}(x)$ he always zero and let $a$ be any value of $x$. Then, by (1), $f(x)-f(1)=0$. That is, the function is a constant.

From this it follows that two functions which have the sume derivative differ by a constant. For if $f^{\prime}(x)=\phi^{\prime}(x)$, then $\frac{d}{d x}[f(x)-\phi(x)]=0 ;$ whence $f(x)=\phi(x)+C$.
197. The indeterminate form $\frac{0}{0}$. Consider the fraction

$$
\begin{equation*}
\frac{f(x)}{\phi(x)} \tag{1}
\end{equation*}
$$

and let $a$ be a number such that $f(a)=0$ and $\phi(1 i)=0$. If we place $x=a$ in (1), we obtain the expression $\frac{0}{0}$, which is literally meaningless.

It is customary, however, to define the value of the fraction (1), when $x=a$, as the limit approached by the fraction as $x$ approaches $a$.

In some cases this limit can be found by elementary methods.

Ex. 1. $\frac{a^{2}-x^{2}}{a-x}$.
When $x=a$ this becomes $\frac{0}{0}$. When $x \neq a$ we may divide both terms of the fraction by $a-x$, and have

$$
\frac{a^{2}-x^{2}}{a-x}=a+x
$$

for all values of $x$ except $x=a$. This equation is true as $x$ approaches $a$, and hence

$$
\operatorname{Lim}_{x \doteq=a} \frac{a^{2}-x^{2}}{a-x}=\operatorname{Lim}_{x \doteq a}(a+x)=2 a .
$$

Ex. 2. $\frac{1-\sqrt{1-x^{2}}}{x}$.
When $x=0$ this becomes $\frac{0}{0}$. When $x \neq 0$ we have

$$
\frac{1-\sqrt{1-x^{2}}}{x}=\frac{1-\sqrt{1-x^{2}}}{x} \cdot \frac{1+\sqrt{1-x^{2}}}{1+\sqrt{1-x^{2}}}=\frac{x}{1+\sqrt{1-x^{2}}} .
$$

Hence $\quad \operatorname{Lim}_{x \neq 0} \frac{1-\sqrt{1-x^{2}}}{x}=\operatorname{Lim}_{x \neq 0} \frac{x}{1+\sqrt{1-x^{2}}}=0$.

The theorem of the mean may be used to obtain a general method. For we have

$$
\frac{f(x)}{\phi(x)}=\frac{f(a+h)}{\phi(a+h)}=\frac{f(a)+h f^{\prime}\left(\xi_{1}\right)}{\phi(a)+h \phi^{\prime}\left(\xi_{2}\right)},
$$

where $\xi_{1}$ and $\xi_{2}$ lie between $a$ and $a+h$. By hypothesis, $f(a)=0$, $\phi(a)=0$. Therefore for $h \neq 0$

$$
\frac{f(x)}{\phi(x)}=\frac{f(a+h)}{\phi(a+h)}=\frac{f^{\prime}\left(\xi_{1}\right)}{\phi^{\prime}\left(\xi_{2}\right)} .
$$

As $x$ is made to approach $a, h$ approaches zero, and $\xi_{1}$ and $\xi_{2}$ approach $a$. Hence

$$
\begin{equation*}
\operatorname{Lim}_{x \doteqdot a} \frac{f(x)}{\phi(x)}=\frac{f^{\prime}(a)}{\phi^{\prime}(a)} \tag{2}
\end{equation*}
$$

If, however, $f^{\prime}(a)=0$ and $\phi^{\prime}(a)=0$, the right-hand side of (2) becomes $\frac{0}{0}$. In this case we take more terms of Taylor's

$$
\begin{aligned}
& \text { series and have } \\
& \qquad \frac{f(x)}{\phi(x)}=\frac{f(a+h)}{\phi(a+h)}=\frac{f(a)+h f^{\prime}(a)+\frac{h^{2}}{2} f^{\prime \prime}\left(\xi_{3}\right)}{\phi(a)+h \phi^{\prime}(a)+\frac{h^{2}}{2} \phi^{\prime \prime}\left(\xi_{4}\right)}=\frac{f^{\prime \prime}\left(\xi_{3}\right)}{\phi^{\prime \prime}\left(\xi_{4}\right)}
\end{aligned}
$$

whence

$$
\operatorname{Lim}_{x=a} \frac{f(x)}{\phi(x)}=\frac{f^{\prime \prime}(1)}{\phi^{\prime \prime}(a)}
$$

unless $f^{\prime \prime}(a)=0$ and $\phi^{\prime \prime}(a)=0$. In the latter case we take still more terms of Taylor's series, with a similar result.

Accordingly we have the rule:
To find the value of a fraction which takes the form $\frac{0}{0}$ when $x=a$, replace the mumerator and the denominator each by its derivative and substitute $x=a$. If the new fraction is also $\frac{0}{0}$, repeat the process.

Ex. 3. To find the limit approached by $\frac{e^{x}-e^{-x}}{\sin x}$ when $x \doteq 0$.
By the rule, $\quad \operatorname{Lim}_{x \neq 0} \frac{e^{x}-e^{-x}}{\sin x}=\left[\frac{e^{x}+e^{-x}}{\cos x}\right]_{x=0}=\frac{2}{1}=2$.
Ex. 4. To find the limit approached by $\frac{e^{x}-2 \cos x+e^{-x}}{x \sin x}$ when $x \doteq 0$. If we apply the rule once, we have

$$
\operatorname{Lim}_{x=0} \frac{e^{x}-2 \cos x+e^{-x}}{x \sin x}=\left[\frac{e^{x}+2 \sin x-e^{-x}}{\sin x+x \cos x}\right]_{x=0}=\frac{0}{0} .
$$

We therefore apply the rule again, thus:

$$
\operatorname{Lim}_{x=0} \frac{e^{x}-2 \cos x+e^{-x}}{x \sin x}=\left[\frac{e^{x}+2 \cos x+e^{-x}}{2 \cos x-x \sin x}\right]_{x=0}=\frac{4}{2}=2 .
$$

198. Other indeterminate forms. If $f(a)=\infty$ and $\phi(a)=\infty$, the fraction $\frac{f(x)}{\phi(x)}$ takes the meaningless form $\frac{\infty}{\infty}$ when $x=a$. The value of the fraction is then defined as the limit approached
by the fraction as $x$ approaches $a$ as a limit. It may be proved that the rule for finding the value of a fraction which becomes $\frac{0}{0}$ holds also for a fraction which becomes $\frac{\infty}{\infty}$.

The proof of this statement involves mathematical reasoning which is too advanced for this book and will not be given.

Ex. 1. To find the limit approached by $\frac{\log x}{x^{n}}(n>0)$ as $x$ becomes infinite.
By the rule, $\quad \operatorname{Lim}_{x=\infty} \frac{\log x}{x^{n}}=\operatorname{Lim}_{x=\infty} \frac{\frac{1}{x}}{n x^{n-1}}=\operatorname{Lim}_{x=\infty} \frac{1}{n x^{n}}=0$.
There are other indeterminate forms indicated by the symbols

$$
0 . \infty, \quad \infty-\infty, \quad 0^{0}, \quad \infty^{0}, \quad 1^{\infty} .
$$

The form $0 \cdot \infty$ arises when, in a product $f(x) \cdot \phi(x)$, we have $f(a)=0$ and $\phi(a)=\infty$. The form $\infty-\infty$ arises when, in $f(x)-\phi(x)$, we have $f(a)=\infty, \phi(a)=\infty$.

- These forms are handled by expressing $f(x) \cdot \phi(x)$ or $f(x)-$ $\phi(x)$, as the case may be, in the form of a fraction which becomes $\frac{0}{0}$ or $\frac{\infty}{\infty}$ when $x=a$. The rule of $\S 197$ may then be applied.

Ex. 2. $x^{3} e^{-x^{2}}$.
When $x=\infty$ this becomes $\infty \cdot 0$. We have, however, $x^{3} e^{-x^{2}}=\frac{x^{3}}{e^{x^{2}}}$, which becomes $\frac{\infty}{\infty}$ when $x=\infty$. Then

$$
\operatorname{Lim}_{x=\infty} \frac{x^{3}}{e^{x^{2}}}=\operatorname{Lim}_{x=\infty} \frac{3 x^{2}}{2 x e^{x^{x_{2}}}}=\operatorname{Lim}_{x=\infty} \frac{3 x}{2 e^{x^{2}}}=\operatorname{Lim}_{x=\infty} \frac{3}{4 x e^{x^{2}}}=0 .
$$

In the same manner $\operatorname{Lim}_{x=\infty} x^{n} e^{-x^{2}}=0$ for any value of $n$.
Ex. 3. $\sec x-\tan x$.
When $x=\frac{\pi}{2}$ this is $\infty-\infty$. We have, however,

$$
\sec x-\tan x=\frac{1-\sin x}{\cos x},
$$

which becomes $\frac{0}{0}$ when $x=\frac{\pi}{2}$. Then

$$
\operatorname{Lim}_{x=\frac{\pi}{2}}(\sec x-\tan x)=\operatorname{Lim}_{x=\frac{\pi}{2}} \frac{1-\sin x}{\cos x}=\operatorname{Lim}_{x \neq \frac{\pi}{2}} \frac{-\cos x}{-\sin x}=0 .
$$

The forms $0^{0}, \infty^{0}, 1^{\infty}$ may arise for the function

$$
[f(x)]^{\phi(x)} \text { when } x \doteq a
$$

If we place we have

$$
u=[f(x)]^{\phi(x)}
$$

$\log u=\phi(x) \log f(x)$.
If $\operatorname{Lim}_{x \dot{=} a} \phi(x) \log f(x)$ can be obtained by the previous methods, the limit approached by $u$ can be found.

Ex. 4. $(1-x)^{\frac{1}{x}}$.
When $x=0$ this becomes $1^{\infty}$. Place
then

$$
u=(1-x)^{\frac{1}{x}} ;
$$

$$
\log u=\frac{\log (1-x)}{x} .
$$

Now

$$
\operatorname{Lim}_{x \neq 0} \frac{\log (1-x)}{x}=\left[\frac{-1}{1-x}\right]_{x=0}=-1
$$

Hence $\log u$ approaches the limit -1 and $u$ approaches the limit $\frac{1}{e}$.
199. Fourier's series. A series of the form

$$
\begin{align*}
\frac{a_{0}}{2} & +a_{1} \cos x+a_{2} \cos 2 x+\cdots+a_{n} \cos n x+\cdots \\
& +b_{1} \sin x+b_{2} \sin 2 x+\cdots+b_{n} \sin n x+\cdots \tag{1}
\end{align*}
$$

where the coefficients $a_{0}, a_{1}, \cdots, b_{1}, b_{2}, \ldots$ do not involve $x$, is called a Fourier's serics. Every term of (1) has the period** $2 \pi$, and hence (1) has that period. Accordingly any function defined for all values of $x$ by a Fourier's series of form (1) must have the period $2 \pi$. But even if a function does not have the period $2 \pi$, it is possible to find a Fourier's series which will represent the function for all values of $x$ between $-\pi$ and $\pi$, provided that in the interval $-\pi$ to $\pi$ the function is singlevalued, finite, and continuous except for finite discontinuities, $\dagger$

$$
{ }^{*} f(x) \text { is called a periodic function, with period } k \text {, if } f(x+k)=f(x) \text {. }
$$

$\dagger$ If $x_{1}$ is any value of $x$, such that $f\left(x_{1}-\epsilon\right)$ and $f\left(x_{1}+\epsilon\right)$ have different limits as $\epsilon$ approaches the limit zero, then $f(x)$ is said to have a finite discontinuity for the value $x=x_{1}$. Graphically, the curve $y=f(x)$ approaches two distinct points on the ordinate $x=x_{1}$, one point being approached as $x$ increases toward $x_{1}$, and the other being approached as $x$ decreases toward $x_{1}$.
and provided there is not in infinite number of maxima or minima in the neighborhood of any point.

We will now try to determine the formulas for the coefficients of a Fourier's series, which, for all values of $x$ between $-\pi$ and $\pi$, shall represent a given function, $f(x)$, which satisfies the above conditions.

$$
\text { Let } \begin{align*}
f(x)=\frac{a_{0}}{2} & +a_{1} \cos x+a_{2} \cos 2 x+\cdots+a_{n} \cos n x+\cdots \\
& +b_{1} \sin x+b_{2} \sin 2 x+\cdots+b_{n} \sin n x+\cdots \tag{2}
\end{align*}
$$

To determine $a_{0}$, multiply (2) by $d x$, and integrate from $-\pi$ to $\pi$, term by term. The result is
whence

$$
\begin{align*}
& \int_{-\pi}^{\pi} f(x) d x=a_{0} \pi \\
& a_{0}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) d x \tag{3}
\end{align*}
$$

since all the terms on the right-hand side of the equation, except the one involving $a_{0}$, vanish.

To determine the coefficient of the general cosine term, as $a_{n}$, multiply (2) by $\cos n x d x$, and integrate from $-\pi$ to $\pi$, term by term. Since for all integral values of $m$ and $n$

$$
\begin{aligned}
& \int_{-\pi}^{\pi} \sin m x \cos n x d x=0 \\
& \int_{-\pi}^{\pi} \cos m x \cos n x d x=0
\end{aligned}
$$

and

$$
\int_{-\pi}^{\pi} \cos ^{2} n x d x=\pi
$$

all the terms on the right-hand side of the equation, except the one involving $a_{n}$, vanish, and the result is
whence

$$
\begin{align*}
& \int_{-\pi}^{\pi} f(x) \cos n x d x=a_{n} \pi \\
& a_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \cos n x d x \tag{4}
\end{align*}
$$

It is to be noted that $(4)$ reduces to (3) when $n=0$.

In like manner, to determine $b_{n}$, multiply (2) by $\sin n x d x$, and integrate from $-\pi$ to $\pi$, term by term. The result is

$$
\begin{equation*}
b_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \sin n x d x \tag{5}
\end{equation*}
$$

For a proof of the validity of the above method of deriving the formulas (3), (4), and (5), the reader is referred to advanced treatises.

Ex. 1. Expand $x$ in a Fourier's series, the development to hold for all values of $x$ between $-\pi$ and $\pi$.

By (3),

$$
\begin{aligned}
& a_{0}=\frac{1}{\pi} \int_{-\pi}^{\pi} x d x=0 \\
& a_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} x \cos n x d x=0 \\
& b_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} x \sin n x d x=-\frac{2}{n} \cos n \pi
\end{aligned}
$$

by (4),
and by (5),
Hence only the sine terms appear in the series for $x$, the values of the coefficients being determined by giving $n$ in the expression for $b_{n}$ the values $1,2,3, \cdots$ in succession. Therefore $b_{1}=2, b_{2}=-\frac{2}{2}, b_{3}=\frac{2}{3}, \cdots$, and

$$
x=2\left(\frac{\sin x}{1}-\frac{\sin 2 x}{2}+\frac{\sin 3 x}{3}-\cdots\right) .
$$

The graph of the function $x$ is the infinite straight line passing through the origin and bisecting the angles of the first and the third quadrant.

The limit curve of the series coincides with this line for all values of $x$ between $-\pi$ and $\pi$, but not for $x=-\pi$ and $x=\pi$; for every term of the series vanishes when $x=-\pi$ or $x=\pi$, and therefore the graph of the series has the points ( $\pm \pi, 0$ ) as isolated points (fig. 235).

By taking $x_{1}$ as any value of $x$ between $-\pi$ and $\pi$, and


Fig. 235 giving $k$ the values $1,2,3, \ldots$ in succession, we can represent all values of $x$ by $x_{1} \pm 2 k \pi$. But the series has the period $2 \pi$, and accordingly has the same value for $x_{1} \pm 2 k \pi$ as for $x_{\mathrm{I}}$. Hence the limit curve is a series of repetitions of the part between $x=-\pi$ and $x=\pi$, and the isolated points ( $\pm 2 k \pi, 0$ ).

It should be noted that the function defined by the series has finite discontinuities, while the function from which the series is derived is continuous.

It is not necessary that $f(x)$ should be defined by the same law throughout the interval from $-\pi$ to $\pi$. In this case the integrals defining the coeffieients break up into two or more integrals, as shown in the following examples:

Ex. 2. Find the Fourier's series for $f(x)$ for all values of $x$ between $-\pi$ and $\pi$, where $f(x)=x+\pi$ if $-\pi<x<0$, and $f(x)=\pi-x$ if $0<x<\pi$.

Here

$$
\begin{aligned}
a_{0} & =\frac{1}{\pi}\left[\int_{-\pi}^{0}(x+\pi) d x+\int_{0}^{\pi}(\pi-x) d x\right]=\pi \\
a_{n} & =\frac{1}{\pi}\left[\int_{-\pi}^{0}(x+\pi) \cos n x d x+\int_{0}^{\pi}(\pi-x) \cos n x d x\right] \\
& =\frac{2}{\pi n^{2}}(1-\cos n \pi) ; \\
b_{n} & =\frac{1}{\pi}\left[\int_{-\pi}^{0}(x+\pi) \sin n x d x+\int_{0}^{\pi}(\pi-x) \sin n x d x\right] \\
& =0 .
\end{aligned}
$$

Therefore the required series is

$$
\frac{\pi}{2}+\frac{4}{\pi}\left(\frac{\cos x}{1^{2}}+\frac{\cos 3 x}{3^{2}}+\frac{\cos 5 x}{5^{2}}+\cdots\right)
$$

The graph of $f(x)$ for values of $x$ between $-\pi$ and $\pi$ is the broken line $A B C$ (fig. 236). When $x=0$ the series reduces to


Fig. 236 $\frac{\pi}{2}+\frac{4}{\pi}\left(\frac{1}{1^{2}}+\frac{1}{3^{2}}+\frac{1}{5^{2}}+\cdots\right)=\pi$, for $\frac{1}{1^{2}}+\frac{1}{3^{2}}+\frac{1}{5^{2}}+\cdots=\frac{\pi^{2}}{8}{ }^{*}$. When $x= \pm \pi$ the series reduces to 0 . Hence the limit curve of the series coincides with the broken line $A B C$ at all points. From the periodicity of the series it is seen, as in Ex. 1, that the limit curve is the broken line of fig. 236.

Ex. 3. Find the Fourier's series for $f(x)$, for all values of $x$ between $-\pi$ and $\pi$, where $f(x)=0$ if $-\pi<x<0$, and $f(x)=\pi$ if $0<x<\pi$.

Here

$$
\begin{aligned}
& a_{0}=\frac{1}{\pi}\left(\int_{-\pi}^{0} 0 d x+\int_{0}^{\pi} \pi d x\right)=\pi \\
& a_{n}=\frac{1}{\pi} \int_{0}^{\pi} \pi \cos n x d x=0 \\
& b_{n}=\frac{1}{\pi} \int_{0}^{\pi} \pi \sin n x d x=\frac{1}{n}(1-\cos n \pi) .
\end{aligned}
$$

Therefore the required series is

$$
\frac{\pi}{2}+2\left(\frac{\sin x}{1}+\frac{\sin 3 x}{3}+\frac{\sin 5 x}{5}+\cdots\right)
$$

* Byerly, Fourier's Series, p. 40.

The graph of the function for the values of $x$ between $-\pi$ and $\pi$ is the axis of $x$ from $x=-\pi$ to $x=0$, and the straight line $A B$ (fig. 237), there being a finite discontinuity when $x=0$.

The curves (1), (2), (3), and (4) are the approximation curves corresponding respectively to the equations

$$
\begin{align*}
& y=\frac{\pi}{2}, \\
& y=\frac{\pi}{2}+2 \sin x, \\
& y=\frac{\pi}{2}+2\left(\frac{\sin x}{1}+\frac{\sin 3 x}{3}\right)  \tag{3}\\
& y=\frac{\pi}{2}+2\left(\frac{\sin x}{1}+\frac{\sin 3 x}{3}+\frac{\sin 5 x}{5}\right) . \tag{4}
\end{align*}
$$



Fig. 237

They may be readily constructed by the method used in § 24. It is to he noted that all the curves pass through the point $\left(0, \frac{\pi}{2}\right)$, which is midway between the points $A$ and $O$, which correspond to the finite discontinuity, and that the successive curves approach perpendicularity to the axis of $x$ at that point.

## PROBLEMS

1. Prove that the series

$$
1+\frac{1}{2^{a}}+\frac{1}{2^{a}}+\frac{1}{4^{a}}+\frac{1}{4^{a}}+\frac{1}{4^{a}}+\frac{1}{4^{a}}+\frac{1}{8^{a}}+\cdots
$$

where there are two terms of the form $\frac{1}{2^{a}}$, four terms of the form $\frac{1}{4^{a}}$, eight terms of the form $\frac{1}{8^{a}}$, and $2^{\hat{k}}$ terms of the form $\frac{1}{\left(2^{k}\right)^{a}}$ $(k=1,2,3, \cdots)$, converges when $a>1$.
2. By comparison with the series in problem 1 or with the harmonic series (Ex. 2, § 187 ) prove that the series

$$
1+\frac{1}{2^{a}}+\frac{1}{3^{a}}+\frac{1}{4^{a}}+\cdots+\frac{1}{n^{a}}+\cdots
$$

converges when $a>1$, and diverges when $a \leqq 1$.

By comparison with a geometric or a harmonic series establish the convergence or the divergence of the following series :
3. $1+\frac{1}{\boxed{2}}+\frac{1}{\boxed{3}}+\frac{1}{44}+\cdots+\frac{1}{n+1}+\cdots \cdot$
4. $1+\frac{2}{3}+\frac{2^{2}}{3 \cdot 5}+\frac{2^{3}}{3 \cdot 5 \cdot 7}+\cdots+\frac{2^{n-1}}{3 \cdot 5 \cdot 7 \cdots(2 n+1)}+\cdots$.
5. $\frac{3}{2}+\frac{4}{3 \cdot 2}+\frac{5}{4 \cdot 3}+\frac{6}{5 \cdot 4}+\cdots+\frac{n+2}{(n+1) n}+\cdots$.

By comparison with the series of problem 2 establish the convergence of the following series:
6. $\frac{1}{1^{2}}+\frac{1}{3^{2}}+\frac{1}{5^{2}}+\cdots+\frac{1}{(2 n-1)^{2}}+\cdots$
7. $\frac{1}{1 \cdot 3}+\frac{1}{5 \cdot 7}+\frac{1}{9 \cdot 11}+\cdots+\frac{1}{(4 n-3)(4 n-1)}+\cdots$
8. $\frac{1}{1 \cdot 2 \cdot 3 \cdot 4}+\frac{1}{2 \cdot 3 \cdot 4 \cdot 5}+\frac{1}{3 \cdot 4 \cdot 5 \cdot 6}+\cdots$

$$
+\frac{1}{n(n+1)(n+2)(n+3)}+\cdots
$$

9. $\frac{1}{1}+\frac{1}{5}+\frac{1}{10}+\cdots+\frac{1}{n^{2}+1}+\cdots$.

By the ratio test establish the convergence or the divergence of the following series:
10. $\frac{1}{2 \cdot 1}+\frac{1}{2^{3} \cdot 3}+\frac{1}{2^{5} \cdot 5}+\cdots+\frac{1}{2^{2 n-1}(2 n-1)}+\cdots$.
11. $1+\frac{5}{1}+\frac{5^{2}}{\boxed{2}}+\frac{5^{3}}{\boxed{3}}+\cdots+\frac{5^{n-1}}{\boxed{n-1}}+\cdots$.
12. $\frac{2}{1 \cdot 2}+\frac{2^{2}}{2 \cdot 3}+\frac{2^{3}}{3 \cdot 4}+\cdots+\frac{2^{n}}{n(n+1)}+\cdots$.
13. $\frac{1}{5}+\frac{1}{3 \cdot 5^{2}}+\frac{1}{4 \cdot 5^{3}}+\cdots+\frac{1}{(n+1) 5^{n}}+\cdots$.
14. $\frac{1}{3}+\frac{2}{3^{2}}+\frac{3}{3^{3}}+\cdots+\frac{n}{3^{n}}+\cdots$.
15. $1+\frac{2^{2}}{3}+\frac{3^{2}}{3^{2}}+\frac{4^{2}}{3^{3}}+\cdots+\frac{n^{2}}{3^{n-1}}+\cdots$.
16. $\frac{1}{2}+\frac{1}{5} \cdot \frac{3}{2^{2}}+\frac{1}{5^{2}} \cdot \frac{3^{2}}{3^{2}}+\cdots+\frac{1}{5^{n-1}} \cdot \frac{3^{n-1}}{n^{2}}+\cdots$.

Find the region of convergence of each of the following series :
17. $x+\frac{x^{8}}{3}+\frac{x^{5}}{5}+\cdots+\frac{x^{2 n-1}}{2 n-1}+\cdots$.
18. $\frac{x}{2^{2}}+\frac{x^{2}}{4^{2}}+\frac{x^{3}}{6^{2}}+\cdots+\frac{x^{n}}{(2 n)^{2}}+\cdots$.
19. $\frac{x}{1 \cdot 2}+\frac{x^{2}}{3 \cdot 4}+\frac{x^{3}}{5 \cdot 6}+\cdots+\frac{x^{n}}{(2 n-1) 2 n}+\cdots$.
20. $\frac{1}{2}+\frac{x}{2^{2}}+\frac{x^{2}}{2^{3}}+\cdots+\frac{x^{n-1}}{2^{n}}+\cdots$.
21. $\frac{x}{3}-\frac{1}{3} \cdot \frac{x^{8}}{3^{3}}+\frac{1}{5} \cdot \frac{x^{5}}{3^{5}}+\cdots+(-1)^{n-1} \frac{1}{2 n-1} \cdot \frac{x^{2 n-1}}{3^{2 n-1}}+\cdots$.
22. $1-\frac{x^{2}}{1}+\frac{1 \cdot 3}{1 \cdot 2} x^{4}-\frac{1 \cdot 3 \cdot 5}{1 \cdot 2 \cdot 3} x^{6}+\cdots$

$$
+(-1)^{n-1} \frac{1 \cdot 3 \cdot 5 \cdots 2 n-3}{1 \cdot 2 \cdot 3 \cdots n-1} x^{2 n-2}+\cdots
$$

Find the following expansions and verify the given region of convergence:
23. $\sin x=x-\frac{x^{3}}{\sqrt{3}}+\frac{x^{5}}{5}-\cdots+(-1)^{n-1} \frac{x^{2 n-1}}{2 n-1}+\cdots$.
24. $\cos x=1-\frac{x^{2}}{2}+\frac{x^{4}}{4}-\cdots+(-1)^{n-1} \frac{x^{2 n-2}}{2 n-2}+\cdots$.
25. $\log (1+x)=x-\frac{x^{2}}{2}+\frac{x^{3}}{3}-\cdots+(-1)^{n-1} \frac{x^{n}}{n}+\cdots$

$$
(-1<x<1)
$$

26. $\log \frac{1+x}{1-x}=2\left(x+\frac{x^{3}}{3}+\frac{x^{5}}{5}+\cdots+\frac{x^{2 n-1}}{2 n-1}+\cdots\right)$

$$
(-1<x<1) .
$$

27. $\tan ^{-1} x=x-\frac{x^{3}}{3}+\frac{x^{5}}{5}-\cdots+(-1)^{n-1} \frac{x^{2 n-1}}{2 n-1}+\cdots$.

Expand each of the following functions in a series of ascending powers of $x$, obtaining four terms no one of which is zero:
28. $\frac{1}{\sqrt{\left(1+x^{2}\right)^{3}}}$.
30. $\sec x$.
32. $\log \left(x+\sqrt{1+x^{2}}\right)$.
29. $\tan x$.

Find four terms of the expansion into a Taylor's series of each of the following functions :
34. $\cos x$, in the neighborhood of $x=\frac{\pi}{4}$.
35. $\log x$, in the neighborhood of $x=5$.
36. $e^{x}$, in the neighborhood of $x=4$.
37. $\tan ^{-1} x$, in the neighborhood of $x=1$.
38. $\sqrt{1+x^{2}}$, in the neighborhood of $x=2$.
39. Compute $\sin 12^{\circ}$ to four decimal places by Maclaurin's series.
40. Compute $\sin 46^{\circ}$ to four decimal places by Taylor's series.
41. Compute $\cos 10^{\circ}$ to four decimal places by Maclaurin's series.
42. Compute $\cos 32^{\circ}$ to four decimal places by Taylor's series.
43. Using the result of problem 33, compute $\log \cos 18^{\circ}$ to four decimal places.
44. Using the series in problem 25 , compute $\log \frac{3}{2}$ to five decimal places.
45. Using the series in problem 26 , compute $\log 2$ to five decimal places, and thence by aid of the result of problem 44 find $\log 3$.
46. Using the series in problem 26 , compute $\log \frac{5}{4}$ to five decimal places, and thence by aid of the result of problem 45 find $\log 5$.
47. Using the series in problem 26 , compute $\log \frac{7}{3}$ to four decimal places, and thence by aid of the result of problem 45 find $\log 7$.
48. Prove $\log M=\log N+2\left(x+\frac{x^{3}}{3}+\frac{x^{5}}{5}+\cdots\right)$ where $x=\frac{M-N}{M+N}$.
49. Compute the value of $\pi$ to four decimal places from the expansion of $\sin ^{-1} x$ (Ex. 4, § 192) and the relation $\sin ^{-1} \frac{1}{2}=\frac{\pi}{6}$.
50. Compute the value of $\pi$ to four decimal places from the expansion of $\tan ^{-1} x\left(\right.$ problem 27) and the relation $\tan ^{-1} \frac{1}{7}+2 \tan ^{-1} \frac{1}{3}=\frac{\pi}{4}$.
51. By the binomial theorem find $\sqrt[4]{17}$ to four decimal places.
52. By the binomial theorem find $\sqrt[3]{26}$ to four decimal places.
53. Show that in the expansion of $\log (1+x)$ (problem 25) $|R|<\frac{x^{n+1}}{n+1}$ when $x>0$, and $|R|<\frac{\left|x^{n+1}\right|}{(n+1)(1+x)^{n+1}}$ when $x<0$.
54. Show that, in the expansion of $\log \frac{1+x}{1-x}$ (problem 26), $|R|<\frac{2 x^{n+2}}{(n+2)(1-x)^{n+2}}$ when $x>0$, and $|R|<\frac{2\left|x^{n+2}\right|}{(n+2)(1+x)^{n+2}}$ when $x<0$, where $n$ is the exponent of $x$ in the last term retained in the expansion.
55. By integrating the expansion of $\frac{1}{1+x^{2}}$ to obtain the expansion of $\tan ^{-1} x$, show that for the latter expansion $|R|<\frac{\left|x^{n+2}\right|}{n+2}$, where $n$ is the exponent of $x$ in the last term retained in the expansion.
56. Show that, in the expansion of $(1+x)^{k}$,

$$
|R|<\frac{k(k-1) \cdots(k-n)}{\underline{n+1}} x^{n+1} \quad \text { when } x>0
$$

and

$$
|R|<\frac{k(k-1) \cdots(k-n)}{\left\lfloor n+1(1+x)^{n-k+1}\right.}\left|x^{n+1}\right| \text { when } x<0
$$

if $n-k+1>0$.
57. From the result of problem 53 estimate the error made in computing $\log 1.2$ from three terms of the series. How many terms of the series are sutticient to compute $\log 1.2$ accurately to 6 decimal places?
58. From the result of problem 53 how many terms of the expansion of $\log (1+x)$ are sufticient to compute $\log .9$ to 5 decimal places?
59. From the result of problem 54 how many terms of the expansion of $\log \frac{1+x}{1-x}$ are required to compute $\log \frac{5}{3}$ to 4 decimal places?
60. Using the result of problem 55, find how many terms of the expansion of $\tan ^{-1} x$ are sufficient to compute $\tan ^{-1} \frac{1}{5}$ to four decimal places. Also estimate the error made in computing $\tan ^{-1} \frac{1}{2}$ from 5 terms of the series.
61. From the result of problem 56 find how many terms of the binomial series are sufficient to compute $\sqrt{102}$ to four decimal places.
62. Compute $\int_{2}^{10} \frac{d x}{1+x}$, approximately,
(1) by the prismoidal formula,
(2) by Simpson's rule, taking $\Delta x=1$,
(3) by the trapezoidal rule, taking $\Delta x=1$.
63. Compute $\int_{1}^{3} \frac{d x}{\left(1+x^{2}\right)^{2}}$, approximately,
(1) by the prismoidal formula,
(2) by Simpson's rule, taking $\Delta x=\frac{1}{2}$,
(3) by the trapezoidal rule, taking $\Delta x=\frac{1}{2}$.
64. Compute $\int_{0}^{\frac{\pi}{3}} \log \cos x d x$, approximately,
(1) by the prismoidal formula,
(2) by Simpson's rule, taking $\Delta x=\frac{\pi}{12}$,
(3) by the trapezoidal rule, taking $\Delta x=\frac{\pi}{12}$.

Find the limit approached by each of the following functions as the variable approaches its given value:
65. $\frac{2 \cos 2 x-1}{x-\frac{\pi}{6}}, x \doteq \frac{\pi}{6}$.
66. $\frac{e^{3 x}-e^{-3 x}}{\sin 2 x}, x \doteq 0$.
67. $\frac{a^{2 x}-l^{2 x}}{2 x}, x \doteq 0$.
68. $\frac{\left(x-\frac{\pi}{6}\right)^{2}}{2 \sin x-1}, x \doteq \frac{\pi}{6}$.
69. $\frac{e^{x}-e^{-x}-2 x}{x-\sin x}, x \doteq 0$.
70. $\frac{\log \sin \frac{x}{2}}{(x-\pi)^{2}}, x \doteq \pi$.
71. $\frac{x-\sin ^{-1} x}{\sin ^{3} x}, x \doteq 0$.
72. $\frac{\sin x-x}{x-\tan x}, x \doteq 0$.
73. $\frac{\cot 5 x}{\cot x}, x \doteq 0$.
74. $\frac{1-\log x^{2}}{e^{\frac{1}{x^{2}}}}, x \doteq 0$.
75. $\frac{\log (x-\pi)}{\tan \frac{x}{2}}, x \doteq \pi$.
76. $\frac{\log x}{x^{n}}, x=\infty(n>0)$.
77. $(\pi-2 x) \tan x, x \doteq \frac{\pi}{2}$.
78. $\sin 3 x \csc 5 x, x \doteq 0$.
79. $e^{-a x} \log b x, x=\infty$.
85. $\left(\frac{1}{x-1}\right)^{\log x}, x \doteq 1$.
80. $x^{n} e^{-a x}, x=\infty$.
86. $\left(e^{x}+x\right)^{\frac{1}{x}}, x=\infty$.
81. $\frac{1}{x-\pi}-\frac{1}{\tan x}, x \doteq \pi$.
87. $x^{\frac{1}{1-x}}, x \doteq 1$.
82. $\frac{1}{x-1}-\frac{x}{\log x}, x \doteq 1$.
83. $x^{\sin x}, x \doteq 0$.
88. $(\cos x)^{\csc x}, x \doteq 0$.
84. $(\sin x)^{\tan x}, x \doteq 0$.
89. $(1+\sin x)^{\frac{1}{x}}, x \doteq 0$.

Expand each of the following functions into a Fouricr's series for values of $x$ between $-\pi$ and $\pi$ :
91. $x^{2}$.
92. $e^{a x}$.
93. $f(x)$, where $f(x)=-\pi$ if $-\pi<x<0$, and $f(x)=\pi$ if $0<x<\pi$.
94. $f(x)$, where $f(x)=-x$ if $-\pi<x<0$, and $f(x)=0$ if $0<x<\pi$. 95. $f(x)$, where $f(x)=-\pi$ if $-\pi<x<0$, and $f(x)=x$ if $0<x<\pi$.
96. $f(x)$, where $f(x)=0$ if $-\pi<x<0$, and $f(x)=x^{2}$ if $0<x<\pi$.

## CIIAPTER XVIII

## DIFFERENTIAL EQUATIONS

200. Definitions. A differential equation is an equation which contains derivatives. Such an equation can be changed into one which contains differentials, and hence its name, but this change is usually not desirable unless the equation contains the first derivative only.

A differential equation containing $x, y$, and derivatives of $y$ with respect to $x$, is said to be solved or integrated when a relation between $x$ and $y$, but not containing the derivatives, has been found which, if substituted in the differential equation, reduces it to an identity.

The manner in which differential equations can occur in practice and methods for their integration are illustrated in the following examples:

Ex. 1. Required the curve the slope of which at any point is twice the abscissa of the point.

By hypothesis, $\frac{d y}{d x}=2 x$.
Therefore $\quad y=x^{2}+C$.
Any curve whose equation can be derived - from (1) by giving $C$ a definite value satisfies the condition of the problem (fig. 238). If it is required that the curve should pass through the point $(2,3)$, we have, from (1),

$$
3=4+C ; \quad \text { whence } \quad C=-1
$$

and therefore the equation of the curve is

$$
y=x^{2}-1 .
$$



Fig. 238

But if it is required that the curve should pass through $(-3,10)$, we have, from (1), $\quad 10=9+C$; whence $C=1$,
and the equation is $y=x^{2}+1$.

Ex. 2. Required a curve such that the length of the tangent from any point to its intersection with $O Y$ is constant.

Let $P(x, y)$ (fig. 239) be any point on the required curve. Then the equation of the tangent at $P$ is

$$
Y-y=\frac{d y}{d x}(X-x)
$$

where $(X, Y)$ are the variable coördinates of a moving point of the tangent, $(x, y)$ the constant coördinates of a fixed point on the tangent (the point of tangency), and $\frac{d y}{d x}$ is derived from the, as yet unknown, equation of the curve. The coördinates of $R$, where the tangent intersects $O Y$, are then $X=0, Y=y-\frac{d y}{d x} x$, and the length of $P R$ is $\sqrt{x^{2}+x^{2}\left(\frac{d y}{d x}\right)^{2}}$.

Representing ly $a$ the constant length of the tangent, we have
or

$$
\begin{align*}
& x^{2}+x^{2}\left(\frac{d y}{d x}\right)^{2}=a^{2} \\
& \frac{d y}{d x}= \pm \frac{\sqrt{a^{2}-x^{2}}}{x} \tag{1}
\end{align*}
$$



Fig. 239
which is the differential equation of the required curve. Its solution is clearly

$$
\begin{align*}
y & = \pm \int \frac{\sqrt{a^{2}-x^{2}}}{x} d x+C \\
& = \pm \sqrt{a^{2}-x^{2}}+\frac{a}{2} \log \frac{a \mp \sqrt{a^{2}-x^{2}}}{a \pm \sqrt{a^{2}-x^{2}}}+C \tag{2}
\end{align*}
$$

The arbitrary constant $C$ shows that there is an infinite momber of curses which satisfy the conditions of the problem. Assuming a fixed value for $C$, we see from (1) and (2) that the curve is symmetrical with respect to $O Y$, that $x^{2}$ cannot be greater than $a^{2}$, that $\frac{d y}{d x}=0$ and $y=C$ when $x=a$, and that $\frac{d y}{d x}$ becomes infinite


Fig. 240 as $x$ approaches zero.

From these facts and the defining property the curve is easily sketched, as shown in fig. 240. The curve is called the tractrix.

Ex. 3. A uniform cable is suspended from two fixed points. Required the curve in which it hangs.

Let $A$ (fig. 241) be the lowest point, and $P$ any point on the required curve, and let $P T$ be the tangent at $P$. Since the cable is in equilibrium, we may consider the portion $A P$ as a rigid body acted on by three forces, the tension $t$ at $P$ acting along $P T$, the tension $h$ at $A$ acting horizontally, and the weight of $A P$ acting vertically. Since the cable is uniform, the weight of $A P$ is $\rho s$, where $s$ is the length of $A P$ and $\rho$ the weight of the cable per unit. of length. Equating the horizontal components of these forces, we have

$$
t \cos \phi=h
$$

and equating the vertical components, we have

$$
t \sin \phi=\rho s
$$

From these two equations we have
or
where $\frac{h}{\rho}=a$, a constant.

$$
\begin{aligned}
\tan \phi & =\frac{\rho}{h} s \\
a \frac{d y}{d x} & =s
\end{aligned}
$$



Fig. 241

This equation contains three variables, $x, y$, and $s$, but by differentiating with respect to $x$ we have ( $\S 91$ )

$$
\begin{equation*}
a \frac{d^{2} y}{d x^{2}}=\frac{d s}{d x}=\sqrt{1+\left(\frac{d y}{d x}\right)^{2}} \tag{1}
\end{equation*}
$$

the differential equation of the required path.
To solve (1), place $\frac{d y}{d x}=p$. Then (1) becomes
or

$$
\begin{aligned}
a \frac{d p}{d x} & =\sqrt{1+p^{2}} \\
\frac{d p}{\sqrt{1+p^{2}}} & =\frac{d x}{a}
\end{aligned}
$$

whence

$$
\begin{equation*}
\log \left(p+\sqrt{1+p^{2}}\right)=\frac{x}{a}+C \tag{2}
\end{equation*}
$$

Since $A$ is the lowest point of the curve, we know that when $x=0$, $p=0$. Hence, in (2), $C=0$, and we have
or

$$
\begin{aligned}
p+\sqrt{1+p^{2}} & =e^{\frac{x}{a}} \\
p & =\frac{1}{2}\left(e^{\frac{x}{a}}-e^{-\frac{x}{a}}\right)
\end{aligned}
$$

$$
\text { whence, since } p=\frac{d y}{d x}, \quad y=\frac{a}{2}\left(e^{\frac{x}{a}}+e^{-\frac{x}{a}}\right)+C^{\prime}
$$

The value of $C^{\prime}$ depends upon the position of $O X$, since $y=a+C^{\prime}$ when $x=0$. We can, if we wish, so take $O X$ that $O A=a$. Then $C^{\prime}=0$, and we have, finally,

$$
y=\frac{a}{2}\left(e^{\frac{x}{a}}+e^{-\frac{x}{a}}\right)
$$

the equation of the catenary (fig. 61, § 27).
The order of a differential equation is equal to that of the derivative of the highest order in it.

The simplest differential equation is that of the first order and of the first degree in the derivative, the general form of which is
or

$$
\begin{align*}
M+N \frac{d y}{d x} & =0 \\
M d x+N d y & =0 \tag{1}
\end{align*}
$$

where $M$ and $N$ are functions of $x$ and $y$, or constants.
In the following articles we shall consider some cases in which this equation can be readily solved.
201. The equation $M d x+N d y=0$ when the variables can be separated. If the equation (1), $\S 200$, is in the form

$$
f_{1}(x) d x+f_{2}(y) d y=0,
$$

it is said that the variables are separated. The solution is then evidently

$$
\int f_{1}(x) d x+\int f_{2}^{\prime}(y) d y=c
$$

where $c$ is an arbitrary constant.
The variables can be separated if $M$ and $N$ can each be factored into two factors one of which is a function of $x$ alone and the other a function of $y$ alone. The equation may then be divided by the factor of $M$ which contains $y$ multiplied by the factor of $N$ which contains $x$.

Ex. 1. $d y=f(x) d x$.
From this follows $y=\int f(x) d x+c$.
Any indefinite integral may be regarded as the solution of a differential equation with separated variables.

Ex. 2. $\sqrt{1-y^{2}} d x+\sqrt{1-x^{2}} d y=0$.
This equation may be written

$$
\begin{gather*}
\frac{d x}{\sqrt{1-x^{2}}}+\frac{d y}{\sqrt{1-y^{2}}}=0 ; \\
\sin ^{-1} x+\sin ^{-1} y=c . \tag{1}
\end{gather*}
$$

whence, by integration,
This solution can be put into another form, thus: Let $\sin ^{-1} x=\phi$ and $\sin ^{-1} y=\psi$. Equation (1) is then $\phi+\psi=c$, whence $\sin (\phi+\psi)=\sin c$; that is, $\sin \phi \cos \psi+\cos \phi \sin \psi=k$, where $k$ is a constant. But $\sin \phi=x$, $\sin \psi=y, \cos \phi=\sqrt{1-x^{2}}, \cos \psi=\sqrt{1-y^{2}}$; hence we have

$$
\begin{equation*}
x \sqrt{1-y^{2}}+y \sqrt{1-x^{2}}=k . \tag{2}
\end{equation*}
$$

In (1) and (2) we have not two solutions, but two forms of the same solution, of the differential equation. It is, in fact, an important theorem that the differential equation $M d x+N d y=0$ has only one solution involving an arbitrary constant. The student must be prepared, however, to meet different forms of the same solution.

Ex. 3. $\left(1-x^{2}\right) \frac{d y}{d x}+x y=a x$.
This is readily written as
or

$$
\begin{aligned}
\left(1-x^{2}\right) d y+x(y-a) d x & =0, \\
\frac{d y}{y-a}+\frac{x d x}{1-x^{2}} & =0 ;
\end{aligned}
$$

whence, by integration,
which is the same as

$$
\left.\begin{array}{rl}
\log (y-a)-\frac{1}{2} \log \left(1-x^{2}\right) & =c, \\
\log \frac{y-a}{\sqrt{1-x^{2}}} & =c \\
y & y-a
\end{array}\right)
$$

202. The homogeneous equation $M d x+N d y=0$. A polynomial in $x$ and $y$ is said to be homogeneous when the sum of the exponents of those letters in each term is the same. Thus $a x^{2}+b x y+c y^{2}$ is homogeneous of the second degree, $a x^{3}+b x^{2} y+c x y^{2}+e y^{3}$ is homogeneous of the third degree. If, in such a polynomial, we place $y=v x$, it becomes $x^{n} f(v)$ where $n$ is the degree of the polynomial. Thus

$$
\begin{gathered}
a x^{2}+b x y+c y^{2}=x^{2}\left(a+b v+c v^{2}\right) \\
a x^{3}+b x^{2} y+c x y^{2}+e y^{3}=x^{3}\left(a+b v+c v^{2}+e v^{3}\right)
\end{gathered}
$$

This property enables us to extend the idea of homogeneity to functions which are not polynomials. Representing by $f(x, y)$ a function of $x$ and $y$, we shall say that $f(x, y)$ is a homogeneous function of $x$ and $y$ of the $n$th degree, if, when we place $y=v x$, $f(x, y)=x^{n} F(v)$. Thus $\sqrt{x^{2}+y^{2}}$ is homogeneous of the first degree, since $\sqrt{x^{2}+y^{2}}=x \sqrt{1+v^{2}}$, and $\log \frac{y}{x}$ is homogeneous of degree 0 , since $\log \frac{y}{x}=\log v=x^{0} \log v$.

When $M$ and $N$ are homogeneous functions of the same degree the equation

$$
M d x+N d y=0
$$

is said to be homogeneous and can be solved as follows:
Place $y=v x$. Then $d y=v d x+x d v$ and the differential equation becomes

$$
\begin{array}{r}
x^{n} f_{1}(v) d x+x^{n} f_{2}(v)(v d x+x d v)=0 \\
{\left[f_{1}(v)+v f_{2}(v)\right] d x+x f_{2}(v) d v=0 .} \tag{1}
\end{array}
$$

or
If $f_{1}(v)+v f_{2}(v) \neq 0$, this can be written

$$
\frac{d x}{x}+\frac{f_{2}(v) d v}{f_{1}(v)+v f_{2}(v)}=0,
$$

where the variables are now separated and the equation may be solved as in § 201.

If $f_{1}(v)+v f_{2}(v)=0$, (1) becomes $d v=0$; whence $v=c$ and $y=c x$.
Ex. $\left(x^{2}-y^{2}\right) d x+2 x y d y=0$.
Place $y=v x$. There results

$$
\begin{aligned}
\left(1-v^{2}\right) d x+2 v(x d v+v d x) & =0, \\
\frac{d x}{x}+\frac{2 v d v}{1+v^{2}} & =0 .
\end{aligned}
$$

or
Integrating, we have
whence

$$
\log x+\log \left(1+v^{2}\right)=c^{\prime} ;
$$

$$
x\left(1+r^{2}\right)=c,
$$

or $x^{2}+y^{2}=c x$.
203. The equation

$$
\begin{equation*}
\left(a_{1} x+b_{1} y+c_{1}\right) d x+\left(a_{2} x+b_{2} y+c_{2}\right) d y=0 \tag{1}
\end{equation*}
$$

is not homogeneous, but it can usually be made so, as follows:
Place

$$
\begin{equation*}
x=x^{\prime}+h, \quad y=y^{\prime}+k . \tag{2}
\end{equation*}
$$

Equation (1) becomes

$$
\begin{equation*}
\left(a_{1} x^{\prime}+b_{1} y^{\prime}+a_{1} h+b_{1} k+c_{1}\right) d x^{\prime}+\left(a_{2} x^{\prime}+b_{2} y^{\prime}+a_{2} h+b_{2} k+c_{2}\right) d y^{\prime}=0 . \tag{3}
\end{equation*}
$$

If, now, we can determine $h$ and $k$ so that

$$
\left.\begin{array}{rl}
a_{1} h+b_{1} k+c_{1} & =0 \\
a_{2} h+b_{2} k+c_{2} & =0
\end{array}\right\},
$$

(3) becomes
which is homogeneous and can be solved as in $\S 202$.
Now (4) cannot be solved if $a_{1} b_{2}-a_{2} b_{1}=0$. In this case $\frac{a_{2}}{a_{1}}=\frac{b_{2}}{b_{1}}=k$,
where $k$ is some constant. Equation (1) is then of the form

$$
\begin{equation*}
\left(a_{1} x+b_{1} y+c_{1}\right) d x+\left[k\left(a_{1} x+b_{1} y\right)+c_{2}\right] d y=0, \tag{5}
\end{equation*}
$$

so that, if we place $a_{1} x+b_{1} y=x^{\prime}$, (5) becomes
which is

$$
\begin{aligned}
& \left(x^{\prime}+c_{1}\right) d x+\left(k x^{\prime}+c_{2}\right) \frac{d x^{\prime}-a_{1} d x}{b_{1}}=0, \\
& d x+\frac{k x^{\prime}+c_{2}}{\left(b_{1}-a_{1} k\right) x^{\prime}+b_{1} c_{1}-a_{1} c_{2}} d x^{\prime}=0,
\end{aligned}
$$

and the variables are separated.
Hence (1) can always be solved.
204. The linear equation of the first order. The equation

$$
\begin{equation*}
\frac{d y}{d x}+f_{1}(x) y=f_{2}(x) \tag{1}
\end{equation*}
$$

where $f_{1}(x)$ and $f_{2}(x)$ may reduce to constants but cannot contain $y$, is called a linear equation of the first order.

An equation of the form $M d x+N d y=0$ may be put in form (1) if, after transforming it to $\frac{d y}{d x}+\frac{M}{N}=0, \frac{M}{N}$ can be expressed as $f_{1}(x) y-f_{2}(x)$; that is, as the difference of two terms one of which is $y$ multiplied by a function of $x$ and the other of which is a function of $x$ only.

To solve (1) let

$$
\begin{equation*}
y=u v, \tag{2}
\end{equation*}
$$

where $u$ and $v$ are unknown functions of $x$ to be determined later in any way which may be advantageous. Then (1) becomes
or

$$
\begin{align*}
u \frac{d v}{d x}+v \frac{d u}{d x}+f_{1}(x) u v & =f_{2}(x) \\
v\left[\frac{d u}{d x}+f_{1}(x) u\right]+u \frac{d v}{d x} & =f_{2}(x) \tag{3}
\end{align*}
$$

Let us now determine $u$ so that the coefficient of $v$ in (3) shall be zero. We have
or

$$
\begin{gathered}
\frac{d u}{d x}+f_{1}(x) u=0 \\
\frac{d u}{u}+f_{1}(x) d x=0
\end{gathered}
$$

of which the general solution is

$$
\log u+\int f_{1}(x) d x=c
$$

Since, however, all we need is a particular function which will make the coefficient of $v$ in (3) equal to zero, we may take $c=0$.

Then
or

$$
\begin{align*}
\log u & =-\int f_{1}(x) d x \\
u & =e^{-\int f_{1}(x) d x} \tag{4}
\end{align*}
$$

With this value of $u$, (3) becomes
or

$$
\begin{aligned}
e^{-\int f_{1}(x) d x} \frac{d v}{d x} & =f_{2}(x) \\
\frac{d v}{d x} & =e^{\int f_{1}(x) d x} f_{2}(x)
\end{aligned}
$$

whence $v$ may be found by integration. Substituting the values of $u$ and $v$ in (2), we have the solution of (1).

Ex. $\left(1-x^{2}\right) \frac{d y}{d x}+x y=a x$.
Dividing the equation by $1-x^{2}$, we have the linear equation

$$
\begin{equation*}
\frac{d y}{d x}+\frac{x}{1-x^{2}} y=\frac{a x}{1-x^{2}} . \tag{1}
\end{equation*}
$$

Substituting $u v$ for $y$, we have

$$
\begin{equation*}
v\left(\frac{d u}{d x}+\frac{x}{1-x^{2}} u\right)+u \frac{d v}{d x}=\frac{a x}{1-x^{2}} . \tag{2}
\end{equation*}
$$

Placing the coefficient of $v$ equal to zero, we have
or

$$
\begin{align*}
\frac{d u}{d x}+\frac{x}{1-x^{2}} u & =0  \tag{3}\\
\frac{d u}{u}+\frac{x d x}{1-x^{2}} & =0 \tag{4}
\end{align*}
$$

whence
so that

$$
\begin{aligned}
\log u-\frac{1}{2} \log \left(1-x^{2}\right) & =0 \\
u & =\sqrt{1-x^{2}}
\end{aligned}
$$

Substituting this value of $u$ in (2), we have
whence

$$
\begin{equation*}
\sqrt{1-x^{2}} \frac{d v}{d x}=\frac{a x}{1-x^{2}} \tag{5}
\end{equation*}
$$

$$
\begin{equation*}
d v=\frac{a x}{\left(1-x^{2}\right)^{\frac{3}{2}}} d x \tag{6}
\end{equation*}
$$

and

$$
v=\frac{a}{\sqrt{1-x^{2}}}+c
$$

Substituting these values of $u v$ in the equation $y=u c$, we have the solution

$$
y=a+c \sqrt{1-x^{2}}
$$

This example is the same as Ex. 3, § 201, showing that the methods of solving an equation are not always mutually exclusive.

If (1) is in the special form

$$
\begin{equation*}
\frac{d y}{d x}-a y=f(x) \tag{5}
\end{equation*}
$$

where $a$ is any constant, its solution is

$$
\begin{equation*}
y=c e^{a x}+e^{a x} \int e^{-a x} f(x) d x \tag{6}
\end{equation*}
$$

The proof is left to the student.
205. Bernouilli's equation. The equation

$$
\frac{d y}{d x}+f_{1}(x) y=f_{2}(x) y^{n}
$$

may be solved by the same method that was used in solving the linear equation.

Ex. $\frac{d y}{d x}-\frac{y}{x}=x^{2} y^{4}$.
Placing $y=u v$, we have

$$
\begin{equation*}
v\left(\frac{d u}{d x}-\frac{u}{x}\right)+u \frac{d v}{d x}=x^{2} u^{4} v^{4} \tag{1}
\end{equation*}
$$

Placing $\frac{d u}{d x}-\frac{u}{x}=0$, we find $u=x$.
Substituting this value of $u$ in (1), we have
whence

$$
\begin{gather*}
\frac{d v}{d x}=x^{5} v^{4}  \tag{2}\\
-\frac{1}{3 v^{3}}=\frac{x^{6}}{6}+c^{\prime} \tag{3}
\end{gather*}
$$

$$
\text { and, finally, since } v=\frac{y}{x}, \quad \frac{1}{y^{3}}=-\frac{x^{3}}{2}+\frac{c}{x^{3}}
$$

206. The exact equation $M d x+N d y=0$. If the left-hand member of the equation

$$
\begin{equation*}
M d x+N d y=0 \tag{1}
\end{equation*}
$$

is an exact differential, $d f(x, y)(\S 170)$, that is, if

$$
\begin{equation*}
\frac{\hat{c} M}{\partial y}=\frac{\partial N}{\hat{c} x} \tag{2}
\end{equation*}
$$

(1) may be written

$$
\begin{equation*}
d f(x, y)=0 \tag{3}
\end{equation*}
$$

the solution of which is evidently

$$
\begin{equation*}
f(x, y)=c \tag{t}
\end{equation*}
$$

In this case (1) is called an excect differential equation. The method of solving (1) is evidently to find $f(x, y)$ as in $\S 170$, and set it equal to a constant.

Ex. $\left(+x^{3}+10 x y^{3}-3 y^{4}\right) d x+\left(15 x^{2} y^{2}-12 x y^{3}+5 y^{4}\right) d y=0$.
Here $\frac{\partial M}{\partial y}=30 x y^{2}-12 y^{3}=\frac{\partial N}{\partial x}$, and the equation is therefore exact. Hence its solution is $f(x, y)=c$, where
and

$$
\begin{equation*}
\frac{\partial f(x, y)}{\partial x}=4 x^{3}+10 x y^{3}-3 y^{4} \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial f(x, y)}{\partial y}=15 x^{2} y^{2}-12 x y^{3}+5 y^{4} . \tag{2}
\end{equation*}
$$

Integrating (1) with respect to $x$, we have

$$
f(x, y)=x^{4}+5 x^{2} y^{3}-3 x y^{4}+F(y) .
$$

Substituting this value in (2), we have

$$
15 x^{2} y^{2}-12 x y^{3}+F^{\prime}(y)=15 x^{2} y^{2}-12 x y^{3}+5 y^{4} ;
$$

whence

$$
F^{\prime}(y)=5 y^{4} \text { and } F(y)=y^{5} .
$$

Therefore

$$
f(x, y)=x^{4}+5 x^{2} y^{3}-3 x y^{4}+y^{5},
$$

and the solution of the differential equation is

$$
x^{4}+5 x^{2} y^{3}-3 x y^{4}+y^{5}=c .
$$

207. The integrating factor. If the equation

$$
\begin{equation*}
M d x+N d y=0 \tag{1}
\end{equation*}
$$

is not exact, i.e. if $\quad \frac{\partial M}{\partial y} \neq \frac{\partial N}{\partial x}$,
it may be proved that there exists an infinite number of functions of $x$ and $y$ such that if (1) is multiplied by any one of them it is made an exact equation. Such a function is called an integrating factor.

No general method is known for finding integrating factors, though the factors are known for certain cases, and lists can be found in treatises on differential equations. Sometimes an integrating factor can be found by inspection. In endeavoring to do this the student should keep in mind certain common differentials, such as

$$
\begin{aligned}
d(u v) & =v d u+u d v \\
d\left(\frac{u}{v}\right) & =\frac{v d u-u d v}{v^{2}} \\
d \tan ^{-1} \frac{u}{v} & =\frac{v d u-u d v}{u^{2}+v^{2}} \\
d \log \frac{u}{v} & =\frac{v d u-u d v}{u v} \\
d\left(u^{2}+v^{2}\right) & =2(u d u+v d v)
\end{aligned}
$$

Ex. $\left(x^{2}-y^{2}\right) d x+2 x y d y=0$.
We may write this equation in the form

$$
x^{2} d x-y^{2} d x+x d\left(y^{2}\right)=0 .
$$

The last two terms of the left-hand member of the equation form the numerator of $d\left(\frac{y^{2}}{x}\right)$.

Consequently we multiply the equation by $\frac{1}{x^{2}}$, and have

$$
d x+\frac{x d\left(y^{2}\right)-y^{2} d x}{x^{2}}=0,
$$

the solution of which is

$$
\begin{gathered}
x+\frac{y^{2}}{x}=c \\
x^{2}+y^{2}=c x
\end{gathered}
$$

It is to be noted that it is not necessary to use the method of $\S 206$ to solve the equation, for whell the integrating factor is found by inspection, the solution is at once evident.
208. Certain equations of the second order. There are certain equations of the second order, occurring frequently in practice, which are readily integrated. These are of the four types:

1. $\frac{d^{2} y}{d x^{2}}=f(x)$.
2. $\frac{d^{2} y}{d x^{2}}=f\left(y, \frac{d y}{d x}\right)$.
3. $\frac{d^{2} y}{d x^{2}}=f\left(x, \frac{d y}{d x}\right)$.
4. $\frac{d^{2} y}{d x^{2}}=f(y)$.

We proceed to discuss these four types in order:

1. $\frac{d^{2} y}{d x^{2}}=f(x)$.

By direct integration,

$$
\begin{aligned}
\frac{d y}{d x} & =\int f(x) d x+c_{1} \\
y & =\iint f(x) d x^{2}+c_{1} x+c_{2} .
\end{aligned}
$$

This method is equally applicable to the equation $\frac{d^{n} y}{d x^{n}}=f(x)$.

Ex. 1. Differential equations of this type appear in the theory of the bending of beams. Each of the forces which act on the beam, such as the loads and the reactions at the supports, has a moment ahout any cross section of the beam equal to the product of the force and the distance of its point of application from the section. The sum of these moments for all forces on one side of a given section is called the bending moment at the section. On the other hand, it is shown in the theory of beams that the bending moment is equal to $\frac{E I}{R}$, where $E$, the modulus of elasticity of the material of the beam, and $I$, the moment of inertia of the cross section about a horizontal line throngh its center, are constants, and $R$ is the radius of curvature of the curve into which the beam is bent. Now, by § 106,

$$
\frac{1}{R}=\frac{\frac{d^{2} y}{d x^{2}}}{\left[1+\left(\frac{d y}{d x}\right)^{2}\right]^{\frac{3}{2}}}
$$

where the axis of $x$ is horizontal. But in most cases arising in practice $\frac{d y}{d x}$ is very small, and if we expand $\frac{1}{R}$ ly the binomial theorem, thus :

$$
\frac{1}{R}=\frac{d^{2} y}{d x^{2}}\left[1-\frac{3}{2}\left(\frac{d y}{d x}\right)^{2}+\cdots\right]
$$

we may neglect all terms except the first without sensible error. Hence the bending moment is taken to be $E I \frac{d^{2} y}{d x^{2}}$. This expression equated to the bending moment as defined above gives the differential equation of the shape of the beam.

We will apply this to find the shape of a beam uniformly loaded and supported at its ends.

Let $l$ be the distance between the supports, and $w$ the load per foot-run.


Fig. 242

Take the origin of coördinates at the lowest point of the beam, which, by symmetry, is at its middle point. Take a plane section $C$ (fig. 242) at a distance $x$ from $O$ and consider the forces at the right of $C$. These are the load on $C B$ and the reaction of the support at $B$. The load on $C B$ is $w\left(\frac{l}{2}-x\right)$, acting at the center of gravity of $C B$, which is at the distance of $\frac{\frac{l}{2}-x}{2}$ from C. Hence the moment of the load is $-\frac{w\left(\frac{l}{2}-x\right)^{2}}{2}$, which is taken negative, since the load acts downward. The support $B$ supports
half the load, equal to $\frac{w l}{2}$. The moment of this reaction about $C$ is therefore $\frac{w l}{2}\left(\frac{l}{2}-x\right)$. Hence we have

$$
E I \frac{\prime^{2} y}{d x^{2}}=\frac{w l}{2}\left(\frac{l}{2}-x\right)-\frac{w}{2}\left(\frac{l}{2}-x\right)^{2}=\frac{w}{2}\left(\frac{l^{2}}{4}-x^{2}\right)
$$

The general solution of this equation is

$$
E I y=\frac{w}{2}\left(\frac{l^{2} x^{2}}{8}-\frac{x^{4}}{12}\right)+c_{1} x+c_{2}
$$

But in the case of the beam, since, when $x=0$, both $y$ and $\frac{d y}{d x}$ are 0 , we have $c_{1}=0, c_{2}=0$.

Hence the required equation is

$$
E I y=\frac{w}{2}\left(\frac{l^{2} x^{2}}{8}-\frac{x^{4}}{12}\right)
$$

2. $\frac{d^{2} y}{d x^{2}}=f\left(x, \frac{d y}{d x}\right)$.

The essential thing here is that the equation contains $\frac{d y}{d x}$ and $\frac{d^{2} y}{d \cdot x^{2}}$, but does not contain $y$ except implicitly in these derivatives. Hence, if we place $\frac{d y}{d x}=p$, we have $\frac{d^{2} y}{d x^{2}}=\frac{d p}{d x}$, and the equation becomes $\frac{d p}{d x}=f(x, p)$, which is a differential equation of the first order in which $p$ and $x$ are the variables. If we can find $p$ from this equation, we can then find $y$ from $\frac{d y}{d x}=p$. This method has been exemplified in Ex. 3, § 200.
3. $\frac{d^{2} y}{d x^{2}}=f\left(y, \frac{d y}{d x}\right)$.

The essential thing here is that the equation contains $\frac{d y}{d x}$ and $\frac{d^{2} y}{d x^{2}}$, but does not contain $x$. As before, we place $\frac{d y}{d x}=p$, but now write $\frac{d^{2} y}{d x^{2}}=\frac{d p}{d x}=\frac{d p}{d y} \frac{d y}{d x}=p \frac{d p}{d y}$, so that the equation becomes $p \frac{d p}{d y}=f(y, p)$, which is a clifferential equation of the first order in which $p$ and $y$ are the variables. If we can find $p$ from this equation, we can find $y$ from $\frac{d y}{d x}=p$.

Ex. 2. Find the curve for which the radius of curvature at any point is equal to the length of the portion of the normal between the point and
the axis of $x$.
The length of the radius of curvature is $\pm \frac{\left[1+\left(\frac{d y}{d x}\right)^{2}\right]^{\frac{3}{2}}}{\frac{d^{2} y}{d x^{2}}}(\S 106)$. The
equation of the normal is (§87)

$$
Y-y=-\frac{d x}{d y}(X-x)
$$

This intersects $O X$ at the point $\left(x+y \frac{d y}{d x}, 0\right)$. The length of the normal is therefore $y \sqrt{1+\left(\frac{d y}{d x}\right)^{2}}$.

The conditions of the problem are satisfied by either of the differential equations
or

$$
\begin{gather*}
\frac{\left[1+\left(\frac{d y}{d x}\right)^{2}\right]^{\frac{3}{2}}}{\frac{d^{2} y}{d x^{2}}}=y \sqrt{1+\left(\frac{d y}{d x}\right)^{2}}  \tag{1}\\
-\frac{\left[1+\left(\frac{d y}{d x}\right)^{2}\right]^{\frac{3}{2}}}{\frac{d^{2} y}{d x^{2}}}=y \sqrt{1+\left(\frac{d y}{d x}\right)^{2}} \tag{2}
\end{gather*}
$$

Placing $\frac{d y}{d x}=p$ and $\frac{d^{2} y}{d x^{2}}=p \frac{d p}{d y}$ in (1), we have
whence

$$
\begin{aligned}
1+p^{2} & =p y \frac{d p}{d y} \\
\frac{d y}{y} & =\frac{p d p}{1+p^{2}}
\end{aligned} .
$$

The solution of the last equation is
whence

$$
\begin{aligned}
& y=c_{1} \sqrt{1+p^{2}} ; \\
& p=\frac{\sqrt{y^{2}-c_{1}^{2}}}{c_{1}} .
\end{aligned}
$$

Replacing $p$ by $\frac{d y}{d x}$, we have $\frac{c_{1} d y}{\sqrt{y^{2}-c_{1}^{2}}}=d x$.
Transforming this equation to

$$
\frac{d y}{\sqrt{\frac{y^{2}}{c_{\mathbf{1}}^{2}}-1}}=d x
$$

and integrating, we have

$$
\log \left(\frac{y}{c_{1}}+\sqrt{\frac{y^{2}}{c_{1}^{2}}-1}\right)=\frac{x-c_{2}}{c_{1}} ;
$$

whence

$$
y=\frac{c_{1}}{2}\left(e^{\frac{x-c_{2}}{c_{1}}}+e^{-\frac{x-c_{2}}{c_{1}}}\right) .
$$

This is the equation of a catenary with its vertex at the point $\left(c_{2}, c_{1}\right)$. If we place $\frac{d y}{d x}=p$, and $\frac{d^{2} y}{d x^{2}}=p \frac{d p}{d y}$ in (2), we have

$$
1+p^{2}=-p y \frac{d p}{d y} ;
$$

whence

$$
\frac{d y}{y}=\frac{-p d p}{1+p^{2}} .
$$

The solution of this equation is $y=\frac{c_{1}}{\sqrt{1+p^{2}}}$;
whence

$$
p=\frac{\sqrt{c_{1}^{2}-y^{2}}}{y} .
$$

Replacing $p$ by $\frac{d y}{d x}$, we have

$$
\frac{y d y}{\sqrt{c_{1}^{2}-y^{2}}}=d x
$$

Integrating, we have $-\sqrt{c_{1}^{2}-y^{2}}=x-c_{2}$,
or

$$
\left(x-c_{2}\right)^{2}+y^{2}=c_{1}^{2} .
$$

This is the equation of a circle with its center on O.X.
t. $\frac{d^{2} y}{d x^{2}}=f(y)$.

If we multiply both sides of this equation by $2 \frac{d y}{d x} d x$, we have
or

$$
\begin{gathered}
2 \frac{d^{2} y}{d x^{2}} \frac{d y}{d x} d x=2 f(y) \frac{d y}{d x} d x \\
d\left[\left(\frac{d y}{d x}\right)^{2}\right]=2 f(y) d y .
\end{gathered}
$$

Integrating, we have $\left(\frac{d y}{d x}\right)^{2}=\int 2 f(y) d y+c_{1}$;
whence, by separating the variables, we have

$$
\int \frac{d y}{\sqrt{2 \int f(y) d y+c_{1}}}=x+c_{2} .
$$

Ex. 3. Consider the motion of a simple pendulum consisting of a particle $P$ (fig. 243) of mass $m$ suspended from a point $C$ by a weightless string of length $l$. Let the angle $A C P=\theta$, where $A C$ is the vertical, and let
$A I^{\prime}=s . \quad$ By $\S 93$ the force acting in the direction $A P$ is equal to $m \frac{d^{2} s}{d t^{2}}$; but the only force acting in this direction is the component of gravity. The weight of the pendulum being $m g$, its component in the direction $A P$ is equal to $-m g \sin \theta$. Hence the differential equation of the motion is

$$
m \frac{d^{2} s}{d t^{2}}=-m g \sin \theta
$$

We shall treat this equation on the hypothesis that the angle through which the pendulum swings is so small that we may place $\sin \theta=\theta$, without sensible error. Then, since $\theta=\frac{s}{l}$, the equation becomes

$$
\frac{d^{2} s}{d t^{2}}=-\frac{g}{l} s
$$

Multiplying by $2 \frac{d s}{d t} d t$ and integrating, we have

$$
\left(\frac{d s}{d t}\right)^{2}=c_{1}-\frac{g}{l} s^{2}=\frac{g}{l}\left(a^{2}-s^{2}\right)
$$
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where $a^{2}$ is a new arbitrary constant. Separating the variables, we have
whence

$$
\begin{aligned}
\frac{d s}{\sqrt{a^{2}-s^{2}}} & =\sqrt{\frac{g}{l}} d t \\
\sin ^{-1} \frac{s}{a} & =\sqrt{\frac{g}{l}}\left(t-t_{0}\right)
\end{aligned}
$$

where $t_{0}$ is an arbitrary constant. From this, finally,

$$
s=a \sin \sqrt{\frac{g}{l}}\left(t-t_{0}\right)
$$

The physical meaning of the arbitrary constants can be given. For a is the maximum value of $s$; it is therefore the amplitude of the swing. When $t=t_{0}, s=0$; hence $t_{0}$ is the time at which the pendulum passes through the vertical.
209. The linear equation with constant coefficients. The differential equation

$$
\begin{equation*}
\frac{d^{n} y}{d x^{n}}+a_{1} \frac{d^{n-1} y}{d x^{n-1}}+\cdots+a_{n-1} \frac{d y}{d x}+a_{n} y=f(x) \tag{1}
\end{equation*}
$$

where $a_{1}, a_{2}, \cdots, a_{n-1}, a_{n}$ are constants, and where $f(x)$ is a function of $x$ which may reduce to a constant or even be zero, is called a linear differential equation with constant coefficients.

To study (1) it is convenient to express $\frac{d y}{d x}$ by $D y, \frac{d^{2} y}{d x^{2}}$ by $D^{2} y, \ldots, \frac{d^{n} y}{d x^{n}}$ by $D^{n} y$, and to rewrite (1) in the form

$$
D^{n} y+a_{1} D^{n-1} y+\cdots+a_{n-1} D y+a_{n} y=f(x)
$$

or, more compactly,

$$
\begin{equation*}
\left(D^{n}+a_{1} D^{n-1}+\cdots+a_{n-1} D+a_{n}\right) y=f(x) \tag{2}
\end{equation*}
$$

The expression in parentheses in (2) is called an operator, and we are said to operate upon a quantity with it when we carry out the indicated operations of differentiation, multiplication, and addition. Thus, if we operate on $\sin x$ with $D^{3}-2 D^{2}$ $+3 D-5$, we have

$$
\begin{aligned}
\left(D^{3}-2 D^{2}+3 D-5\right) \sin x & =-\cos x+2 \sin x+3 \cos x-5 \sin x \\
& =2 \cos x-3 \sin x
\end{aligned}
$$

Also, the solution of (1) or (2) is expressed by the equation

$$
\begin{equation*}
y=\frac{1}{I^{n}+a_{1} D^{n-1}+\cdots+u_{n-1} I I+u_{n}} f^{\prime}(x), \tag{3}
\end{equation*}
$$

where the expression on the right hand of this equation is not to be considered as a fraction but simply as a symbol to express the solution of (2). Thus, if (2) is the very simple equation $I y=f(x)$, then (3) becomes

$$
\begin{equation*}
y=\frac{1}{D} f(x)=\int f(x) d x \tag{4}
\end{equation*}
$$

In this case $\frac{1}{D}$ means integration with respect to $x$. What the more complicated symbol (3) may mean, we are now to study.
210. The linear equation of the first order with constant coefficients. The linear equation of the first order with constant coefficients is

$$
\frac{d y}{d x}-a y=f(x)
$$

or, symbolically,

$$
\begin{equation*}
(D-a) y=f(x) \tag{1}
\end{equation*}
$$

The solution of this equation is given in $\S 204$. Hence

$$
\begin{equation*}
y=\frac{1}{D-a} f(x)=c e^{a x}+e^{a x} \int e^{-a x} f(x) d x \tag{2}
\end{equation*}
$$

The solution (2) consists of two parts. The first part, $c e^{a x}$, contains an arbitrary constant, does not contain $f(x)$, and, if taken alone, is not a solution of (1) unless $f(x)$ is zero. The second part, $e^{a x} \int e^{-a x} f(x) d x$, contains $f(x)$, and, taken alone, is a solution of (1), since (1) is satisfied by (2) when $c$ has any value, including 0 . Hence $e^{a x} \int e^{-a x} f(x) d x$ is called a particular integral of (1), and, in distinction from this, $c e^{a x}$ is called the complementary function. The sum of the complementary function and the particular integral is the general solution (2). The complementary function can be written down from the left-hand member of equation (1), but the determination of the particular integral requires integration.

Ex. 1. Solve $\frac{d y}{d x}+3 y=5 x^{3}$.
This equation may be written

$$
(D+3) y=5 x^{3} .
$$

Hence the complementary function is $c e^{-3 x}$. The particular integral is

$$
\frac{1}{D+3}\left(5 x^{3}\right)=5 e^{-3 x} \int e^{3 x} x^{3} d x=\frac{5}{3} x^{3}-\frac{5}{3} x^{2}+\frac{10}{9} x-\frac{10}{2} \frac{0}{7} .
$$

Hence the general solution is $y=c e^{-3 x}+\frac{5}{3} x^{3}-\frac{5}{3} x^{2}+\frac{10}{9} x-\frac{10}{2} 7$.
Ex. 2. Solve $\frac{d y}{d x}+y=\sin x$.
The complementary function is $c e^{-x}$. The particular integral is

$$
\frac{1}{D+1} \sin x=e^{-x} \int e^{x} \sin x d x=\frac{1}{2}(\sin x-\cos x) .
$$

Therefore the general solution is $y=c e^{-x}+\frac{1}{2}(\sin x-\cos x)$.
211. The linear equation of the second order with constant coefficients. The symbol $(D-a)(D-b) y$ means that $y$ is to
be operated on with $D-b$ and the result operated on with $D-a$. Now $(D-b) y=\frac{d y}{d x}-b y$, and hence

$$
\begin{align*}
(D-a)(D-b) y & =\frac{d}{d x}\left(\frac{d y}{d x}-b y\right)-a\left(\frac{d y}{d x}-b y\right) \\
& =\frac{d^{2} y}{d x^{2}}-(a+b) \frac{d y}{d x}+a b y \\
& =\left[I^{2}-(a+b) D+a b\right] y \\
& =\left(D^{2}+p D+q\right) y, \tag{1}
\end{align*}
$$

where $p=-(a+b), q=a b$.
This result, obtained by considering the real meaning of the operators, is the same as if the operators $I-a$ and $I)-b$ had been multiplied together, regarding $D$ as an algebraic quantity. Similarly, we find

$$
(D-b)(D-a) y=\left[D^{2}-(a+b) I+a b\right] y=(D-a)(D-b) y .
$$

That is, the order in which the two operators $D-a$ and $D-b$ are used does not affect the result.

Moreover, if $\left(D^{2}+p D+q\right) y$ is given, it is possible to find $a$ and $b$ so that (1) is satisfied. In fact, we have simply to factor $D^{2}+p D+q$, considering $D$ as an algebraic quantity.

This gives a method of solving the linear equation of the second order with constant coefficients. For such an equation has the form

$$
\frac{d^{2} y}{d x^{2}}+r^{\prime} \frac{d y}{d x}+!y=f(x)
$$

or, what is the same thing,

$$
\begin{equation*}
\left(D^{2}+p D+q\right) y=f(x), \tag{2}
\end{equation*}
$$

where $p$ and $q$ are constants and $f(x)$ is a function of $x$ which may reduce to a constant or be zero.

Equation (2) may be written

$$
(D-a)(D-b) y=f(x) ;
$$

whence, by (2), § 210,

$$
(D-b) y=\frac{1}{D-a} f(x)=c^{\prime} e^{a x}+e^{a x} \int e^{-a x} f(x) d x
$$

Again applying (2), § 210, we have

$$
\begin{align*}
y & =\frac{1}{D-b}\left(c^{\prime} e^{a x}+e^{a x} \int e^{-a x} f(x) d x\right) \\
& =c_{2} e^{b x}+e^{b x} \int e^{-b x}\left(c^{\prime} e^{a x}+e^{a x} \int e^{-a x} f(x) d x\right) d x \tag{3}
\end{align*}
$$

There are now two cases to be distinguished:
I. If $a \neq b$, (3) becomes

$$
\begin{equation*}
y=c_{2} e^{b x}+c_{1} e^{a x}+e^{b x} \int\left(e^{(a-b) x} \int e^{-a x} f(x) d x\right) d x \tag{4}
\end{equation*}
$$

II. If $a=b$, (3) becomes

$$
\begin{equation*}
y=\left(c_{2}+c_{1} x\right) e^{a x}+e^{a x} \iint e^{-a x} f(x) d x^{2} \tag{5}
\end{equation*}
$$

In each case the solution consists of two parts. The one is the complementary function $c_{1} e^{a x}+c_{2} e^{b x}$ or $\left(c_{2}+c_{1} x\right) e^{a x}$, involving two arbitrary constants but not involving $f(x)$. It can be written down from the left-hand member of the equation, and is, in fact, the solution of the equation $(D-a)(D-b) y=0$. The other part of the general solution is the particular integral, and involves $f(x)$. Its computation by (4) or (5) necessitates two integrations.

Formula (4) holds whether $a$ and $b$ are real or complex. But when $a$ and $b$ are conjugate complex it is convenient to modify the complementary function as follows: Let us place

$$
a=m+i n, \quad b=m-i n .
$$

Then the complementary function is

$$
\begin{align*}
c_{1} e^{(m+i n) x} & +c_{2} e^{(m-i n) x} \\
& =e^{m x}\left(c_{1} \rho^{i n x}+c_{2} e^{-i n x}\right) \\
& =e^{m x}\left[c_{1}(\cos n x+i \sin n x)+c_{2}(\cos n x-i \sin n x)\right] \\
& =e^{m x}\left(C_{1} \cos n x+C_{2} \sin n x\right), \tag{6}
\end{align*}
$$

where $C_{1}=c_{1}+c_{2}, C_{2}=i\left(c_{1}-c_{2}\right)$. Since $c_{1}$ and $c_{2}$ are arbitrary constants, so also are $C_{1}$ and $C_{2}$, and we obtain all real forms of the complementary function by giving real values to $C_{1}$ and $C_{2}$.

The form (6) may also be modified as follows: Whatever be the values of $C_{1}$ and $C_{2}$ we may always find an angle $\alpha$ such that $\cos \alpha=\frac{C_{1}}{\sqrt{C_{1}^{2}+C_{2}^{2}}}, \sin \alpha=\frac{C_{2}}{\sqrt{C_{1}^{2}+C_{2}^{2}}}$. Then (6) becomes

$$
\begin{equation*}
k e^{m x} \cos (n x-\alpha), \tag{7}
\end{equation*}
$$

where $\alpha$ and $k=\sqrt{C_{1}^{2}+C_{2}^{2}}$ are new arbitrary constants. Cr we may find an angle $\beta$ such that $\sin \beta=\frac{-C_{1}}{\sqrt{C_{1}^{2}+C_{2}^{2}}}, \cos \beta=\frac{C_{2}}{\sqrt{C_{1}^{2}+C_{2}^{2}}}$.
Then ( 6 ) becomes

$$
\begin{equation*}
k e^{m x} \sin (n x-\beta) \tag{8}
\end{equation*}
$$

Ex. 1. $\frac{d^{2} y}{d x^{2}}+5 \frac{d y}{d x}+6 y=e^{x}$.
This equation may be written

$$
(D+2)(D+3) y=e^{x} .
$$

The complementary function is therefore $c_{1} e^{-2 x}+c_{2} e^{-3 x}$. To find the particular integral we proceed as follows:

$$
\begin{aligned}
(D+3) y & =\frac{1}{I+2} e^{x}=e^{-2 x} \int e^{3 x} d x=\frac{1}{3} e^{x} . \\
y & =\frac{1}{I+3}\left(\frac{1}{3} e^{x}\right)=e^{-3 x} \int \frac{1}{3} e^{4 \cdot} d x=\frac{1}{12} e^{x} .
\end{aligned}
$$

Therefore the general solution is

$$
y=c_{1} e^{-2 x}+c_{2^{e^{-3}}}+\frac{1}{1} \frac{1}{2} e^{x} .
$$

Ex. 2. $\frac{d^{2} y}{d x^{2}}+2 \frac{d y}{d x}+y=x$.
This equation may be written $(D+1)^{2} y=x$.
Therefore the complementary function is $\left(c_{1}+c_{2} x\right) e^{-x}$. To find the particular integral we proceed as follows:

$$
\begin{aligned}
(D+1) y & =\frac{1}{D+1} x=e^{-x} \int x e^{x} d x=x-1 . \\
y & =\frac{1}{D+1}(x-1)=e^{-x} \int(x-1) e^{x} d x=x-2 .
\end{aligned}
$$

Therefore the general solution is

$$
y=\left(c_{1}+c_{2} x\right) e^{-x}+x-2 .
$$

Ex. 3. Consider the motion of a particle of unit mass acted on by an attracting force directed toward a center and proportional to the distance of the particle from the center, the motion being resisted by a force proportional to the velocity of the particle.

If we take $s$ as the distance of the particle from the center of force, the attracting force is $-k s$ and the resisting force is $-h \frac{d s}{d t}$, where $k$ and $h$ are positive constants. Hence the equation of motion is
or

$$
\begin{align*}
& \frac{d^{2} s}{d t^{2}}=-k s-h \frac{d s}{d t} \\
& \left(D^{2}+h D+k\right) s=0 \tag{1}
\end{align*}
$$

The factors of the operator in (1) are

$$
\left(D+\frac{h}{2}-\frac{\sqrt{h^{2}-4 k}}{2}\right)\left(I+\frac{h}{2}+\frac{\sqrt{h^{2}-4 k}}{2}\right) .
$$

We have therefore to consider three cases:
I. $h^{2}-4 k<0$. The solution of (1) is then
or

$$
\begin{aligned}
& s=e^{-\frac{h t}{2}}\left(C_{1} \cos \frac{\sqrt{4 k-h^{2}}}{2} t+C_{2} \sin \frac{\sqrt{4 k-h^{2}}}{2} t\right) \\
& s=a e^{-\frac{h t}{2}} \sin \left(\frac{\sqrt{4 k-h^{2}}}{2} t-\beta\right)
\end{aligned}
$$

The graph of $s$ has the general shape of that shown in fig. $62, \S 27$. The particle makes an infinite number of oscillations with decreasing amplitudes, which approach zero as a limit as $t$ becomes infinite.
II. $h^{2}-4 k>0$. The solution of (1) is then

$$
s=c_{1} e^{-\left(\frac{h}{2}-\frac{\sqrt{h^{2}-4 k}}{2}\right) t}+c_{2} e^{-\left(\frac{h}{2}+\frac{\sqrt{h^{2}-4 k}}{2}\right) t} .
$$

The particle makes no oscillations, but approaches rest as $t$ becomes infinite.
III. $k^{2}-4 k=0$. The solution of (1) is

$$
s=\left(c_{1}+c_{2} t\right) e^{-\frac{h}{2} t}
$$

The particle approaches rest as $t$ becomes infinite.
212. The general linear equation with constant coefficients. The methods of solving a linear equation of the second order with constant coefficients are readily extended to an equation of the $n$th order with constant coefficients. Such an equation is

$$
\begin{equation*}
\frac{d^{n} y}{d x^{n}}+a_{1} \frac{d^{n-1} y}{d x^{n-1}}+\cdots+a_{n-1} \frac{d y}{d x}+a_{n} y=f(x) \tag{1}
\end{equation*}
$$

or, symbolically written,

$$
\begin{equation*}
\left(D^{n}+a_{1} D^{n-1}+\cdots+a_{n-1} D+a_{n}\right) y=f(x) \tag{2}
\end{equation*}
$$

Ex. 1. $\frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}-6 y=e^{4 x}$.
This may be written $(D+3)(D-2) y=e^{4 x}$.
The complementary function is $c_{1} e^{2 x}+c_{2} e^{-3 x}$. To find the particular integral, we place

$$
I=A e^{4 x}
$$

and substitute in the equation. We obtain

$$
14 A e^{4 x}=e^{4 x}
$$

To satisfy the equation, we must have

$$
14 A=1, \text { whence } A=\frac{1}{\mathrm{r}_{4}} \text {. }
$$

Therefore the particular integral is
and the general solution is

$$
y=c_{1} e^{2 x}+c_{2} e^{-3 x}+1_{1}^{1} e^{4 x} .
$$

Ex. 2. $\frac{d^{3} y}{d x^{3}}+\frac{d^{2} y}{d x^{2}}=\sin 2 x$.
This may be written $\quad J^{2}(D+1) y=\sin 2 x$.
The complementary function is therefore $c_{1}+c_{2} x+c_{3} e^{-x}$. To find the particular integral, place

$$
I=A \sin 2 x+B \cos 2 x
$$

and substitute in the equation. We obtain

$$
(8 B-4 A) \sin 2 x-(4 B+8.1) \cos 2 x=\sin 2 x
$$

To satisfy the equation, we must have

$$
\begin{gathered}
8 B-4 A=1, \quad 4 B+8.1=0 \\
B=1 \frac{1}{6}, \quad A=-2 .
\end{gathered}
$$

whence
Therefore the particular integral is

$$
I=-\frac{1}{20} \sin 2 x+\frac{1}{10} \cos 2 x
$$

and the general solution is

$$
y=c_{1}+c_{2} x+c_{3} e^{-x}-\frac{3}{20} \sin 2 x+\frac{1}{10} \cos 2 x .
$$

Ex. 3. $\frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}=x^{2} e^{x}$.
Substituting $y=e^{x} z$, we have

$$
\begin{equation*}
\frac{d^{2} z}{d x^{2}}+3 \frac{d z}{d x}+2 z=x^{2} \tag{1}
\end{equation*}
$$

This may be written $(D+1)(D+2) z=x^{2}$.

The complementary function is therefore $c_{1} e^{-x}+c_{2} e^{-2 x}$. To find the particular integral, place

$$
I=A x^{2}+B x+C
$$

and substitute in (1). We olstain

$$
2 A x^{2}+(6 A+2 B) x+(2 A+3 B+2 C)=x^{2}
$$

Therefore

$$
2 A=1, \quad 6 A+2 B=0, \quad 2 A+3 B+2 C=0
$$

whence $\quad A=\frac{1}{2}, \quad B=-\frac{3}{2}, \quad$ and $C=\frac{7}{4}$.
Hence the particular integral is

$$
I=\frac{1}{2} x^{2}-\frac{3}{2} x+\frac{7}{4},
$$

and the general solution of (1) is

$$
\begin{array}{ll}
z=c_{1} e^{-x}+c_{2} e^{-2 x}+\frac{1}{2} x^{2}-\frac{3}{2} x+\frac{7}{4}, \\
\text { whence } & y=c_{1}+c_{2} e^{-x}+e^{x}\left(\frac{1}{2} x^{2}-\frac{3}{2} x+\frac{7}{4}\right) .
\end{array}
$$

Ex. 4. $\frac{d^{3} y}{d x^{3}}-\frac{d^{2} y}{d x^{2}}-4 \frac{d y}{d x}+4 y=e^{2 x}$.
This may be written

$$
(D-1)(D+2)(D-2) y=e^{2 x} .
$$

Since $D-2$ is a factor of $P(D)$, we place

$$
I=A x e^{2 x}
$$

and substitute in the equation. We obtain

$$
4 A e^{2 x}=e^{2 x}
$$

whence

$$
A=\frac{1}{4} \text { and } I=\frac{1}{4} x e^{2 x}
$$

The general solution is

$$
y=c_{1} e^{x}+c_{2} e^{-2 x}+c_{3} e^{2 x}+\frac{1}{4} x e^{2 x}
$$

Ex. 5. $\frac{d^{2} y}{d x^{2}}+y=\sin x$.
This may be written $\quad\left(D^{2}+1\right) y=\sin x$.
By III, we write $\quad I=A x \sin x+B x \cos x$,
and substitute in the equation. There results

$$
-2 B \sin x+2 A \cos x=\sin x
$$

Therefore

$$
B=-\frac{1}{2}, A=0, \text { and } I=-\frac{x}{2} \cos x
$$

The general solution is

$$
y=c_{1} e^{i x}+c_{2} e^{-i x}-\frac{x}{2} \cos x=C_{1} \cos x+C_{2} \sin x-\frac{x}{2} \cos x
$$

Ex. 6. $\frac{d^{3} y}{d x^{3}}-2 \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}=x e^{2 x}+e^{3 x}$.
This may be written $D(D-1)^{2} y=x e^{2 x}+e^{3 x}$.
The complementary function is $c_{1}+\left(c_{2}+c_{3} x\right) e^{x}$. The particular integral $I$ is the sum of $I_{1}$ and $I_{2}$, where $I_{1}$ corresponds to the term $x e^{2 x}$, and $I_{2}$ to $e^{3 x}$. To find $I_{1}$, place $y=e^{2 x} z$ in the equation

$$
\left(D^{3}-2 D^{2}+D\right) y=x e^{2 r} .
$$

There results

$$
\left(D^{3}+4 D^{2}+5 D+2\right) z=x .
$$

Placing $z=A x+B$, we find $A=\frac{1}{2}, B=-\frac{5}{4}$.
Therefore

$$
I_{1}=\frac{1}{4}(2 x-5) e^{2 x} .
$$

To find $I_{2}$, we substitute $y=A e^{3 x}$ in the equation

$$
\left(D^{3}-2 D^{2}+D\right) y=e^{3 x}
$$

We find

$$
I_{2}=\frac{1}{12} e^{3 x} .
$$

Hence

$$
I=\frac{1}{4}(2 x-5) e^{2 x}+1_{1}^{1} \frac{1}{2} e^{3 x} .
$$

The general solution of the equation is

$$
y=c_{1}+\left(c_{2}+c_{3} x\right) e^{x}+\frac{1}{4}(2 x-5) e^{2 x}+y^{1} 2 e^{3 x} .
$$

214. Systems of linear differential equations with constant coefficients. The operators of the previous articles may be employed in solving a system of two or more linear differential equations with constant coefficients, when the equations involve only one independent variable and a number of dependent variables equal to the number of the equations. The method by which this may be done can best be explained by an example.

Ex. $\frac{d x}{d t}+\frac{d y}{d t}-x-4 y=e^{5 t}$,

$$
\frac{d x}{d t}+\frac{d y}{d t}-2 x-3 y=e^{2 t} .
$$

These equations may be written

$$
\begin{align*}
& (D-1) x+(D-4) y=e^{5 t}  \tag{1}\\
& (D-2) x+(D-3) y=e^{2 t} \tag{2}
\end{align*}
$$

We may now eliminate $y$ from the equations in a manner analogous to that used in solving two algebraic equations. We first operate on (1) with $D-3$, the coefficient of $y$ in (2), and have

$$
\begin{equation*}
\left(D^{2}-4 D+3\right) x+\left(D^{2}-7 D+12\right) y=2 e^{5 t} \tag{3}
\end{equation*}
$$

since $(D-3) e^{5 t}=5 e^{5 t}-3 e^{5 t}=2 e^{5 t}$. We then operate on (2) with $D-4$ the coefficient of $y$ in (1), and have

$$
\begin{equation*}
\left(D^{2}-6 D+8\right) x+\left(D^{2}-7 D+12\right) y=-2 e^{2 t} \tag{4}
\end{equation*}
$$

since $(D-4) e^{2 t}=-2 e^{2 t}$. By subtracting (4) from (3) we have

$$
\begin{equation*}
(2 D-5) x=2 e^{5 t}+2 e^{2 t}, \tag{5}
\end{equation*}
$$

the solution of which is $x=c_{1} e^{\frac{5}{2} t}+\frac{2}{5} e^{5 t}-2 e^{2 t}$.
Similarly, by operating on (1) with ( $D-2$ ) and on (2) with $D-1$, and subtracting the result of the first operation from that of the second, we have

$$
\begin{equation*}
(2 D-5) y=-3 e^{5 t}+e^{2 t}, \tag{7}
\end{equation*}
$$

the solution of which is $y=c_{2} e^{\frac{5}{2} t}-\frac{3}{5} e^{5 t}-e^{2 t}$.
The constants in (6) and (8) are, however, not independent, for the values of $x$ and $y$ given in (6) and (8), if substituted in (1) and (2), must reduce the latter equations to identities. Making these substitutions, we have

$$
\begin{aligned}
& \frac{3}{2}\left(c_{1}-c_{2}\right) e^{\frac{5}{2} t}+e^{5 t}=e^{5 t}, \\
& \frac{1}{2}\left(c_{1}-c_{2}\right) e^{\frac{5}{2} t}+e^{2 t}=e^{2 t},
\end{aligned}
$$

whence it is evident that $c_{2}=c_{1}$. Therefore, replacing $c_{1}$ by $c$, we have

$$
\begin{aligned}
& x=c e^{\frac{5}{2} t}+\frac{2}{5} e^{5 t}-2 e^{2 t}, \\
& y=c e^{\frac{5}{2} t}-\frac{3}{3} e^{5 t}-e^{2 t},
\end{aligned}
$$

as the solutions of the given equations.
215. Solution by series. The solution of a differential equation can usually be expanded into a series. This is, in fact, an important and powerful method of investigating the function defined by the equation. We shall limit ourselves, however, to showing by examples how the series may be obtained. The method consists in assuming a series of the form

$$
y=a_{0} x^{m}+a_{1} x^{m+1}+a_{2} x^{m+2}+\cdots
$$

where $m$ and the coefficients $a_{0}, a_{1}, a_{2}, \ldots$ are undetermined. This series is then substituted in the differential equation, and $m$ and the coefficients are so determined that the equation is identically satisfied.

Ex. 1. $x \frac{d^{2} y}{d x^{2}}+(x-3) \frac{d y}{d x}-2 y=0$.
We assume a series of the form given above, and write the expression for each term of the differential equation, placing like powers of $x$ under each other. We have then

$$
\begin{array}{rlrl}
x \frac{d^{2} y}{d x^{2}} & =m(m-1) a_{0} x^{m-1}+(m+1) m a_{1} x^{m}+\cdots+(m+r+1)(m+r) a_{r+1} x^{m+r}+\cdots, \\
x \frac{d y}{d x} & = & m a_{0} x^{m}+\cdots & +(m+r) a_{r} x^{m+r}+\cdots, \\
-3 \frac{d y}{d x} & = & -3 m a_{0} x^{m-1}-3(m+1) a_{1} x^{m}-\cdots & -3(m+r+1) a_{r+1} x^{m+r}-\cdots, \\
-2 y & = & -2 a_{0} x^{m}-\cdots & -2 a_{r} x^{m+r}-\cdots .
\end{array}
$$

Adding these results, we have an expression which must be identically equal to zero, since the assumed series satisfies the differential equation. Equating to zero the coefficient of $x^{m-1}$, we have

$$
\begin{equation*}
m(m-4) a_{0}=0 \tag{1}
\end{equation*}
$$

Equating to zero the coefficient of $x^{m}$, we have

$$
\begin{equation*}
(m+1)(m-3) a_{1}+(m-2) a_{0}=0 . \tag{2}
\end{equation*}
$$

Finally, equating to zero the coefficient of $x^{m+r}$, we have the more general relation

$$
\begin{equation*}
(m+r+1)(m+r-3) n_{r+1}+(m+r-2) a_{r}=0 . \tag{3}
\end{equation*}
$$

We shall gain nothing by placing $a_{0}=0$ in expation (1), since $a_{0} x^{r^{2 n}}$ is assumed as the first term of the series. Hence to satisfy (1) we must have either

$$
m=0 \quad \text { or } \quad m=4
$$

Taking the first of these possihilities, namely $m=0$, we have, from (2),
and from (3),

$$
\begin{align*}
a_{1} & =-\frac{2}{3} a_{0} \\
a_{r+1} & =-\frac{r-2}{(r+1)(r-3)} a_{r} \tag{4}
\end{align*}
$$

This last formula (4) enables us to compute any coefficient, $a_{r+1}$, when we know the previons one, $n_{r}$. Thns we find $a_{2}=-\frac{1}{4} a_{1}=\frac{1}{6} a_{0}, a_{3}=0$, and therefore all coefficients after $a_{3}$ are equal to zero.

Hence we have as one solution of the differential equation the polynomial

$$
\begin{equation*}
y_{1}=a_{0}\left(1-\frac{2}{3} x+\frac{1}{6} x^{2}\right) \tag{5}
\end{equation*}
$$

Returning now to the second of the two possibilities for the value of $m$, we take $m=4$. Then (2) becomes
and (3) becomes $\quad a_{r+1}=-\frac{r+2}{(r+5)(r+1)} a_{r}$.

Computing from this the coefficients of the first four terms of the series, we have the solution

$$
\begin{equation*}
y_{2}=a_{0}\left(x^{4}-\frac{2}{5} x^{5}+\frac{3}{5 \cdot 6} x^{6}-\frac{4}{5 \cdot 6 \cdot 7} x^{7}+\cdots\right) . \tag{7}
\end{equation*}
$$

We have now in (5) and (7) two independent solutions of the differential equation. A more general solution is

$$
y=c_{1} y_{1}+c_{2} y_{2},
$$

and this may be shown to be the most general solution.
Ex. 2. Legendre's equation. $\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+n(n+1) y=0$.
Assuming the general form of the series, we have

$$
\begin{array}{rlr}
\frac{d^{2} y}{d x^{2}} & =m(m-1) a_{0} x^{m-2}+(m+1) m a_{1} x^{m-1}+(m+2)(m+1) a_{2} x^{m}+\cdots, \\
-x^{2} \frac{d^{2} y}{d x^{2}} & = & -m(m-1) a_{0} x^{m}-\cdots, \\
-2 x \frac{d y}{d x} & = & -2 m a_{0} x^{m}-\cdots, \\
n(n+1) y & = & n(n+1) a_{0} x^{m}+\cdots .
\end{array}
$$

Equating to zero the coefficients of $x^{m-2}, x^{m-1}$, and $x^{m}$, we have

$$
\begin{gather*}
m(m-1) a_{0}=0  \tag{1}\\
(m+1) m a_{1}=0  \tag{2}\\
(m+2)(m+1) \cdot a_{2}-(m-n)(m+n+1) a_{0}=0 \tag{3}
\end{gather*}
$$

To find a general law for the coefficients, we will find the term containing $x^{m+r-2}$ in each of the above expansions, this term being chosen because it contains $a_{r}$ in the first expansion. We have

$$
\begin{array}{rlr}
\frac{d^{2} y}{d x^{2}} & =\cdots+(m+r)(m+r-1) a_{r} x^{m+r-2}+\cdots, \\
-x^{2} \frac{d^{2} y}{d x^{2}} & =\cdots-(m+r-2)(m+r-3) a_{r-2} x^{m+r-2}-\cdots, \\
-2 x \frac{d!y}{d x} & =r \\
n(n+1) y & \cdots-2(m+r-2) a_{r-2} x^{m+r-2}-\cdots, \\
& \cdots+n(n+1) a_{r-2} x^{m+r-2}+\cdots,
\end{array}
$$

The coefficient of $x^{m+r-2}$ equated to zero gives

$$
\begin{equation*}
(m+r)(m+r-1) a_{r}-(m-n+r-2)(m+n+r-1) a_{r-2}=0 . \tag{4}
\end{equation*}
$$

We may satisfy (1) either by placing $m=0$ or by placing $m=1$. We shall take $m=0$. Then from (2), $a_{1}$ is arbitrary; from (3),

$$
\begin{equation*}
a_{2}=-\frac{n(n+1)}{2} a_{0} \tag{5}
\end{equation*}
$$

and from (4), $\quad a_{r}=-\frac{(n-r+2)(n+r-1)}{r(r-1)} a_{r-2}$.
By means of (6) we determine the solution

$$
\begin{align*}
y= & a_{0}\left(1-\frac{n(n+1)}{\lfloor 2} x^{2}+\frac{n(n-2)(n+1)(n+3)}{4} x^{4}-\cdots\right) \\
& +a_{1}\left(x-\frac{(n-1)(n+2)}{\lfloor 3} x^{3}+\frac{(n-1)(n-3)(n+2)(n+4)}{5} x^{5}-\cdots\right) . \tag{7}
\end{align*}
$$

Since $a_{0}$ and $a_{1}$ are arbitrary, we have in (7) the general solution of the differential equation. In fact, the student will find that if he takes the value $m=1$ from (1), he will obtain again the second series in (7).

Particular interest attaches to the cases in which one of the series in (7) reduces to a polynomial. This evidently happens to the first series when $n$ is an even integer, and to the second series when $n$ is an odd integer. By giving to $a_{0}$ or $a_{1}$ such numerical values in each case that the polynomial is equal to unity when $x$ is equal to unity, we obitain from the series in (7) the polynomials

$$
\begin{aligned}
& I_{1}=x, \\
& I_{2}=\frac{3}{2} x^{2}-\frac{1}{2}, \\
& I_{3}=\frac{5}{2} x^{3}-\frac{3}{2} x, \\
& P_{4}=\frac{7 \cdot 5}{4 \cdot 2} x^{4}-2 \frac{5 \cdot 3}{4 \cdot 2} x^{2}+\frac{3 \cdot 1}{4 \cdot 2}, \\
& P_{5}=\frac{9 \cdot 7}{4 \cdot 2} x^{5}-2 \frac{7 \cdot 5}{4 \cdot 2} x^{3}+\frac{5 \cdot 3}{4 \cdot 2} x,
\end{aligned}
$$

each of which satisfies a Legendre's differential equation in which $n$ has the value indicated by the suffix of $P$. These polynomials are called Legendre's coefficients.

Ex. 3. Bessel's equation. $x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}+\left(x^{2}-n^{2}\right) y=0$.
Assuming the series for $y$ in the usual form, we have

$$
\begin{aligned}
& x^{2} \frac{d^{2} y}{d x^{2}}=m(m-1) a_{0} x^{m}+(m+1) m a_{1} x^{m+1}+(m+2)(m+1) a_{2} x^{m+2}+\cdots, \\
& x \frac{d y}{d x}=\quad \quad m a_{0} x^{m}+(m+1) a_{1} x^{m+1} \quad+(m+2) a_{2} x^{m+2}+\cdots, \\
& -n^{2} y=-n^{2} a_{0} x^{m} \quad-n^{2} a_{1} x^{m+1} \quad-n^{2} a_{2} x^{m+2}-\cdots, \\
& x^{2} y= \\
& a_{0} x^{m+2}+\cdots .
\end{aligned}
$$

Equating to zero the coefficient of each of the first three powers of $x$, we have

$$
\begin{align*}
\left(m^{2}-n^{2}\right) a_{0} & =0  \tag{1}\\
{\left[(m+1)^{2}-n^{2}\right] a_{1} } & =0  \tag{2}\\
{\left[(m+2)^{2}-n^{2}\right] a_{2}+a_{0} } & =0 \tag{3}
\end{align*}
$$

To obtain the general law for the coefficients, we have

$$
\begin{array}{rrr}
x^{2} \frac{d^{2} y}{d x^{2}} & =\cdots+(m+r)(m+r-1) a_{r} x^{m+r}+\cdots \\
x \frac{d y}{d x} & = & \cdots+(m+r) a_{r} x^{m+r}+\cdots \\
-n^{2} y & = & \cdots-n^{2} a_{r} x^{m+r}-\cdots \\
x^{2} y & = & \cdots+a_{r-2} x^{m+r}+\cdots
\end{array}
$$

Equating to zero the coefficient of $x^{m+r}$, we have

$$
\begin{equation*}
\left[(m+r)^{2}-n^{2}\right] a_{r}+a_{r-2}=0 \tag{4}
\end{equation*}
$$

Equation (1) may be satisfied by $m= \pm n$. We will take first $m=n$. Then from (2), (3), and (4) we have

$$
a_{1}=0, \quad a_{2}=-\frac{a_{0}}{2(2 n+2)}, \quad a_{r}=-\frac{a_{r-2}}{r(2 n+r)} .
$$

By use of these results we obtain the series

$$
\begin{equation*}
y_{1}=a_{0} x^{n}\left(1-\frac{x^{2}}{2(2 n+2)}+\frac{x^{4}}{2 \cdot 4 \cdot(2 n+2)(2 n+4)}-\cdots\right) \tag{5}
\end{equation*}
$$

Similarly, by placing $m=-n$, we obtain the series

$$
\begin{equation*}
y_{2}=a_{0} x^{-n}\left(1+\frac{x^{2}}{2(2 n-2)}+\frac{x^{4}}{2 \cdot 4 \cdot(2 n-2)(2 n-4)}+\cdots\right) \tag{6}
\end{equation*}
$$

If, now, $n$ is any number except an integer or zero, each of the series (5) and (6) converges and the two series are distinct from each other. Hence in this case the general solution of the differential equation is

$$
y=c_{1} y_{1}+c_{2} y_{2}
$$

If $n=0$ the two series (5) and (6) are identical. If $n$ is a positive integer, series (6) is meaningless, since some of the coefficients become infinite. If $n$ is a negative integer, series (5) is meaningless, since some of the coefficients become infinite. Hence, if $n$ is zero or an integer, we have in (5) and (6) only one particular solution of the differential equation, and another particular solution must be found before the general solution is known. The manner in which this may be done cannot, however, be taken up here.

The series (5) and (6) with special values assigned to $a_{0}$ define new transcendental functions of $x$, called Bessel's functions. They are important in many applications to mathematical physics.

## PROBLEMS

Solve the following equations :

1. $x(1-y) d x+y(1-x) d y=0$.
2. $\sec ^{2} y d x+\cos ^{2} x d y=0$.
3. $y^{2} d x-\left(x^{2}+2 x y\right) d y=0$.
4. $\left(x \sqrt{x^{2}+y^{2}}-y^{2}\right) d x+x y d y=0$.
5. $\left[(x-y) e^{\frac{y}{x}}+x\right] d x+x e^{\frac{y}{x}} d y=0$.
6. $(2 x+3 y-4) d x+(3 x+y+1) d y=0$.
7. $(x+y-5) d x+(x+y-3) d y=0$.
8. $\left(y-x^{2}-1\right) d x+x d y=0$. 10. $\quad d x+(x-y) d y=0$.
9. $x d y-\left(y+x^{3} e^{3 x}\right) d x=0 \quad$ 11. $(x+1)^{2} y d x+(x+1)^{3} d y=d x$.
10. $\left(y+x y^{2}\right) d x-d y=0$.
11. $(1+x)^{2} d y-\left[(1+x) y+x^{2} y^{8}\right] d x=0$.
12. $\left(2 x+y e^{x y}\right) d x+\left(\cos y+x e^{x y}\right) d y=0$.
13. $\left(3 x^{2}+\frac{1}{x^{2}}+2 x y^{2}-2 \frac{y^{2}}{x^{3}}\right) d x+\left(3 y^{2}+\frac{1}{y^{2}}+2 x^{2} y+2 \frac{y}{x^{2}}\right) d y=0$.
14. $\left(\frac{1}{x}-\frac{y}{x^{2}} e^{\frac{y}{x}}\right) d x+\left(\frac{1}{x} e^{\frac{y}{x}}-\frac{1}{y}\right) d y=0$.
15. $\left(\frac{1}{x-y}+\frac{y}{x^{2}+y^{2}}\right) d x+\left(\frac{1}{y-x}-\frac{x}{x^{2}+y^{2}}\right) d y=0$.
16. $x d x+y d y=\left(x^{2}+y^{2}\right) d x$.
17. $x d y-y d x=\sqrt{x^{2}-y^{2}} d x$.
18. $y e^{-\frac{x}{y}} d x-\left(x e^{-\frac{x}{y}}+y^{3}\right) d y=0$.
19. $3 \sin (x+y) d x+[3 \sin (x+y)-2 y \cos (x+y)] d y=0$.
20. $x \cos ^{2} y d x-\csc x d y=0$.
21. $d x+(x \tan y-\sec y) d y=0$.
22. $\left(y-\sqrt{x^{2}+y^{2}}\right) d x-x d y=0$.
23. $\left(x^{2}-y^{3}\right) d x+3 x y^{2} d y=0$.
24. $(2 x-5 y+5) d x+(4 x-y+1) d y=0$.
25. $\left(\frac{1}{x}-\frac{y}{x^{2}+y^{2}}\right) d x+\left(\frac{x}{x^{2}+y^{2}}-\frac{1}{y}\right) d y=0$.
26. $\left(2 y-x^{2}+1\right) d x+\left(x^{2}-1\right) d y=0$.
27. $x^{2} \sqrt{1-y^{2}} d x-y^{2} \sqrt{1-x^{2}} d y=0$.
28. $2 x y d x-\left(4 x^{2}+y^{2}\right) d y=0$.
29. $x d x+y d y+\left(x^{2}+y^{2}\right)^{\frac{1}{2}}(y d x-x d y)=0$.
30. $e^{x}\left(x^{2}+y^{2}+2 x\right) d x+2 y e^{x} d y=0$.
31. $\left(3 x y+2 e^{x^{3}}\right) x d x-d y=0$.
32. $(2-x y) y d x+(2+x y) x d y=0$.
33. $\left(5 y^{2}-6 x y\right) d x+\left(6 x^{2}-8 x y+y^{2}\right) d y=0$.
34. $x\left(1+x^{2}\right) d y-\left[\left(1+x^{2}\right) y+x y^{2}\right] d x=0$.
35. $x d x+\left(y-\sqrt{x^{2}+y^{2}}\right) d y=0$.
36. $\left[y \cos 2 x+2(\sin 2 x)^{\frac{3}{2}}\right] d x+\sin 2 x d y=0$.
37. $\left(1+\frac{x}{\sqrt{x^{2}-y^{2}}}\right) d x+\left(1-\frac{y}{\sqrt{x^{2}-y^{2}}}\right) d y=0$.
38. $\left(x^{3} y^{3}+y^{3}\right) d x+\left(x^{3} y^{3}-x^{3}\right) d y=0$.
39. $\left(x y-x^{3}\right) d x+d y=0$.
40. $\left(x-y \tan ^{-1} \frac{y}{x}\right) d x+x \tan ^{-1} \frac{y}{x} d y=0$.
41. $(2 x-3 y+1) d x+(2 x-3 y+2) d y=0$.
42. $(x+2 y) d x-(2 x-y) d y=0$.
43. $\left(x^{2}+y^{2}+y^{4}\right) d x-2 x y d y=0$.
44. $\left[x y-x^{3} y^{3}\left(1+x^{2}\right)\right] d x+\left(1+x^{2}\right) d y=0$.
45. $\left(x y^{2}-\frac{1}{x^{2}} e^{\frac{1}{x}}\right) d x+x^{2} y d y=0$.
46. $\left(y+x^{2}-1\right) x d x-\left(x^{2}-1\right) d y=0$.
47. $\left(2 x y^{2}-3 y\right) d x+\left(2 x^{2} y+x\right) d y=0$.
48. $\frac{d^{2} y}{d x^{2}}=\frac{1}{x}$.
49. $\frac{d^{2} y}{d x^{2}}=\frac{1}{\sqrt{1-x^{2}}}$.
50. $y \frac{d^{2} y}{d x^{2}}-\left(\frac{d y}{d x}\right)^{2}=y^{4}$.
51. $y \frac{d^{2} y}{d x^{2}}-\left(\frac{d y}{d x}\right)^{2}+\left(\frac{d y}{d x}\right)^{3}=0$.
52. $\frac{d^{2} y}{d x^{2}}=\frac{1}{(1+x)^{2}}$.
53. $\frac{d^{2}!y}{d x^{2}}+\frac{d y}{d x} \tan x=\sin 2 x$.
54. $\frac{d^{2} y}{d x^{2}}=\sec ^{2} \omega x$.
55. $\frac{d^{2} y}{d x^{2}}=-k^{2} y$.
56. $x \frac{d^{2} y}{d x^{2}}-\frac{d y}{d x}=x^{2} e^{x}$.
57. $\frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}=\sin x$.
58. $x \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}+x=0$.
59. $y \frac{d^{2} y}{d x^{2}}=\left(\frac{d y}{d x}\right)^{2}+1$.
60. $x \frac{d^{2} y}{d x^{2}}=\sqrt{1+\left(\frac{d y}{d x}\right)^{2}}$.
61. $\frac{d^{2} y}{d x^{2}}=l^{2} y$.
62. $\frac{d y}{d x}+\sqrt{x^{2}+\left(\frac{d y}{d x}\right)^{2}}-x \frac{d^{2} y}{d x^{2}}=0$.
63. Solve $\frac{d^{2} y}{d x^{2}}=\frac{1}{3} \sqrt{y}$, under the hypothesis that, when $x=-1$ $y=0$ and $\frac{d!y}{d x}=0$.
64. Solve $\frac{d^{2} y}{d x^{2}}=2 y^{3}+6 y$, under the hypothesis that, when $x=\frac{\pi}{2}$, $y=0$ and $\frac{d y}{d x}=3$.
65. Solve $\frac{d^{2} y}{d x^{2}}=\tan ^{3} y+\tan y$, under the hypothesis that, when $x=\frac{\pi}{2}, y=0$ and $\frac{d y}{d x}=1$.
66. Solve $\frac{d^{2} y}{d x^{2}}=\tan y+\tan ^{3} y$, under the hypothesis that, when $x=0, y=\frac{\pi}{4}$ and $\frac{d y}{d x}=1$.

Solve the following equations:
69. $\frac{d^{2} y}{d x^{2}}-\frac{d y}{d x}-6 y=6-7 x-3 x^{2}$.
70. $\frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}-2 y=8 \sin 2 x$. $\quad$ 71. $\frac{d^{2} y}{d x^{2}}+6 \frac{d y}{d x}+5 y=e^{2 x}$.
72. $\frac{d^{2} y}{d x^{2}}+4 \frac{d y}{d x}+4 y=4 x^{2}-8 x+2$.
73. $\frac{d^{2} y}{d x^{2}}+9 y=6 e^{3 x}$.
76. $\frac{d^{2} y}{d x^{2}}-3 \frac{d y}{d x}=2-6 x$.
74. $\frac{d^{2} y}{d x^{2}}-\frac{d y}{d x}+y=x^{3}+6$.
77. $\frac{d^{2} y}{d x^{2}}-4 y=e^{2 x} \sin 2 x$.
75. $\frac{d^{2} y}{d x^{2}}+8 \frac{d y}{d x}+15 y=2 e^{-3 x}$.
78. $\frac{d^{2} y}{d x^{2}}+4 \frac{d y}{d x}+5 y=20 \cos 3 x$.
79. $4 \frac{d^{2} y}{d x^{2}}-4 \frac{d y}{d x}-3 y=2 \sin x+\cos 2 x$.
80. $\frac{d^{2} y}{d x^{2}}-2 \frac{d y}{d x}+3 y=e^{-x} \cos x . \quad$ 82. $\frac{d^{2} y}{d x^{2}}+9 y=2 \sin 3 x$.
81. $\frac{d^{2} y}{d x^{2}}+4 \frac{d y}{d x}+4 y=x^{2} e^{3 x} . \quad$ 83. $\frac{d^{2} y}{d x^{2}}-\frac{d y}{d x}-2 y=(x+\sin x) e^{x}$
84. $\frac{d^{2} y}{d x^{2}}-7 \frac{d y}{d x}+10 y=x e^{2 x}+\sin x$.
85. $\frac{d^{2} y}{d x^{2}}+2 \frac{d y}{d x}+4 y=2 x+3 e^{2 x}$.
86. $\frac{d^{2} y}{d x^{2}}-2 \frac{d y}{d x}-3 y=x e^{x}+\cos 2 x$.
87. $\frac{d^{2} y}{d x^{2}}-4 \frac{d y}{d x}+8 y=4 x^{2}-15 \cos 3 x$.
88. $\frac{d^{3} y}{d x^{3}}+y=x^{3}+x$.
89. $\frac{d^{3} y}{d x^{3}}+3 \frac{d^{2} y}{d x^{2}}-\frac{d y}{d x}-3 y=3 x^{2}+10 \sin 3 x$.
90. $\frac{d^{3} y}{d x^{3}}-2 \frac{d^{2} y}{d x^{2}}-4 \frac{d y y}{d x}+8 y=x e^{2 x}+4 x^{2}$.
91. $\frac{d^{3} y}{d x^{3}}-\frac{d^{2} y}{d x^{2}}-4 \frac{d y}{d x}+4 y=e^{x}+e^{2 x}+e^{3 x}$.
92. $\frac{d^{3} y}{d x^{3}}-\frac{d^{2} y}{d x^{2}}+4 \frac{d y}{d x}-4 y=\cos 2 x$.
93. $\frac{d^{3}!}{d x^{3}}+2 \frac{d^{2} y}{d x^{2}}-\frac{d y}{d x}-2 y=5 \sin 2 x+12 x e^{2 x}$.
94. $\frac{d^{3} y}{d x^{3}}+3 \frac{d^{2} y}{d x^{2}}+3 \frac{d y}{d x}+y=5 e^{x} \sin x$.
95. $\frac{d^{4} y}{d x^{4}}+2 \frac{d^{2} y}{d x^{2}}+y=x^{2}+x$.
96. $\frac{d^{4} y}{d x^{4}}-8 \frac{d d^{2} y}{d x^{2}}+16 y=8 e^{2 r}$.
97. $\frac{d^{4} y}{d x^{4}}+5 \frac{d^{2} y}{d x^{2}}-36 y=20 e^{2 x} \cos 3 x$.
98. $\frac{d^{4} y}{d x^{4}}+2 \frac{r^{2} y}{d x^{2}}=2 x+2 \pi e^{-x} \sin 2 x$.
99. $\frac{d^{4} y}{d x^{4}}+4 \frac{d^{3} y}{d x^{3}}=4 \cos 4 x$.
100. $\frac{d x}{d t}-\frac{d!}{d t}=0$,

$$
\frac{d^{2} y}{d t^{2}}-2 \frac{d x}{d t}+x=e^{2 \ell}
$$

104. $2 \frac{d x}{d t}+\frac{d y}{d t}-x+7 y=e^{3 t}$,
105. $\frac{d x}{d t}+y=e^{\prime}$,

$$
\text { 105. } \frac{r^{2} \cdot r}{d t^{2}}-3 \frac{d y}{\lambda t}=t^{2}
$$

$x-\frac{d y}{d t}=r^{-1}$.

$$
\frac{d^{2} x}{d t^{2}}-2 \frac{d y}{d t}-2 x+y=t
$$

102. $\frac{d^{2} x}{d t^{2}}+\frac{d y}{d t}=\sin t$,

$$
\frac{d x}{d t}+\frac{r^{2}!}{d t^{2}}=\cos t
$$

106. $\frac{d^{2} \cdot x}{d t^{2}}+2 \frac{d \cdot r}{d t}+\frac{d y}{d t}=2 e^{2 t}$,
$\frac{d x}{d t}+\frac{d y}{d t}+2 x-2 y=3 t^{2}$.
107. $\frac{d x}{d t}=4 x-y+2$,
108. $\frac{T^{2} x}{d t^{2}}-a^{2} y=0$,
$\frac{d y}{d t}=2 y-3 x+1$.

$$
\frac{d^{2} y}{d t^{2}}+u^{2} x=0
$$

Solve the following equations by means of series:

$$
\begin{aligned}
& \text { 108. } x^{2} \frac{d^{2} y}{d x^{2}}+\left(x-2 x^{2}\right) \frac{d y}{d x}-9 y=0 . \\
& \text { 109. }\left(x-x^{2}\right) \frac{d^{2} y}{d x^{2}}+5 \frac{d y}{d x}+6 y=0 . \\
& \text { 110. } x^{2} \frac{d^{2} y}{d x^{2}}+x^{2} \frac{d y}{d x}+(x-6) y=0 . \\
& \text { 111. }\left(1+x^{2}\right) \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}-n y=0 . \\
& \text { 112. } 2 x^{2} \frac{d^{2} y}{d x^{2}}-x \frac{d y}{d x}+\left(1-x^{2}\right) y=0 . \\
& \text { 113. } x \frac{d^{2} y}{d x^{2}}+3 \frac{d y}{d x}+x^{3} y=0 .
\end{aligned}
$$

114. Prove that any curve the slope of which at any point is proportional to the abscissa of the point is a parabola.
115. Find a curve passing through $(0,-2)$ and such that its slope at any point is equal to three more than the ordinate of the point.
116. Find the curve the slope of which at any point is proportional to the square of the ordinate of the point and which passes through (1, 1).
117. Find the curve in which the slope of the tangent at any point is $n$ times the slope of the straight line joining the point to the origin.
118. Find in polar coördinates the equation of a curve such that the tangent of the angle between the radius vector and the curve is equal to minus the reciprocal of the radius vector.
119. Find in polar coördinates the equation of a curve such that the tangent of the angle between the radius vector and the curve is equal to the square of the radius vector.
120. Find in polar coördinates the curve in which the angle between the radius vector and the tangent is $n$ times the vectorial angle.
121. A point moves in a plane curve such that the tangent to the curve at any point and the straight line from the same point to the origin of coördinates make complementary angles with the axis of $x$. What is the equation of the curve?
122. Show that if the normal to a curve always passes through a fixed point the eurve is a circle.
123. Find the eurve in which the perpendicular from the origin upon the tangent is equal to the abscissa of the point of contact.
124. Find the eurve in which the perpendieular upon the tangent from the foot of the ordinate of the point of contact is a constant $a$.
125. Find the curve in which the length of the portion of the normal between the curve and the axis of $x$ is proportional to the square of the ordinate.
126. Derive the equation of a curve such that the sum of the ordinate at any point on it and the distance from the point to the axis of $x$, measured along the tangent, is always equal to a constant $a$.
127. Find the polar equation of a curve such that the perpendieular from the pole upon any tangent is $k$ times the radius vector of the point of contact.
128. Find the eurve in which the chain of a suspension bridge hangs, assuming that the load on the chain is proportional to its projection on a horizontal line.
129. Find the curve such that the area included between the curve, the axis of $x$, a fixed ordinate, and a variable ordinate is proportional to the difference between the fixed ordinate and the variable ordinate.
130. Find the curve in which the area bounded by the curve, the axis of $x$, a fixed ordinate, and a variable ordinate is proportional to the length of the are which is part of the boundary.
131. Find the curve in which the length of the are from a fixed point to any point $P$ is proportional to the square root of the abscissa of $P$.
132. Find the space traversed by a moving body in the time $t$ if its velocity is pronortional to the distance traveled and if the body travels 100 ft . in 10 see. and 200 ft . in 15 see.
133. In a chemical reaction the rate of change of concentration of a substance is proportional to the concentration of the substance. If the concentration is $\frac{1}{100}$ when $t=0$, and $\frac{1}{2} \frac{1}{50}$ when $t=5$, find the law conneeting the eoncentration and the time.
134. Assuming that the rate of change of atmospheric pressure $p$ at a distance $h$ above the surface of the earth is proportional to the pressure, and that the pressure at sea level is 14.7 ll . per square inch and at a distance of 1600 ft . above sea level is 13.8 lb . per square inch, find the law connecting $h$ and $p$.
135. The sum of $\$ 100$ is put at interest at the rate of $5 \%$ per annum, under the condition that the interest shall be compounded at each instant of time. How much will it amount to in 50 yr . ?
136. If water is rumning out of an orifice near the bottom of a cylindrical tank, the rate at which the level of the water is sinking is proportional to the square root of the depth of water. If the level of the water sinks halfway to the orifice in 20 min ., how long will it be before it sinks to the orifice?
137. Find the deflection of a beam fixed at one end and weighted at the other.
138. Find the deflection of a beam fixed at one end and uniformly loaded.
139. Find the deflection of a beam loaded at its center and supported at its ends.
140. Find the curve whose radius of curvature is constant.
141. Find the curve in which the radius of curvature at any point varies as the cube of the length of the normal between that point and the axis of $x$.
142. A particle moves in a straight line from a distance $a$ towards a center of force which attracts with a magnitude equal to $\frac{\mu}{r^{3}}$. If the particle was originally at rest, how long will it be before it reaches the center?
143. A particle moves in a straight line from a distance $a$ towards a center of force which attracts with a magnitude equal to $\mu r^{-\frac{5}{3}}$. If the particle was originally at rest, how long will it be before it reaches the center?
144. A particle begins to move from a distance $a$ towards a fixed center of force which repels with a magnitude equal to $\mu$ times the distance of the particle from the center. If its initial velocity is $\sqrt{\mu r^{2}}$, show that the particle will continually approach, but never reach, the center.
145. A particle moves along a straight line towards a center of force which attracts directly as the distance from the center. If it starts from a position of rest $a$ units from the center, what velocity will it have acquired when it has traversed half the distance to the center?
146. A particle moves in a straight line from a distance $a$ towards a center of force which attracts with a magnitude equal to $\frac{1}{2 r^{2}}$, $r$ denoting the distance of the particle from the center of force. If the particle had an initial velocity of $\frac{1}{\sqrt{a}}$, how long will it take to traverse half the distance to the center?
147. A body moves through a distance $d$ under the action of a constant force. Its initial velocity is $c_{1}$, and its final velocity is $r_{2}$. Find the time required.
148. A particle moves from rest to a center of force which attracts with a magnitude equal to $\frac{\mu}{r^{2}}$. Show that the average velocity on the first half of its path is to the average velocity on the second half in the ratio $\pi-2: \pi+2$.
149. Assuming that gravity varies inversely as the square of the distance from the center of the earth, find the velocity accuired by a body falling from infinity to the surface of the earth.
150. Find the velocity acquired by a body sliding down a curve, without friction, under the influence of gravity.
151. A bullet is fired horizontally into a sand bank in which the retardation is equal to the square root of the relocity: When will it come to rest if the velocity on entering is 100 ft . per second?
152. A motor boat weighing 1000 ll . is moving in a straight line with a velocity of 100 ft . per second when the motor is shat off. If the resistance of the water is directly proportional to the velocity of the boat, and is equal to 10 lb . when the velocity is 1 ft . per second, how far will the boat move before its velocity is reduced to 25 ft . per second? How long will it be before this reduction of velocity takes place?
153. A particle is projected vertically upward from the earth's surface in a medium in which the resistance is $k$ times the square of the velocity. If $v_{1}$ is the velocity of projection and $v_{2}$ is the
velocity with which the particle returns to its starting point, find the value of $v_{2}$ in terms of $v_{1}, k$, and the mass of the particle.
154. The force exerted by a stretched elastic string is directly proportional to the difference between its stretched length and its natural length. One end of an elastic string of inconsiderable mass and of natural length 2 ft . is fastened at a point on the surface of a smooth table. A particle of mass $\frac{1}{16} \mathrm{lb}$. is attached to the other end of the string and is drawn back till the string is stretched by an amount 1 ft ., and is then released. Find the time of a complete oscillation of the particle if a force of $\frac{1}{4} \mathrm{lb}$. is required to stretch the string to double its natural length.
155. A particle of unit mass moving in a straight line is acted on by an attracting force in its line of motion directed towards a center and proportional to the distance of the particle from the center, and also by a periodic force equal to $a \cos k t$. Determine its motion.
156. A particle of unit mass moving in a straight line is acted on by three forces - an attracting force in its line of motion directed towards a center and proportional to the distance of the particle from the center, a resisting force proportional to the velocity of the particle, and a periodic force equal to $u \cos k t$. Determine the motion of the particle.
157. Under what conditions will the motion of the particle in problem 156 consist of oscillations the amplitudes of which become very large as the time increases without limit?

## ANSWERS

(The answers to some problems are intentionally omitted.)
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## CHAPTER I

1. $5+3 \sqrt{5}$.
2. $\left(\frac{1}{2}, 1\right)$.
$11\left(-2 \frac{5}{3}, 3 \frac{2}{3} \frac{1}{4}\right)$.
3. $\left(-\frac{5}{8}, 0\right)$.
4. $10+2 \sqrt{65}$.
5. $\left(\frac{1}{18}, 2 \frac{1}{1} \frac{7}{8}\right)$.
6. $(-3,11)$.
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14. $(4,7),(4,-1),(-4,3)$.
15. $\left(1_{1}^{3} \mathrm{I}, \mathrm{T}^{7} \mathrm{~T}\right),\left(1 \frac{5}{9},-\frac{7}{9}\right)$.
16. $(0,4)$.
17. $\left(\frac{2}{5}, 4 \frac{1}{5}\right)$.
18. $\frac{1}{4}, 0, \infty$.
19. $3 \sqrt{5}, \frac{1}{2} ; 8,0 ; \sqrt{13},-\frac{3}{2}$.
20. $\left(-\frac{2}{3}, 1 \frac{1}{3}\right)$.
21. $\left(3 \frac{4}{7},-2 \frac{1}{7}\right),\left(4 \frac{3}{7},-3 \frac{6}{7}\right)$.
22. $\left(1 \frac{1}{3},-4\right),\left(5 \frac{2}{3},-1\right)$.
23. $(4,5),(-2,-3)$.
24. $\left(-\frac{1}{2},-2 \frac{1}{4}\right)$.
25. $(-4,-1)$.
26. $(10,17)$.
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28. $(-3,2)$.
29. $\frac{5}{2} \sqrt{5}, \frac{1}{2} \sqrt{26}, \frac{1}{2} \sqrt{149}$.
30. $\infty, 3$.
31. $(16,-2)$.
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59. $62,-1,-13$.
62. $\frac{1}{5} \sqrt{15}, 0, \frac{1}{3} \sqrt{3}$.
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73. $-5,-4,-4,0$.

Page 37
77. (2, 4).
78. $\left(-\frac{1}{2}, \frac{2}{3}\right)$.
79. $(3,4),\left(-1 \frac{2}{5},-4 \frac{4}{5}\right)$.
80. $(-3,1)$.
82. $\left(-\frac{1}{2} \pm \frac{1}{2} \sqrt{5}, \frac{13}{4} \mp \frac{3}{4} \sqrt{5}\right)$.

## CHAPTER II

## Page 38

| 93. $(0,0),\left(2, \pm 1 \frac{1}{2}\right)$. | $96 .( \pm 1,33$ |  |  |
| :--- | :--- | :--- | :--- |
| 94. $(1, \pm 1)$. | $99 .-2.07$. | 102. 2.41. |  |
| 95. $( \pm 2 \sqrt{2}, 2)$. | $97 .\left(3,2 \frac{1}{2}\right),\left(-1,1 \frac{1}{2}\right)$. | $100.46,2.05$. | $103 .-2.52$. |
|  | 98.1 .46. | $101.1 .12,3.93$. |  |
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83. $(-4,-3),\left(-3 \frac{1}{9},-1 \frac{2}{3}\right)$. 88. $\left(\frac{1}{2}, 0\right),(2,3)$.
84. (5, $\left.1 \frac{1}{2}\right)$.
85. $(0,1),\left(1, \frac{1}{2}\right)$.
86. $\left(2, \frac{1}{2}\right),(1,2)$.
87. $( \pm 3, \pm 4)$.
88. $\left(-1,-1 \frac{1}{2}\right)$.
89. $( \pm 2 \sqrt{2}, 2)$.
90. $( \pm 4, \pm 2),\left( \pm 3, \pm 1 \frac{1}{2}\right)$.
91. $\left( \pm \frac{1}{2}, \pm \frac{1}{2}\right)$.
92. $(1,7),(-5,9),(2,-4)$.

## CIIAPTER III
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5. $y^{3}+3 x^{2}=0$.
6. $x^{2}+4 y=0$.
7. $4 x^{2}+9 y^{2}=1$.
8. $y^{2}=4 x$.
9. $3 x y=7$.
10. $2 x^{2}-4 y^{2}=9$.
11. $x y=6$.
12. $a b-c$.
13. $\frac{c^{2}}{4 a}+\frac{d^{2}}{4 b}-e$.
14. $(\sqrt{3}, 1),(1,-\sqrt{3}) .(1-\sqrt{3},-1-\sqrt{3})$.
15. $\left(\frac{3}{2} \sqrt{2}, \frac{1}{2} \sqrt{2}\right),(2 \sqrt{2}, 0),\left(\frac{1}{2} \sqrt{2},-\frac{3}{2} \sqrt{2}\right)$.
16. $(2,1),(-2,-1),\left(-\frac{2}{5},-2 \frac{1}{5}\right)$.
17. $x^{2}+7 y^{2}=14$.
417.2
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19. $5 x^{2}+y^{2}=5$.
20. $13 y^{2}-14=0$.
21. $4 x^{2}+9 y^{2}=36$.
22. $x^{2}-y^{2}=4$.
23. $2 x y \pm 49=0$.
24. $3 x^{2}+2 y^{2}=6$.
25. $3 x^{2}-2 y^{2}=30$.
26. $y^{2}=2 x$.
27. $10 x^{2}+5 y^{2}-22 x+4 y-20=0$.
28. $x^{2}+7 y^{2}=14$.
29. $205 x^{2}+520 y^{2}=4264$.
30. $4 x y+13=0$.
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32. $24 x^{2}-15 y^{2}=200$.
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## CHAPTER V

14. $b x+a y-a b=0$.
15. $11 x+4 y-18=0$.
16. $23 x-14 y+26=0$.
17. $2 x+y-1=0$.
18. $12 x+3 y-2=0$.
19. $6 x-4 y+1=0$.
20. $5 x+4 y+9=0$.
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27. $4 x-3 y=0$.
28. $4 x+7 y+13=0$.
29. $4 x+10 y+1=0$.
30. $24 x-21 y+109=0$.
31. $36 x+24 y+35=0$.
32. $4 x-10 y+1=0$.
33. $2 x-y-5=0$.
34. $\tan ^{-1} \frac{1}{2}$.
35. $\tan ^{-1} 12$.
36. $\tan ^{-1} \frac{3}{5}$.
37. $\tan ^{-1} 5$.
38. $\tan ^{-1} \frac{9}{13}$.
39. $(-2,4), \tan ^{-1} \frac{2}{1} \frac{4}{1} ;(-3,-5), \tan ^{-1} \frac{1}{5} ;(3,1), \tan ^{-1} 4$.
40. $2 x-9 y+6=0,7 x-6 y+21=0$.
41. $7 x+y-25=0, x-7 y-25=0$.
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43. $8 x+y+9=0,4 x+7 y+11=0$.
51. $\sqrt{61}, \frac{4}{6} \frac{7}{1} \sqrt{61}$.
52. $5 x-2 y=0$, $4 x+5 y-11=0$, $x-7 y+11=0$.
53. $(2,-3)$.
54. $\frac{2}{1.3} \sqrt{13}$.
44. $y-1=0,4 x+3 y-11=0$.
45. $x-3=0,4 x-3 y-9=0$.
49. $\frac{6}{5} \sqrt{10}, \frac{1}{1} \frac{2}{7} \sqrt{34}, 4 \sqrt{2}$.
50. ${ }_{1}^{2} \frac{5}{7} \sqrt{17}$.
55. $1^{4} 7 \sqrt{34}$.
56. $2 \sqrt{2}$.
57. $9 \frac{4}{5}$.
58. $\frac{3}{2}$.
59. $\frac{1_{5}^{2}}{2},-\frac{4}{3}$.
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60. $5 x-2 y-4=0 ; 2 \sqrt{29}$.
61. $\left( \pm \frac{32}{17} \sqrt{17}, \mp \frac{8}{17} \sqrt{17}\right)$.
62. ( $2 \frac{1}{8}, \frac{7}{12}$ ).
63. $\left(-5,-3 \frac{1}{3}\right),\left(-2 \frac{1}{7}, 1 \frac{3}{7}\right)$.
64. $\left(-1 \frac{1}{4},-\frac{3}{4}\right)$.
65. $(4,-6),\left(2 \frac{2}{5},-6 \frac{4}{5}\right)$.
66. $(-8,-11),(10,13)$;
$(-11,-15),(7,9)$.
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3. $5 x-3 y+4=0$.

## CHAPTER VI

7. $y^{2}-10 x+25=0$.
8. $x+y+8=0,4 x-4 y-7=0$.
9. $x^{2}-3 y^{2}-4 y+4=0$.
10. $2 x+8 y-5=0,16 x-4 y-1=0$.
11. $x^{2}+(y-3)^{2}= \pm x^{3}$.
12. $21 x-77 y+96=0,99 x+27 y-86=0$.
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10. $y^{2}+4 y-2 x+11=0$.
11. $x^{2}=a y$.
12. $x^{4}+x^{2} y^{2}=y^{2}$.
13. $91 x^{2}-24 x y+84 y^{2}-364 x-152 y+464=0$.
14. $x^{2}+y^{2}-6 x+10 y+18=0$.
15. $5 x^{2}+5 y^{2}+8 x-6 y-15=0$.
16. $x^{2}+y^{2}+2 x-2 y-6=0$.
17. $(-1 \pm 2 \sqrt{3}, 0)$.
18. $x^{2}+y^{2} \pm 2 a x=0$.
19. $x^{2}+y^{2}+4 x-3 y=0$.
20. $2 x+y-3=0 ; \frac{3}{5} \sqrt{5}$.
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25. $x^{2}+y^{2}-2 x-2 y=0$.
26. $x^{2}+y^{2}+3 x-4 y=0$.
27. $2 x^{2}+2 y^{2}+3 \dot{x}-2=0$.
28. $x^{2}+y^{2}-4 x+4 y+4=0$,
$x^{2}+y^{2}-20 x+20 y+100=0$.
29. $5 x^{2}+5 y^{2} \pm 9 y-80=0$.
30. $7 x^{2}+7 y^{2}-19 x+11 y-6=0$.
31. $4 x^{2}+4 y^{2}-60 x-60 y+225=0,64 x^{2}+64 y^{2}+240 x-240 y+225=0$.
32. $x^{2}+y^{2}-2 x+12 y+12=0, x^{2}+y^{2}-16 x-2 y+40=0$.
33. $x^{2}+y^{2}+26 x+16 y-32=0$.
34. $x^{2}+y^{2}-6 x-10 y+9=0, x^{2}+y^{2}+18 x-34 y+81=0$.
35. $x^{2}+y^{2}-8 x-12 y+48=0$.
36. $x^{2}+y^{2}+4 x-2 y-20=0, x^{2}+y^{2}+24 x-42 y-40=0$.
37. $13 x^{2}+13 y^{2}-156 x-52 y+295=0,13 x^{2}+13 y^{2}-52 x-104 y+259=0$.
38. 5,$3 ; \frac{4}{5} ;( \pm 4,0)$.
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39. $\frac{1}{3} \sqrt{6}, \frac{1}{2} \sqrt{2} ; \frac{1}{2} ;\left( \pm \frac{1}{6} \sqrt{6}, 0\right)$. 46. $x^{2}+4 y^{2}-4 x+24 y+24=0$.
40. $\left(0, \pm \frac{1}{2} \sqrt{2}\right) ; \frac{1}{2} \sqrt{2} ;\left(0, \pm \frac{1}{2}\right)$.
41. $36 x^{2}+25 y^{2}-72 x+50 y+60=0$.
42. $(-2,1)$; $(-5,1),(1,1)$;
43. $5 x^{2}+9 y^{2}=180$.
$\frac{1}{3} \sqrt{5} ;(-2 \pm \sqrt{5}, 1)$.
44. $3 x^{2}+4 y^{2}=48$.
45. $\left(\frac{1}{2},-\frac{1}{3}\right)$; $\left(\frac{1}{2},-4 \frac{1}{3}\right),\left(\frac{1}{2}, 3 \frac{2}{3}\right)$;
46. $9 x^{2}+8 y^{2}+16 y-64=0$.
$\frac{1}{4} \sqrt{7} ;\left(\frac{1}{2},-\frac{1}{3} \pm \sqrt{7}\right)$.
47. $9 x^{2}+25 y^{2}=225$.
48. $l^{2} x^{2}+a^{2} y^{2}-2 a b^{2} x=0$.
49. $4 x^{2}+3 y^{2}=108$.
50. $b^{2} x^{2}+a^{2} y^{2}-2 a^{2} b y=0$.
51. $9 x^{2}+25 y^{2}=225$.
52. $\frac{1}{7} \sqrt{385}, \frac{1}{3} \sqrt{165}$.
53. $13 x^{2}+9 y^{2}-26 x-104=0$.
54. $36 x^{2}+20 y^{2}=1125$.
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56. $3 x^{2}+4 y^{2}=27$.
57. $\frac{1}{2} \sqrt{2}$.
58. $\frac{1}{5} \sqrt{29} ;( \pm \sqrt{29}, 0)$; $2 x \pm 5 y=0$.
59. $\frac{1}{3} \sqrt{13} ;( \pm \vee \overline{13}, 0)$; $2 x \pm 3 y=0$.

5\%. $9 x^{2}+8 y^{2}+36 x-48 y-20=0$.
58. $16 x^{2}+15 y^{2}-32 x-60 y-164=0$.
59. $8 x^{2}+9 y^{2}=162$.
60. $\frac{1}{2} ; 3 x^{2}+4 y^{2}=3 a^{2}$.
61. $4 x^{2}+9 y^{2}=4 a^{2} ; \frac{1}{3} \sqrt{5}$.
65. $(2,-3) ; \frac{1}{2} \sqrt{13} ;(2 \pm \sqrt{13},-3) ; 3 x-2 y-12=0,3 x+2 y=0$.
66. $(-1,2) ; \frac{1}{2} \sqrt{10} ;\left(-1,2 \pm \frac{7}{3} \sqrt{10}\right) ; y-2= \pm \frac{1}{3} \sqrt{6}(x+1)$.
67. $4 x^{2}-20 y^{2}-8 x-80 y-79=0$.
68. $100 x^{2}-36 y^{2}+400 x+216 y+301=0$.
69. $b^{2} x^{2}-a^{2} y^{2}-2 a b^{2} x=0$.
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70. $7 x^{2}-9 y^{2}=63$.
71. $5 y^{2}-4 x^{2}=20$.
7.2. $28 x^{2}-36 y^{2}-56 x+144 y-291=0$.
72. $9 x^{2}-16 y^{2}-54 x+32 y-79=0$.
73. $3 x^{2}-y^{2}=3 a^{2}$.
74. $153 x^{2}-425 y^{2}=450$.
75. $9 x^{2}-7 y^{2}=63 ; \sqrt{7} x \pm 16=0,4 x \pm 7=0$.
76. $\left(\frac{1}{2},-2\right) ; y+2=0 ;(2,-2) ; x+1=0$.
77. $x^{2}-y^{2}=8$.
78. $\pm \tan ^{-1} \frac{1}{2} \sqrt{5}$.
79. $\cos ^{-1} \frac{2-e^{2}}{e^{2}}$.
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84. $\left(-\frac{1}{2}, 1\right) ; 2 x+1=0 ;\left(-\frac{1}{2}, 1 \begin{array}{l}1 \\ 1 \\ 6\end{array}\right) ;$ $16 y-19=0$.
85. $2 y^{2}-12 y+9 x=0$.
86. $12 x^{2}+36 x+y+25=0$.
87. $y^{2}=4 p x+4 p^{2}$.
88. $y^{2}=4 p x-4 p^{2}$.
89. $y^{2}-4 y-8 x+28=0$.
90. $x^{2}+2 x+8 y-15=0$.
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98. $27 \frac{7}{9} \mathrm{ft}$.
99. $6 \pi \sqrt{3} \mathrm{in}$.
100. $( \pm \sqrt{5}, 0) ; \sqrt{5} x \pm 9=0$.
101. $\left(0, \pm \frac{1}{15} \sqrt{30}\right) ; 6 y \pm \sqrt{30}=0$.
102. $( \pm \sqrt{15}, 0) ; 3 x \pm 2 \sqrt{15}=0$.
103. $4 x^{2}+7 y^{2}=84$.
104. $\left(-1 \frac{2}{3},-\frac{4}{5}\right) ;\left(-6 \frac{2}{3},-\frac{4}{5}\right)$, $\left(3 \frac{1}{3},-\frac{4}{5}\right) ;\left(-5 \frac{2}{3},-\frac{1}{5}\right)$, $\left(2 \frac{1}{3},-\frac{1}{5}\right) ; 12 x+95=0$, $12 x-55=0$.
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112. $y^{2}=\frac{(x-a)^{2}(2 a-x)}{x}$.
113. $y^{2}=-\frac{x(a+x)^{2}}{2 a+x}$.
114. $\left(\frac{x+y}{x-y}\right)^{2}=\frac{a \sqrt{2}-x+y}{a \sqrt{2}+x-y}$.
115. $y=-\frac{2 a x^{2}}{x^{2}+4 a^{2}}$.
92. $x^{2}-4 x+10 y-11=0$.
93. $y^{2}+10 y+20 x+65=0$.
94. $x^{2}-10 x-8 y+9=0$.
95. $x^{2}+2 x y+y^{2}-16 x+4 y+34=0$; $x+y-3=0$.
96. 2 ft .
97. 20 ft .
105. (-1, 2); (-3, 2), (1, 2); (-4, 2), $(2,2) ; 3 x+7=0,3 x-1=0$.
106. $x^{2}+y^{2}-5 p x=0$.
107. $x^{2}+y^{2}-2 x-4 y=0$.
108. $x^{2}+y^{2}-2 x-6 y=0$.
109. $3 \sqrt{7} x-4 y+8=0$.
110. $y^{2}=\frac{(a+x)^{3}}{a-x}$.
111. $y^{2}=-\frac{(2 a+x)^{3}}{x}$.
116. $y=\frac{4 a^{3}-a x^{2}}{4 a^{2}+x^{2}}$.
118. Two straight lines.
122. Circle.
123. Circle.
124. Circle.
125. Concentric circle.
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126. Straight line.
127. Straight line.
128. Circle.
129. Straight line.
132. Parabola.
133. Parabola.
135. Two parabolas.
136. Parabola.
137. Hyperbola.
138. Parabola.

## Page 102

139. Hyperbola.
140. Circle.
141. Witch.
142. $8 p \sqrt{3}$.

## CHAPTER VII

## Page 114

12. $x=\frac{4 p}{t^{2}}, y=\frac{4 p}{t}$.
13. $x=\frac{2 a t^{2}}{1+t^{2}}, y=\frac{2 a t^{3}}{1+t^{2}}$.
14. $x= \pm \frac{a b}{\sqrt{U^{2}+a^{2} t^{2}}}, y= \pm \frac{a b t}{\sqrt{b^{2}+a^{2} t^{2}}}$.
15. $x=2 a \sin ^{2} \phi, y=\frac{2 a \sin ^{3} \phi}{\cos \phi}$.
16. $x= \pm \alpha \sin \phi, y^{\prime}=\alpha(1 \mp \sin \phi) \tan \phi$.
17. $x=(a+b) \cos \phi-h \cos \frac{a+b}{a} \phi, y=(a+b) \sin \phi-h \sin \frac{a+b}{a} \phi$.
18. $x=(b-a) \cos \phi+h \cos \frac{b-a}{a} \phi, y=(b-a) \sin \phi-h \sin \frac{b-a}{a} \phi$.
19. Straight line.
20. $x=a(1-\tan \phi), y=a \tan \phi(1-\tan \phi) ; x^{2}=a(x-y)$.
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21. $x=a \cos \phi, y=a \tan \phi ; x^{2}\left(a^{2}+y^{2}\right)=a^{4}$.
22. $x=a \sec \phi, y=a \sin \phi ; x^{2}\left(u^{2}-y^{2}\right)=a^{4}$.
23. $x=a \csc \phi \operatorname{ctn} \phi, y=a \csc \phi ; y^{4}=a^{2}\left(x^{2}+y^{2}\right)$.
24. $x=a \sin \phi(\cos \dot{\phi}+\sec \phi), y=a \cos \phi(\cos \phi+\sec \phi)$; $y\left(x^{2}+y^{2}\right)=a\left(x^{2}+2 y^{2}\right)$.
25. $x=a(1-\cos \phi), y=a \tan \phi(1-\cos \phi)$.
26. $x=a \sec ^{2} \phi, y=a \sec ^{2} \phi \tan \phi ; x^{3}=a\left(x^{2}+y^{2}\right)$.
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27. $x=(a-c \tan \phi) \sin ^{2} \phi, y=(a \cos \phi-c \sin \phi) \sin \phi$;

$$
y\left(x^{2}+y^{2}\right)=x(a y-c x)
$$

28. $x=a \sin 2 \phi, y=2 a \cos \phi ; y^{4}=4 a^{2}\left(y^{2}-x^{2}\right)$.
29. $x=\frac{1}{a}\left(a^{2}+k^{2} \cos ^{2} \phi\right), y=\frac{1}{a}\left(u^{2} \tan ^{2} \phi+k^{2} \sin \phi \cos \phi\right)$;

$$
a(x-a)\left(x^{2}+y^{2}\right)=k^{2} x^{2} .
$$

30. $x=\frac{1}{2}(a \sin \phi+b \cos \phi), y=\frac{1}{2}(a \cos \phi+b \sin \phi)$.
31. $x=a \cos ^{2} \frac{\phi}{2}, y=\frac{a}{2}\left(\sin \phi+\tan \frac{\phi}{2}\right)$.
32. $x=2 a \cos 2 \phi, y=2 a \cos 2 \phi \tan \phi ; y^{2}=c^{2} \frac{2 a-x}{2 a+c}$.
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33. $x=\alpha \tan \phi, y=u \cos 2 \phi ; y\left(a^{2}+x^{2}\right)=a\left(u^{2}-x^{2}\right)$.
35. $2 v^{2} y \cos ^{2} c x=v^{2} x \sin 2 c-g x^{2}$.
36. $t=\frac{2 v \sin \alpha}{g} ; x=\frac{v^{2}}{g} \sin 2 \alpha$.
37. $x=\frac{1}{g}\left(v^{2} \sin c x \cos \alpha+v \cos \alpha \sqrt{2 g h+v^{2} \sin ^{2} \alpha}\right)$;

$$
t={ }_{g}^{1}\left(v \sin \alpha+\sqrt{2 g h+v^{2} \sin ^{2} \alpha}\right)
$$

38. $\frac{1}{2} \sin ^{-1} \frac{g b}{v^{2}}$.
39. ${ }_{4}^{\pi}$.
40. $\tan ^{-1} \frac{1}{g b}\left(v^{2}+\sqrt{v^{4}+2 v^{2} g h}-g^{2} b^{2}\right)$.

## CIIAP'TER VIII
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34. $(a \sqrt{2}, 0)$.
35. $\left(1.035 a, \frac{\pi}{4}\right)$.
36. $(0,0),\left( \pm a \sqrt[4]{\frac{3}{4}}, \frac{\pi}{3}\right)$. 39. $(0,0),\left( \pm a, \frac{\pi}{2}\right)$,
37. $(2 a, 0),\left(a \sqrt{2}, \frac{\pi}{4}\right)$.
38. $(0,0),\left( \pm 2 a, \begin{array}{l}4 \\ 4\end{array}\right)$.

$$
\left( \pm \frac{a}{\sqrt[4]{2}}, \frac{\pi}{4}\right),\left( \pm \frac{a}{\sqrt[4]{2}}, \frac{3 \pi}{4}\right)
$$

AC
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40. Circle.
41. $r=a \cos ^{2} \theta$.
42. $r=2 a \cos ^{3} \theta$.
43. $r=a \frac{\cos 2 \theta}{\cos ^{3} \theta}$.
44. $r^{2} \sin 2 \theta=14$.
45. $r=8 a(\cos \theta+\sin \theta)$.
46. $r=a \tan \theta$.
47. $r^{2}=a^{2} \cos 2 \theta$.
48. $r \cos \theta=a \cos 2 \theta$.
49. $x=4 \sqrt{3}$.
50. $x^{2}+y^{2}-a y=0$.
51. $x^{2}\left(x^{2}+y^{2}\right)=a^{2} y^{2}$.
52. $\left(x^{2}+y^{2}\right)^{3}-4 a^{2} x^{2} y^{2}=0$.
53. $\left(x^{2}+y^{2}+a x\right)^{2}-a^{2}\left(x^{2}+y^{2}\right)=0$.
54. $\left(x^{2}+y^{2}-a x\right)^{2}-b^{2}\left(x^{2}+y^{2}\right)=0$.
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56. $r=\frac{50000000}{1-\cos \theta} ; 25,000,000$ miles.
57. Circle.
58. Circle.
59. $r=\frac{c e^{2} \cos \theta}{1-e^{2} \cos ^{2} \theta}$.
60. Parabola.
61. Confocal conic.

## CHAPTER IX
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10. $-\frac{2}{x^{3}}$.
11. $-\frac{6}{x^{4}}$.
12. $\frac{1}{2 \sqrt{x}}$.
20. Increasing if $x>-3$; decreasing if $x<-3$.
21. Increasing if $x<0$ or $x>2$; decreasing if $0<x<2$.
22. Increasing if $x>-1$; decreasing if $x<-1$.
23. Increasing if $-1<x<0$ or $x>1$; decreasing if $x<-1$ or $0<x<1$.
24. Increasing if $x<2$ or $x>3$; decreasing if $2<x<3$.
25. Increasing if $x<-1$ or $x>3$; decreasing if $-1<x<3$.
26. Upward if $t<3 \frac{1}{8}$; downward if $t>3 \frac{1}{8}$.
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27. $2<t<4$.
28. Increase if $x<5$; decrease if $x>5$.
29. Increase if $x<10$; decrease if $x>10$.
30. Increase if $x<\frac{a}{\sqrt{3}}$; decrease if $x>\frac{a}{\sqrt{3}}$.
31. Increase if $x<\frac{4 a}{3}$; decrease if $x>\frac{4 a}{3}$.
32. $s$ increases if $x>\frac{9}{5}$; decreases if $x<\frac{9}{5}$.
33. $(0,0),(3,-27)$.
34. $(-2,2),(1,-25)$.
35. $\left(-2,-3 \frac{3}{4}\right),\left(0, \frac{1}{4}\right)$, $\left(2,-3 \frac{3}{4}\right)$.
36. $\left(1 \frac{1}{2}, 2 \frac{5}{16}\right)$.
37. $4 x+y+7=0$.
38. $3 x-y+18=0$.
39. 54 .
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42. $\left(4 \frac{2}{3}, 55 \frac{2}{3}\right)$.
43. $(1,-1),\left(-\frac{1}{9},-\frac{13}{2+3}\right)$.
44. $\left(1 \frac{1}{3}, 3\right)$.
45. $(1,5),\left(-\frac{1}{3}, 2_{\frac{5}{2}}^{7}\right)$.
46. $\tan ^{-1} \frac{4}{3}$.
47. $\tan ^{-1} \frac{6}{7}$.
48. $7 x-4 y-17=0$,
49. $8 x-y+12=0$, $189 x-108 y-209=0$. $216 x-27 y-176=0$.
50. 5.8 ; 5.9 ; 6.
51. $x-2 y+9=0$,
52. . 160 ; . 165.
53. . 423 ; . 414.
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54. 4.411; 4.566.
55. $38 \frac{2}{3}$.
56. 108. 
1. 2.5.
2. 6. 
1. 36. 
1. $6 \frac{3}{4}$.
2. $\frac{1}{3}$.
3. $\frac{1}{6}$.
4. $31 \frac{1}{2} \frac{3}{6}$.
5. 90,$000 ; 677 \frac{1}{12}$.
6. $10 \frac{2}{3}$.

## CHAPTER X
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1. $6 x^{2}+18 x+7$.
2. $6(x+2)\left(2 x^{2}+8 x+1\right)$.
3. $-\frac{2 a}{(x-a)^{2}}$.
4. $\frac{16 x}{\left(x^{2}+4\right)^{2}}$.
5. $\frac{2 x^{2}(6-x)}{(4-x)^{2}}$.
6. $\frac{38(x+1)}{\left(3 x^{2}+6 x+5\right)^{2}}$.
7. $-\frac{x^{2}+4 x+1}{\left(x^{2}+x+1\right)^{2}}$.
8. $\frac{4}{3}\left(3 x^{\frac{1}{3}}+\frac{1}{x^{\frac{1}{3}}}+\frac{1}{x^{\frac{5}{3}}}+\frac{3}{x^{\frac{7}{3}}}\right)$.
9. $\left(3 x^{2}-2\right)\left(1+\frac{3}{x^{4}}\right)$.
10. $\frac{\sqrt{x}+1}{4 x \sqrt[4]{x}}$.
11. $\frac{1}{5 \sqrt[5]{x}}\left(4-\frac{1}{x}\right)-\frac{1}{5 \sqrt[5]{x^{4}}}\left(1+\frac{4}{x}\right)$.
12. $18 x(x+1)\left(2 x^{3}+3 x^{2}+6\right)^{2}$.
13. $12 x^{2}\left(x^{3}-1\right)^{3}$.
14. $\frac{4 x(x+1)}{\sqrt[3]{\left(4 x^{3}+6 x^{2}-5\right)^{2}}}$.
15. $\frac{2 x^{3}+x-1}{\sqrt{x^{4}+x^{2}-2 x}}$.
16. $-\frac{21 x^{2}}{\left(x^{3}+8\right)^{2}}$.
17. $-\frac{6(x+2)}{\left(x^{2}+4 x+1\right)^{2}}$.
18. $-\frac{4 x}{\sqrt[3]{\left(x^{2}+1\right)^{4}}}$.
19. $3(5 x-3)(3 x-1)(x-1)^{2}$.
20. $3\left(2 x^{2}-1\right)\left(4 x^{3}-10 x^{2}+2 x+1\right)$.
21. $\frac{2 x^{2}-x+1}{\sqrt{x^{2}+1}}$.
22. $\frac{x+2}{\left(x^{2}+1\right)^{\frac{3}{2}}}$.
23. $\frac{\left(5 x^{4}-7 x^{8}+6 x^{2}+3 x-3\right)\left(x^{2}-2 x+3\right)^{\frac{1}{2}}}{\left(x^{8}+1\right)^{\frac{1}{3}}}$.
24. $\frac{1}{2}\left(\frac{1}{\sqrt{1+x}}-\frac{1}{\sqrt{1-x}}\right)$.
25. $1-\frac{x}{\sqrt{x^{2}-1}}$.
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26. $\frac{1}{(1-x) \sqrt{x^{2}-1}}$.
27. $\frac{1}{(x+1) \sqrt{x^{2}-1}}$.
28. $-\frac{x+\sqrt{u^{2}+x^{2}}}{a^{2} \sqrt{a^{2}+x^{2}}}$.
29. $-\frac{2(x+y)}{2 x+3 y^{2}}$.
30. $-\frac{3 x}{y} ;-\frac{3}{y^{3}}$.
31. $-\frac{x^{4}}{y^{4}} ;-\frac{4 a^{5} x^{8}}{y^{9}}$.
32. $\frac{2 x^{2}+a^{2}}{a^{2} \sqrt{a^{2}+x^{2}}}-\frac{2 x}{a^{2}}$.
33. $\frac{2 y^{4}-4 x^{3} y-x^{4}}{y^{4}-8 x y^{8}+x^{4}}$.
34. $-\frac{y^{\frac{1}{2}}}{x^{\frac{1}{2}}} ; \frac{a^{\frac{1}{2}}}{2 x^{\frac{3}{2}}}$.
35. $\frac{a^{2}}{\left(a^{2}-x^{2}\right)^{\frac{3}{2}}}$.
36. $-\frac{2 x+y}{x+2 y}$.
37. $-\frac{a^{2}}{x^{2} \sqrt{a^{2}+x^{2}}}$.
38. $\frac{\sqrt[3]{x+y}+\sqrt[3]{x-y}}{\sqrt[3]{x+y}-\sqrt[3]{x-y}}$.
39. $-\frac{2 x+y}{x+2 y} ; 0$.
40. $\frac{2 a x}{3 y^{2}-2 a y} ; \frac{2 a(4 a-3 y)}{(3 y-2 a)^{3}}$.
41. $\frac{1-y^{2}}{2 x y-1} ; \frac{2\left(y^{2}-1\right)(4 x+y)}{(2 x y-1)^{3}}$.
42. $x-7 y+5 a=0$;
$7 x+y-15 a=0$.
43. $31 x+8 y+9 a=0$;
$8 x-31 y+42 a=0$.
44. $(-2,-8)$.
45. $3 x+5 y \pm 16=0$;
$5 x-3 y \pm 4=0$.
46. $( \pm 1, \pm 9)$.
47. $8 \sqrt{2}$.
48. $2 y_{1} y=5 x_{1}^{4} x-3 x_{1}^{5}$.
49. $x_{1}^{-\frac{1}{2}} x+y_{1}^{-\frac{1}{2}} y=a^{\frac{1}{2}}$.
50. $x_{1}^{-\frac{1}{3}} x+y_{1}^{-\frac{1}{3}} y=a^{\frac{2}{3}}$.
51. $x_{1}^{2} x+y_{1}^{2} y-a y_{1} x-a x_{1} y=a x_{1} y_{1}$.
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56. $\tan ^{-1} 3, \tan ^{-1} \frac{3}{5}$.
57. $\tan ^{-12}$.
58. $\frac{\pi}{2}, \tan ^{-1} 2$.
59. $0, \tan ^{-1} \frac{1}{3}$.
60. $\tan ^{-1} 3$.
61. $\frac{\pi}{2}, \tan ^{-1} \frac{9}{13}$.
62. $\tan ^{-1} 3$.
63. $\tan ^{-1} \frac{7}{4}$.
64. 0. 
1. $\frac{\pi}{2}, \tan ^{-1} 7$.
2. $0, \tan ^{-1} \frac{2}{11}$.
3. $\tan ^{-1} \frac{1}{3}$.
4. $\tan ^{-1} \sqrt[4]{2}$, $\tan ^{-1} \frac{5 \sqrt{6}}{24}$.
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71. $\left( \pm \frac{a}{2} \sqrt{2}, \pm \frac{b}{2} \sqrt{2}\right) . \quad$ 72. $\left( \pm \frac{a^{2}}{\sqrt{a^{2}+b^{2}}}, \pm \frac{b^{2}}{\sqrt{a^{2}+b^{2}}}\right) . \quad$ 82. $\sqrt{p\left(p+x_{1}\right)}$.
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85. $a^{2} y_{1} x-b^{2} x_{1} y=0 ; \frac{a^{2} b^{2}}{\sqrt{b^{4} x_{1}^{2}+a_{4} y_{1}^{2}}}$.
90. Upward if $x>\frac{1}{2}$; downward if $x<\frac{1}{2}$.
91. Upward if $x<-\sqrt{2}$ or $x>\sqrt{2}$; downward if $-\sqrt{2}<x<\sqrt{2}$.
92. $\left(-1 \frac{1}{2}, 11 \frac{1}{2}\right)$.
99. $(2,0),\left(-\frac{2}{3}, 9 \frac{1}{2} \frac{3}{7}\right) ;\left(\frac{2}{3}, 4 \frac{2}{2}\right)$.
93. $(1,-3),\left(-\frac{1}{3}, 3 \frac{1}{2} \frac{4}{7}\right)$.
100. $(-1,0),(3,-32)$; $(1,-16)$.
94. $\left(0,6 a^{7}\right)$.
101. $\left(\frac{1}{4},-\frac{27}{256}\right) ;(1,0),\left(\frac{1}{2},-\frac{1}{16}\right)$.
95. $\left( \pm \frac{2 a}{3} \sqrt{3}, \frac{3}{2} a\right)$.
102. $(3,-11)$; $(0,16),(2,0)$.
96. $(0,0)$.
97. $(0,0)$.
103. $\left( \pm \frac{2}{\sqrt{3}}, \mp \frac{2 \sqrt[3]{2}}{\sqrt{3}}\right) ;(0,0),( \pm 2,0)$.
98. $\left( \pm \frac{a}{2} \sqrt{2}, \pm \frac{b}{4} \sqrt{2}\right)$.
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104. Increase if $x>\sqrt{2 a}$; decrease if $x<\sqrt{2 a}$ ( $a=$ given area).
105. Increase if $x<\frac{h}{\sqrt{2}}$; decrease if $x>\frac{h}{\sqrt{2}}$ ( $h=$ hypotenuse).
106. Increase if $x<\frac{a}{2}$; decrease if $x>\frac{a}{2}$.
107. Increase if $x<\frac{3}{10} p$; decrease if $x>\frac{3}{10} p$ ( $p=$ perimeter).
108. Length is twice breadth.
109. 12 rd ., 18 rd .
110. 5 ft .
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114. 4 portions 1 ft . long ; 2 portions 4 ft . long.
115. Breadth $=\frac{2 a}{3} \sqrt{3}$, depth $=\frac{2 a}{3} \sqrt{6}$.
116. Breadth $=$ depth.
117. $13 \frac{1}{3} \mathrm{ft}$. long.
118. $\left(2 \frac{1}{5}, 0\right)$.
119. Side of base $=20 \mathrm{ft}$., depth $=10 \mathrm{ft}$.
120. Depth $=$ one half side of base.
121. $\left(\frac{b}{6}, \frac{b}{6}\right)$.
122. $\left(\frac{a}{2} \sqrt{2}, \frac{a}{2} \sqrt{2}\right)$.
123. Height $=$ twice radius of base.
124. $\frac{1}{\sqrt{2}}$.
125. Altitude $=\frac{p}{4} \sqrt{2}$;
base $=\frac{p}{4}(p=$ perimeter $)$.
126. $\frac{5}{\sqrt{3}} \mathrm{in}$.
127. $\frac{a}{3} \sqrt{6}$.
128. 8 mi . from point on bank nearest to $A$.
129. He travels $8 \frac{1}{2} \mathrm{mi}$. on land.
130. Altitude $=\frac{1}{2} \sqrt{2}$ radius of semicircle.
131. Altitude $={ }_{3}^{2}$ altitude of segment.
132. $\sqrt[3]{150} \mathrm{mi}$. per hour.
133. Velocity in still water $\frac{3 a}{2} \mathrm{mi}$. per hour.
134. $144 \pi \mathrm{cu}$. ft. per hour.
135. $(1,3),(5,-5)$.
136. $v$ max. when $t=.85$;
backward if $2<t<4$.
137. $\frac{y}{x} v_{0}(y=$ distance of top of ladtance of bottom of ladder from wall).
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142. $2 \sqrt{7} \mathrm{ft}$. per second.
143. $4 \pi$ times distance from vertex.
144. . 1 in. per second.
145. . 02 in. per second.
146. .06 cm . per second.
147. 34.9 sq. in. per second.
148. Forward if $t<1$ or $t>5$; backward if $1<t<5$.
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151. $b \cos \phi$ ( $\phi$ is the angle between the wire on which the bead slides and the straight line drawn from the bead to the fixed point).
152. $281 \frac{3}{5} \mathrm{ft}$. per minute.
153. 150 ft . per second.
154. $y=\frac{8}{x^{2}+4} ; \frac{2 \sqrt{\left(t^{2}+1\right)^{4}+4 t^{2}}}{\left(t^{2}+1\right)^{2}}$.
155. When $x=\frac{1}{2}$.
156. 20 ft . per second;
$10 \sqrt{5} \mathrm{ft}$. per second; $(100,20)$.
157. . 22 ft . per second.
158. Ellipse ; $2 \sqrt{\frac{144-2 t^{2}}{64-t^{2}}}$.

## CHAPTER XI
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1. $2 \sin ^{3} 2 x \cos 2 x$.
2. $x \operatorname{ctn}\left(x^{2}+a^{2}\right) \csc ^{2}\left(x^{2}+a^{2}\right)$.
3. $3 \sin ^{4} 3 x \cos ^{3} 3 x$.
4. $\sin ^{3} a x \cos ^{3} a x$.
5. $\sin ^{2} 2 x$.
6. $\cos ^{2}(1-2 x)$.
7. $\operatorname{ctn} \frac{x}{3}$.
8. $\sec ^{5} \frac{x}{2} \tan \frac{x}{2}$.
9. $\cos ^{\frac{2}{3}} 3 x \sin ^{3} 3 x$.
10. $\frac{\sin ^{3} 2 x}{\cos ^{\frac{2}{3}} 2 x}$.
11. $\sec ^{\frac{1}{5}} \frac{x}{5} \tan ^{5} \frac{x}{5}$.
12. $\frac{1}{\sqrt{4 x-x^{2}}}$.
13. $\frac{2}{(x+2) \sqrt{2 x}}$.
14. $\frac{x}{\sqrt{3-6 x^{2}-x^{4}}}$.
15. $\sin ^{3}(2 x+1)$.
16. $\csc b x(\csc b x-\operatorname{ctn} b x)$.
17. $-\frac{1}{\sqrt{3 x-x^{2}}}$.
18. $\sec ^{2} x(1+\tan x)^{2}$.
19. $\frac{2}{\sqrt{1-4 x^{2}}}$.
20. $\tan ^{4} \frac{x}{2}$.
21. $\frac{1}{\sqrt{x-x^{2}}}$.
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22. $-\frac{3}{\sqrt{8-6 x-9 x^{2}}}$.
23. $-\frac{2 a}{x^{2}+a^{2}}$.
24. $\frac{1}{x^{2}-4 x+5}$.
25. $\frac{1}{(x+1) \sqrt{x^{2}+2 x}}$.
26. $\frac{1}{\sqrt{a^{2}-x^{2}}}$.
27. $\frac{2 a^{2} x}{x^{4}+a^{4}}$.
28. $\frac{2}{x^{2}+1}$.
29. $\frac{1}{2 \sqrt{x-x^{2}}}$.
30. $\frac{1}{x \sqrt{9 x^{2}-1}}$.
31. $\frac{2}{(x+2) \sqrt{x^{2}+4 x}}$.
32. $\frac{x^{2}-1}{\left(x^{2}+1\right) \sqrt{x^{4}+x^{2}+1}}$.
33. $-\frac{1}{\left(x^{2}+x\right) \sqrt{4 x^{2}+4 x-1}}$.
34. $\frac{1}{1+x^{2}}$.
35. $-\frac{4 a^{2} x}{x^{4}+a^{4}}$.
36. $\sin ^{-1} \sqrt{1-x^{2}}$.
37. $\frac{x^{2}}{\sqrt{2 a x-x^{2}}}$.
38. $\frac{4(x-1)}{2 x^{2}-4 x+3}$.
39. $\frac{x+2}{x^{2}+4 x+3}$.
40. $\frac{1}{4 x^{2}-9}$.
41. $\frac{1}{3 x^{2}-1}$.
42. $\frac{2-x}{3-4 x+x^{2}}$.
43. $\frac{3}{\sqrt{9 x^{2}+2}}$.
44. $\frac{x^{2}}{\sqrt{x^{6}-a^{6}}}$.
45. $\frac{1}{x \sqrt{a^{2}+x^{2}}}$.
46. $\operatorname{ctn} x$.
47. $3 \sec 3 x$.
48. $-\sec \frac{x}{2}$.
49. $\frac{6}{4+5 \sin 2 x}$.
50. $2 \csc 2 x(\operatorname{ctn} 2 x-1)$.
51. $\frac{x^{3}}{\left(x^{2}+4\right)^{2}}$.
52. $\frac{6 x^{3}+4 x}{\sqrt{x^{4}-a^{4}}}$.
53. $\csc ^{3} 2 x$.
54. $(\log a x)^{2}$.
55. $\frac{2}{x} \sqrt{\frac{x^{2}-1}{x^{2}+1}}$.
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57. $2 \tan ^{-1} 2 x$.
58. $\frac{3 x+2}{1+2 x^{2}}$.
59. $\tan ^{-1} a x$.
60. $\sec ^{-1} a x$.
61. $\frac{1}{x^{2}} e^{-\frac{1}{x}}$.
62. $x e^{x^{2}+1}$.
63. $\frac{e^{\tan ^{-1} x}}{1+x^{2}}$.
64. $\frac{e^{\sin ^{-1} x}}{2 \sqrt{1-x^{2}}}$.
65. $\frac{1}{2} a^{\cos 2 x} \cdot \sin 2 x \cdot \log a$.
66. $\left(e^{x}+e^{-x}\right)^{3}$.
67. $(a e)^{b+c x}$.
68. $x^{2} e^{a x}$.
69. $x\left(a^{x^{2}}+a^{-x^{2}}\right)^{2}$.
70. $\frac{e^{\frac{x}{\alpha}}+2}{e^{\frac{x}{a}}+1}$.
71. $e^{a x} \sin m x$.
72. $\frac{a^{x} \log a}{1+a^{2 x}}$.
73. $\frac{a^{x} \log a}{\sqrt{4 a^{x}-a^{2 x}}}$.
74. $\frac{4}{e^{2 x}+e^{-2 x}}$.
75. 0 .
76. $e^{x} \operatorname{ctn}^{-1}\left(e^{x}-1\right)$.
77. $\frac{(x+1) \log (x+1)}{\left(x^{2}+2 x\right)^{\frac{3}{2}}}$.
78. $\frac{6 x^{3}+4 x^{2}-24 x}{x^{4}-16}$.
79. $-\frac{\sqrt{a^{2}-x^{2}}}{x}$.
80. $\frac{\sqrt{a x}}{x^{2}-a^{2}}$.
81. $\frac{a}{(x+a)^{2}} \log \left(x+a+\sqrt{x^{2}+2 a x}\right)$.
82. $\sqrt{2 e^{x}-e^{2 x}}+\frac{\left(e^{x}-e^{2 x}\right) \log \left(2-e^{x}\right)}{\sqrt{2 e^{x}-e^{2 x}}}$.
83. $y x^{x}(1+\log x)$.
84. $y x^{x}\left[\frac{1}{x}+\log x+(\log x)^{2}\right]$.
85. $y e^{x}\left(\frac{1}{x}+\log x\right)$.
86. $\frac{y}{2 \sqrt{x}}(\cos \sqrt{x} \cdot \log \tan \sqrt{x}+\sec \sqrt{x})$.
87. $\frac{y\left(x \sec ^{2} x-2 \tan x \cdot \log \tan x\right)}{x^{3} \tan x}$.
88. $\frac{y}{x^{2}+a^{2}}\left[2 x \tan ^{-1} \frac{x}{a}+a \log \left(x^{2}+a^{2}\right)\right]$.

## Page 215

89. $\frac{y\left(1-x^{2}-y^{2}\right)}{x\left(1+x^{2}+y^{2}\right)}$.
90. $\frac{y(x-1)}{y^{2}-x}$.
91. $\frac{2 \sin (x+2 y)-\cos (x+2 y)}{2 \cos (x+2 y)-\sin (x+2 y)}$.
92. $\frac{x y \log y-y^{2}}{x y \log x-x^{2}}$.
93. $\frac{y(y \sec x y-\log y)}{x(1-y \sec x y)}$.
94. $-e^{y-x} ; e^{2 y-x}$.
95. $\frac{x+y}{x-y} ; \frac{2\left(x^{2}+y^{2}\right)}{(x-y)^{3}}$.
96. $\frac{2 x+y}{x-2 y} ; \frac{10\left(x^{2}+y^{2}\right)}{(x-2 y)^{3}}$.
97. $-\frac{\tan x}{\tan y} ;-\frac{\tan ^{2} y \sec ^{2} x+\tan ^{2} x \sec ^{2} y}{\tan ^{3} y}$.
98. $\frac{y^{2}}{x(y-x)} ; \frac{y^{2}(1-2 x)}{x(y-x)^{3}}$.
99. $\tan ^{-1} 2 \sqrt{2}$.
100. $\tan ^{-1} \frac{4}{3}$.
101. $\tan ^{-1} 3, \tan ^{-1} \frac{1}{3}$.
102. $\left(1, \frac{\pi}{2}\right)$.
103. $\left( \pm \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{e}}\right)$.
104. $\left(\frac{3}{2}, \frac{1}{e^{2}}\right)$.
105. $\left(\frac{\pi}{4}, 0\right) ; 4$.
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110. Turning points when $x= \pm \frac{1}{2} \sqrt{2}$;
points of inflection when $x=0$ or $\pm \frac{1}{2} \sqrt{6}$.
111. Turning points when $x=0$ or 2 ; points of inflection when $x=2 \pm \sqrt{2}$.
112. Turning point when $x=3$; points of inflection when $x=0$ or $3 \pm \sqrt{3}$.
113. Turning points when $x=k \pi$ or $(2 k+1) \frac{\pi}{2}$;
points of inflection when $x=(2 k+1) \frac{\pi}{4}$.
114. Turning points when $x=\cos ^{-1} \frac{\sqrt{3}-1}{2}$;
points of inflection when $x=k \pi$ or $2 k \pi \pm \frac{2 \pi}{3}$.
115. Turning point when $x=a e ;$ point of inflection when $x=a e^{\frac{3}{2}}$.
116. 12 ft .
117. $70^{\circ}$.
118. $\frac{1}{\sqrt{2}}$.
119. At an angle $\tan ^{-1} K \quad$ 120. 10 in. with the ground. $\quad 121.5 \sqrt{5} \mathrm{ft}$.
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122. 24 sq . ft. ; 14.71 sq . ft. per second.

123: Greatest distance $={ }^{-} 6$;

$$
\text { force }=\frac{\pi^{2}}{2}(7-2 s)
$$

124. $2 \sqrt{(5-s)(s-3)} ; 4(4-s)$.
125. $a$.
126. $\pi$ miles per minute.
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130. $\left(b \sin \theta+\frac{b^{2} \sin \theta \cos \theta}{\sqrt{u^{2}-b^{2} \sin ^{2} \theta}}\right)$ times angular velocity of $A B$, where $\theta=C A B$.
131. Circle.
132. $k \sqrt{a^{2} \sin ^{2} k t+b^{2} \cos ^{2} k t}$; maximum at end of minor axis ; minimum at end of major axis.
133. $2 \sqrt{2}$.
134. $2 a \omega \sin \frac{\phi}{2} ; \omega \sqrt{a^{2}-2 a h \cos \phi+h^{2}}$, where $\omega$ is the constant angular velocity.
135. $\frac{2 a \omega(a+b)}{b} \sin \frac{\theta}{2} ; \frac{(a+b) \omega}{b} \sqrt{a^{2}-2 a h \cos \theta+h^{2}}$.
136. $a \theta \omega$, where $a$ is radius of circle, $a \theta$ is distance through which point of string in contact with circle has moved along circle, and $\omega$ is the constant angular velocity.
137. $\frac{500}{\sqrt{10000-x^{2}}} \mathrm{ft}$. per second, where $x$ is distance of man from center of diameter.
138. $\frac{500 \sin \alpha}{\sqrt{10000-x^{2} \sin ^{2} \alpha}} \mathrm{ft}$. per second, where $x$ is distance of man from center of diameter.
139. $\frac{2 a^{2}}{a^{2}+x^{2}}$ times man's rate, where $x$ is distance of man from center of diameter.
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142. Circle; $\frac{a b}{2 \sqrt{b^{2}-a^{2} t^{2}}}$ feet per
143. $-\tan \phi ; \frac{1}{3 a} \sec ^{\dagger} \phi \csc \phi$.
second, where $a t$ is distance of foot of ladder from side of house.
144. $\frac{\cos t-\sin t}{\cos t+\sin t} ;-\frac{2}{\epsilon^{t}(\cos t+\sin t)^{3}}$.
145. $\tan ^{-1} 3$.
146. $\tan \phi ; \frac{\sec ^{3} \phi}{a \phi}$.
147. $0, \frac{\pi}{2}$.
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155. $4 \pi a, 4 \pi u \sqrt{2} ; 0,8 \pi a$.
156. $\omega \sqrt{a^{2}+2 u b \cos \theta+b^{2}}$, where $\omega=$ rate of $\theta$.
157. $2, \sqrt{3} ; \frac{2}{3}, 1$.
158. $3(a x y)^{\frac{1}{3}}$.
159. $\frac{y^{2}}{a}$.
160. $5 \frac{1}{3}$.
161. 2 a.
162. $\frac{5}{6} \sqrt{10}$.
163. $\frac{1}{2} \sqrt{2}$.
164. Greatest when $x=(2 k+1) \frac{\pi}{2}$; least when $x=k \pi$.
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168. $3 a \sin \phi \cos \phi$. 169. $\frac{a^{2}}{b} ; \frac{b^{2}}{a} \cdot$ 170. $\frac{a(5-4 \cos \theta)^{\frac{3}{2}}}{9-6 \cos \theta} \cdot 171 \cdot \frac{2 a^{2}}{3 r} \cdot 172 \cdot \frac{3}{4} a ; 0$.
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CHAPTER XII
22. $2 \sqrt{a^{2}-x^{2}}$.
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23. $x-\log \left(e^{x}+1\right)$.
24. $\log \left[\log \left(x+\sqrt{x^{2}-a^{2}}\right)\right]$.
26. $\frac{1}{8} \sin ^{4}(2 x+1)$.
27. $\frac{1}{a}(\tan a x+\sec a x)$.
28. $-\frac{1}{3}(\operatorname{ctn} x+1)^{3}$.
29. $\frac{1}{30}\left(3 \cos ^{5} 2 x-5 \cos ^{3} 2 x\right)$.
30. $\sin ^{\frac{5}{3}} 3 x\left(\frac{1}{5} \sin 3 x-1_{1}^{2} \sin ^{2} 3 x\right.$ $\left.+\frac{1}{17} \sin ^{4} 3 x\right)$.
31. $\frac{2}{3} \cos ^{3} \frac{x}{2}-2 \cos \frac{x}{2}$.
32. $-\frac{3+\sin ^{2} 4 x}{6 \sqrt{\sin 4 x}}$.
33. $2 \sin x-\log (\sec x+\tan x)$.
34. $\frac{2}{3} \sin ^{3} x$.
35. $\frac{1}{a}(\tan \alpha x-\operatorname{ctn} a x)$.
36. $\tan 2 x+\sec 2 x-x$.
37. $-\frac{2}{3} \operatorname{ctn} 3 x-\frac{1}{3} \csc 3 x-x$.
38. $2\left(\tan \frac{x}{2}+\operatorname{ctn} \frac{x}{2}\right)$.
39. $\frac{1}{2} \sin (2 x-1)-\frac{1}{3} \sin ^{3}(2 x-1)$

$$
+\frac{1}{0} \sin ^{5}(2 x-1) .
$$

40. $3\left(\sin _{\frac{x}{3}}-\cos \frac{x}{3}\right)+2\left(\sin ^{3} \frac{x}{3}-\cos ^{\frac{3}{3}} \frac{x}{3}\right)$.
41. $\frac{3}{2} \tan ^{2} \frac{x}{3}+3 \log \cos \frac{x}{3}$.
42. $\frac{1}{3} \tan (3 x+2)+\frac{1}{9} \tan ^{3}(3 x+2)$.
43. $\frac{2}{9} \sec ^{3} \frac{3 x}{2}$.
44. $\frac{1}{2} 1 \sqrt{\tan 2 x}\left(7 \tan 2 x+3 \tan ^{3} 2 x\right)$.
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55. $\frac{3}{8} x+\frac{1}{2} \sin x+\frac{1}{16} \sin 2 x$.
56. $\frac{1}{16} x-\frac{1}{64} \sin 4 x-\frac{1}{45} \sin ^{3} 2 x$.
57. $-\frac{2}{3} \sqrt{\left(\cos ^{2} x+1\right)^{3}}$.
58. $\log (\sec x+\tan x)$.
59. $\cos x+\sin x$.
60. $\frac{1}{2}\left[\frac{\sin (a-b) x}{a-b}-\frac{\sin (a+b) x}{a+b}\right]$.
61. $\frac{1}{2}\left[\frac{\sin (a+b) x}{a+b}+\frac{\sin (a-b) x}{a-b}\right]$.
62. $\frac{1}{2} x \sin 6-\frac{1}{8} \cos 4 x$.
63. $\frac{1}{24} \cos 6 x-\frac{1}{8} \cos 4 x-\frac{1}{4} \cos 2 x$.
64. $\frac{1}{2}(\tan 2 x+\sec 2 x)$.
65. $-\log (1+\cos x)$.
66. $-2 \operatorname{ctn} \frac{x}{2}-x$.
67. $x+\operatorname{ctn} x-\csc x$.
68. $\frac{3}{8} x+\frac{1}{32 a}(8 \sin 2 a x+\sin 4 a x)$.
69. $-2 \sqrt{2} \cos \frac{x}{2}$.
70. $\frac{1}{\sqrt{2}} \log (\sec x+\tan x)$.
71. $\frac{\sqrt{2}}{3}\left(\cos ^{3} 2 x-3 \cos 2 x\right)$.
72. $-4 \operatorname{ctn} \frac{x}{4}-\frac{8}{3} \operatorname{ctn}^{3} \frac{x}{4}-\frac{4}{5} \operatorname{ctn}^{5} \frac{x}{4}$.
73. $\log \sin (x+2)+\frac{1}{2} \operatorname{ctn}^{2}(x+2)$

$$
-\frac{1}{4} \operatorname{ctn}^{4}(x+2) .
$$

47. $-\frac{1}{10} \operatorname{ctn}^{3} \frac{2 x}{3}\left(5+3 \operatorname{ctn}^{2} \frac{2 x}{3}\right)$.
48. $\frac{1}{3 a} \tan ^{3} a x-\frac{1}{a} \tan a x+x$.
49. $-\frac{1}{a}(\csc a x+\sin a x)$.
50. $\frac{9}{7} \sqrt[3]{\sec \frac{x}{3}}\left(\sec ^{2} \frac{x}{3}-7\right)$.
51. $\frac{1}{2} x-\frac{1}{12} \sin (6 x+2)$.
52. $\frac{1}{2} x-\frac{1}{12} \sin (4-6 x)$.
53. $x+\frac{1}{4} \cos 4 x$.
54. $\frac{1}{8} x-\frac{1}{96} \sin 12 x$.
55. $\frac{1}{3} \sin ^{-1} \frac{3 x}{5}$.
56. $\frac{\sqrt{3}}{6} \tan ^{-1} \frac{2 x}{\sqrt{3}}$.
57. $\frac{1}{3} \sec ^{-1} \frac{2 x}{3}$.
58. $\frac{1}{6} \tan ^{-1} \frac{2 x+1}{3}$.
59. $\frac{2}{\sqrt{7}} \tan ^{-1} \frac{4 x+5}{\sqrt{7}}$.
60. $\sin ^{-1} \frac{x-2}{\sqrt{6}}$.
61. $\frac{1}{\sqrt{2}} \sin ^{-1} \frac{4 x-5}{9}$.
62. $\sin ^{-1} \frac{2 x-9}{9}$.
63. $\sec ^{-1}(x+1)$.
64. $\log \sqrt{x^{2}+9}+\frac{7}{3} \tan ^{-1} \frac{x}{3}$.
65. $\frac{5}{6} \log \left(3 x^{2}+2\right)-\frac{7}{\sqrt{6}} \tan ^{-1} \frac{3 x}{\sqrt{6}}$.
66. $-\sqrt{1-x^{2}}-2 \sin ^{-1} x$.
67. $a \sin ^{-1} \frac{x}{a}-\sqrt{a^{2}-x^{2}}$.
68. $-\tan ^{-1}(\cos x)$.
69. $\frac{1}{2} \log \left(2 x+\sqrt{4 x^{2}+9}\right)$.
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87. $\frac{1}{3} \log \left(3 x+\sqrt{9 x^{2}-2}\right)$.
88. $\frac{\sqrt{2}}{12} \log \frac{3 x-\sqrt{2}}{3 x+\sqrt{2}}$.
89. $\frac{1}{2} \log \left(4 x+3+2 \sqrt{4 x^{2}+6 x}\right)$.
90. $\frac{1}{6} \log \frac{x-3}{x}$.
91. $\frac{1}{\sqrt{5}} \log \frac{2 x+3-\sqrt{5}}{2 x+3+\sqrt{5}}$.
92. $\frac{1}{\sqrt{3}} \log \left(3 x-1+\sqrt{9 x^{2}-6 x+9}\right)$
93. $\frac{1}{10} \log \frac{x+7}{x-3}$.
94. $\frac{1}{\sqrt{2}} \log \left(2 x+2+\sqrt{4 x^{2}+8 x-14}\right)$.
95. $\frac{5}{2} \log \left(x^{2}+6 x+12\right)-6 \sqrt{3} \tan ^{-1} \frac{x+3}{\sqrt{3}}$.
96. $\frac{1}{2} \log \left(x^{2}+x-6\right)+\frac{9}{10} \log \frac{x-2}{x+3}$.
97. $\frac{1}{2} \log \left(2 x^{2}+5 x+1\right)+\frac{15 \sqrt{17}}{34} \log \frac{4 x+5-\sqrt{17}}{4 x+5+\sqrt{17}}$.
98. $\frac{1}{2} \log \left(6 x^{2}+7 x-3\right)+\frac{3}{2} \log \frac{3 x-1}{2 x+3}$.
99. $\frac{1}{4} \log \left(2 x^{2}+6 x+9\right)-\frac{1}{6} \tan ^{-1} \frac{2 x+3}{3}$.
100. $\frac{1}{6} \log \left(3 x^{2}+2 x+3\right)-\frac{7 \sqrt{2}}{12} \tan ^{-1} \frac{3 x+1}{2 \sqrt{2}}$.
101. $3 \sin ^{-1} \frac{x-1}{2}-\sqrt{3+2 x-x^{2}}$.
102. $\frac{1}{2} \sqrt{8-4 x-4 x^{2}}+7 \sin ^{-1} \frac{2 x+1}{3}$.
103. $\sqrt{4 x-x^{2}}+\sin ^{-1} \frac{x-2}{2}$.
104. $\tan ^{-1}(x+\tan \alpha)$.
105. $\sec \alpha \tan ^{-1}\left(e^{x} \sec \alpha+\tan \alpha\right)$.
106. $\sin ^{-1}\left(e^{x} \cos \alpha+\sin \alpha\right)$.
107. $\log \left(x+\sqrt{x^{2}-1}\right)+\sec ^{-1} x$.
108. $\frac{2}{\sqrt{\frac{1}{7}}} \tan ^{-1} \frac{4 \tan \frac{x}{2}+3}{\sqrt{7}}$.
109. $\frac{1}{2} \log \left(x^{2}+\sqrt{x^{4}-a^{4}}\right)-\frac{1}{2} \sec ^{-1} \frac{x^{2}}{a^{2}}$. 112. $\frac{1}{8 \sqrt{2}} \log \frac{\tan 2 x-3-2 \sqrt{2}}{\tan 2 x-3+2 \sqrt{2}}$.
110. $\frac{1}{4 \sqrt{2}} \tan ^{-1} \frac{\tan x}{\sqrt{2}}$.
111. $\frac{1}{3} \log \frac{3 \tan \frac{x}{2}-1}{3 \tan \frac{x}{2}+1}$.
112. $\frac{1}{\sqrt{5}} \log \frac{\tan \frac{x}{2}+2+\sqrt{5}}{\tan \frac{x}{2}+2-\sqrt{5}}$.
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120. $\frac{e^{b+c x} a^{b}+c x}{e(1+\log a)}$.
121. $2 \log \left(e^{x}+1\right)-x$.
122. $\frac{1}{4} \log \left(e^{2 x}-2\right)-\frac{x}{2}$.
123. $\log \left(e^{x}-e^{-x}\right)$.
124. $\frac{1}{5}\left(x^{2}+2 x+6\right) \sqrt{2 x-3}$.
125. $x+2+4 \sqrt{x+2}+4 \log (\sqrt{x+2}-1)$
126. $\frac{1}{3}\left(x^{2}-2 a^{2}\right) \sqrt{x^{2}+a^{2}}$.
127. ${ }_{4}^{1}\left(x^{8}-9\right) \sqrt[3]{x^{3}+3}$.
128. $\frac{x}{\sqrt{4-x^{2}}}-\sin ^{-1} \frac{x}{2}$.
129. $\frac{x^{3}}{27 \sqrt{\left(9-x^{2}\right)^{3}}}$.
130. $\frac{1}{15}\left(3 x^{2}-8\right)\left(4+x^{2}\right)^{\frac{3}{2}}$.
131. $\frac{1}{2} \log \frac{\sqrt{4+9 x^{2}}-2}{x}$.
132. $\sqrt{x^{2}-25}-5 \sec ^{-1} \frac{x}{5}$.
133. $\frac{\sqrt{9 x^{2}-4}}{8 x^{2}}+\frac{9}{16} \sec ^{-1} \frac{3 x}{2}$.
134. $\frac{1}{2}(4 x-1)(3 x+1)^{\frac{4}{3}}$.
135. $\frac{x^{3}-9 x^{2}-81 x-81}{2(x+3)}+27 \log (x+3)$.
136. $\frac{x^{3}}{12}-\frac{1}{16} \log \left(3+4 x^{3}\right)$.
137. $\frac{1}{8} x\left(2 x^{2}-a^{2}\right) \sqrt{a^{2}-x^{2}}+\frac{a^{4}}{8} \sin ^{-1} \frac{x}{a}$.
138. $-\frac{x}{\sqrt{x^{2}-1}}$.
139. $\frac{1}{4 \sqrt{x^{2}+4}}+\frac{1}{8} \log \frac{\sqrt{x^{2}+4}-2}{x}$.
140. $\sqrt{3-x^{2}}+\sqrt{3} \log \frac{\sqrt{3}-\sqrt{3-x^{2}}}{x}$.
141. $2 \log \left(2 x+\sqrt{4 x^{2}-9}\right)$

$$
-\frac{\sqrt{4 x^{2}-9}}{x}
$$

142. $\frac{x^{4}-6 x^{2}-18}{6 \sqrt{3+2 x^{2}}}$.
143. $\frac{x^{2}+18}{\sqrt{x^{2}+9}}$.
144. $\frac{1}{8} x\left(5 a^{2}-2 x^{2}\right) \sqrt{a^{2}-x^{2}}$

$$
+\frac{3 a^{4}}{8} \sin ^{-1} \frac{x}{a}
$$

145. $\frac{5}{84}(7 x-5)(x+1)^{\frac{7}{5}}$.
146. $\frac{x^{2}+2}{x^{2}} \sqrt{x^{2}-4}-3 \sec ^{-1} \frac{x}{2}$.
147. $-\frac{x^{2}+1}{6 x^{3}} \sqrt{2-x^{2}}$
148. $\frac{1}{6}\left(x^{4}+4\right) \sqrt{x^{4}+1}$

$$
+\frac{1}{4} \log \frac{\sqrt{x^{4}+1}-1}{\sqrt{x^{4}+1}+1}
$$

149. ${ }_{24}^{1}\left(2 x^{2}-1\right) \sqrt{1+4 x^{2}}$.
150. $\frac{1}{2 a} \tan ^{-1} \frac{x}{a}-\frac{x}{2\left(u^{2}+x^{2}\right)}$.
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151. $\frac{3 x^{2}-10}{3\left(5-x^{2}\right)^{\frac{3}{2}}}$.
152. $\sin ^{-1} \frac{2 x-3}{(x-2) \sqrt{6}}$.
153. $\frac{1}{2} \log \frac{2 x-1}{2 x+\sqrt{16 x^{2}-12 x+3}}$.
154. $\frac{1}{4} \sin ^{-1} \frac{2}{3-2 x}$.
155. $\frac{1}{\sqrt{2}} \log \frac{x+2}{\sqrt{2 x^{2}+4 x+4}-x}$.
156. $x(\log a x-1)$.
157. $\frac{x^{m+1}}{(m+1)^{2}}[(m+1) \log x-1]$.
158. $x \tan ^{-1} a x-\frac{1}{2 a} \log \left(1+a^{2} x^{2}\right)$.
159. $x \log \left(x+\sqrt{x^{2}+a^{2}}\right)-\sqrt{x^{2}+a^{2}}$.
160. $\frac{1}{9}(\sin 3 x-3 x \cos 3 x)$.
161. $x \sec ^{-1} 2 x-\frac{1}{2} \log \left(2 x+\sqrt{4 x^{2}-1}\right)$.
162. $\frac{x^{2}}{2} \sec ^{-1} 3 x-\frac{1}{18} \sqrt{9 x^{2}-1}$.
163. $\frac{1}{2} e^{3 x}\left(9 x^{2}-6 x+2\right)$.
164. $\frac{1}{4}\left[\left(2 x^{2}-1\right) \sin 2 x+2 x \cos 2 x\right]$.
165. $x\left[(\log x)^{2}-2 \log x+2\right]$.
166. $\frac{x^{2}}{4}-\frac{x}{12} \sin 6 x-\frac{1}{72} \cos 6 x$.
167. $\frac{1}{5} e^{2 x}(2 \sin x-\cos x)$.
168. $1_{10}^{1} e^{x}(3 \sin 3 x+\cos 3 x)$.
169. $\frac{1}{2}\left[x \sqrt{x^{2}-1}-\log \left(x+\sqrt{x^{2}-1}\right)\right]$.
170. $\frac{1}{2}[\sec x \tan x+\log (\sec x+\tan x)]$.
171. $\frac{x^{2}}{2}+\log \frac{x^{2}-1}{x}$.
172. $2 x+\log \frac{x-2}{x^{2}(x+2)^{3}}$.
173. $\log \frac{x}{\sqrt{x^{2}+4}}+\frac{1}{2} \tan ^{-1} \frac{x}{2}$.
174. $x-\tan ^{-1} x+\log \frac{\sqrt{x^{2}+1}}{x}$.
175. $\log \frac{(x+1)^{3}}{x^{3}}-\frac{3}{x}$.
176. $\frac{4 x+7}{2(x+1)^{2}}+\log (x+1)$.
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181. $\log \frac{\sqrt{(x+1)(x-3)^{3}}}{x-2}$.
182. $\log (x-2)\left(x^{2}+2 x+5\right)^{\frac{3}{2}}$

$$
+\frac{1}{2} \tan ^{-1} \frac{x+1}{2}
$$

183. $\log \sqrt[4]{\frac{x}{x-4}}-\frac{4}{x-4}$.
184. $\frac{1-3 x}{x(x-1)}+\log \left(\frac{x}{x-1}\right)^{8}$.
185. $\log \frac{\sqrt[3]{x-1}}{\sqrt[6]{x^{2}+x+1}}$

$$
-\frac{1}{\sqrt{3}} \tan ^{-1} \frac{2 x+1}{\sqrt{3}} .
$$

186. $\frac{x^{2}}{2}+\log \frac{\sqrt{x^{2}-2 x+4}}{x+2}$.
187. $\log \frac{\sqrt[4]{x^{2}+1}}{\sqrt{x-1}}+\frac{1}{2} \tan ^{-1} x-\frac{1}{x-1}$.
188. $\frac{x}{8\left(x^{2}+4\right)}+\frac{1}{16} \tan ^{-1} \frac{x}{2}$.
189. $\frac{1-x}{2\left(x^{2}+1\right)}+\log \sqrt{x^{2}+1}$

$$
+\frac{1}{2} \tan ^{-1} x
$$

190. $\sqrt{2} \log \frac{\sqrt{1+x}+\sqrt{2}}{\sqrt{1+x}-\sqrt{2}}-2 \sqrt{1+x}$.
191. $x-1+4 \sqrt{1-x}$

$$
\begin{aligned}
& -2 \log (\sqrt{1-x}-x) \\
& +\frac{6}{\sqrt{5}} \log \frac{2 \sqrt{1-x}+1-\sqrt{5}}{2 \sqrt{1-x}+1+\sqrt{5}}
\end{aligned}
$$

192. $\frac{\sin x}{2 \cos ^{2} x}-\frac{1}{4} \log \frac{1-\sin x}{1+\sin x}$.
193. $\log \frac{x^{2}}{x+2}$.
194. $\log \frac{\sqrt{x-1}}{\sqrt[4]{x^{2}+1}}-\frac{1}{2} \tan ^{-1} x$.
195. $\log \frac{\sqrt{(x-2)(x+4)}}{x-1}$.
196. $\frac{12 x^{2}+6 x+9}{16 x+8}+\frac{3}{4} \log (2 x+1)$.
197. $\frac{1}{3 \sqrt{x^{3}+2}}+\frac{1}{6 \sqrt{2}} \log \frac{\sqrt{x^{3}+2}-\sqrt{2}}{\sqrt{x^{3}+2}+\sqrt{2}}$.
198. $\log \frac{1+\sin \frac{x}{2}}{1-\sin \frac{x}{2}}-\frac{2}{3} \sin \frac{x}{2}\left(3+\sin ^{2} \frac{x}{2}\right)$.
199. $\frac{1}{16} \log \frac{1+\cos 4 x}{1-\cos 4 x}-\frac{\cos 4 x}{8 \sin ^{2} 4 x}$.
200. $\frac{1}{2}\left[x \sqrt{x^{2}+a^{2}}\right.$

$$
\left.-a^{2} \log \left(x+\sqrt{x^{2}+u^{2}}\right)\right]
$$

197. $\frac{x}{\sqrt[3]{1+x^{8}}}$.
198. $-\frac{\sqrt[3]{1+x^{8}}}{x}$.
199. $\frac{1}{8} x\left(2 x^{2}+a^{2}\right) \sqrt{x^{2}+a^{2}}$

$$
-\frac{a^{4}}{8} \log \left(x+\sqrt{x^{2}+a^{2}}\right)
$$

200. $-\frac{ \pm \overline{1+x^{4}}}{x}$.
201. $\frac{1}{4} x\left(x^{2}+10\right) \sqrt{x^{2}+4}$

$$
+6 \log \left(x+\sqrt{x^{2}+4}\right)
$$

202. $\frac{3 \sin ^{2} x-2}{2 \sin x \cos ^{2} x}+\frac{3}{2} \log (\sec x+\tan x)$.
203. $-\frac{\cos x}{2 \sin ^{2} x}+\frac{1}{2} \log (\csc x-\operatorname{ctn} x)$.
204. $\log (\sec x+\tan x)-\csc x$.
205. $\frac{\sin x\left(2+3 \cos ^{2} x\right)}{8 \cos ^{4} x}$
$+\frac{3}{8} \log (\sec x+\tan x)$.
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1. 2. 
1. 2. 
1. $\frac{1}{6} a^{2}$.
2. $a^{2}\left(e^{\frac{h}{a}}-e^{-\frac{h}{a}}\right)$.
3. $4 \pi a^{2}$.
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6. $8_{15}^{8}$.
7. $\pi-2 \log 2$.
8. $2_{9}\left(e^{\frac{3}{2}}+2\right)$.
9. $\frac{2}{3}$.
10. $\frac{2}{3}(3 \pi-2) a^{2}$.
11. $13 \frac{1}{2}$.
12. $\frac{1}{3} a b$.
13. $2 \pi a b$.
14. $\frac{b}{a}\left(h \sqrt{h^{2}-a^{2}}+a^{2} \log \frac{h-\sqrt{h^{2}-a^{2}}}{a}\right)$.
15. $4 a^{2}$.
16. 8 .
17. ${ }_{5}^{24} \sqrt{3}$.
18. $\frac{8}{15}(b-a)^{2} \sqrt{\frac{b-a}{c}}$.
19. $\frac{1}{30} a b$.
20. $\frac{1}{2}(4-\pi) a^{2}$.
21. $\frac{1}{2}(\pi-2) a^{2}$.
22. $\pi a^{2}$.
23. $\frac{32}{15} \sqrt{2}$.
24. $3 \pi a^{2}$.
25. $\frac{3}{8} \pi a^{2}$.
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26. ${ }_{4}^{3} \pi a b$.
27. . 6366.
28. $\frac{2}{9} \pi r^{3}$.
29. $\frac{1}{4} \pi a$.
30. $\frac{1}{6} n^{2}$.
31. $\frac{2}{3}$.
32. $\frac{\pi a^{2}}{4 n}$.
33. $\frac{2 a}{\pi}$.
34. $\frac{2 v_{0}^{2}}{\pi g}$.
35. $\frac{4}{3} \pi^{3} a^{2}$.
36. $2 a^{2}$.
37. $\frac{a^{2}}{n}$.

## Page 288

40. $\frac{1}{8}(4-\pi) a^{2}$.
41. $\frac{3}{2} \pi a^{2}$.
42. $11 \pi$.
43. $16 \pi^{3} a^{2}$.
44. $\frac{a^{2}}{3} \sqrt{2}$.
45. $a^{2}[\sqrt{2}-\log (\sqrt{2}+1)]$.
46. $\frac{1}{6}\left(3 \tan \frac{\alpha}{2}+\tan ^{3} \frac{\alpha}{2}\right) c^{2}$, where $2 c$ is the length of the chord through the focus perpendicular to the axis of the parabola.
47. ${ }_{4}^{3} \pi a^{2}$.
48. $21 \frac{1}{3}$.
49. $\frac{1}{6}(3 \sqrt{3}-\pi) a^{2}$.
50. $\frac{1}{16}(8 \pi+9 \sqrt{3}) a^{2}$.
51. $\frac{1}{8} \pi a^{2}$.
52. $2 \pi\left(a^{2}+b^{2}\right)$.
53. $\frac{3}{2} a^{2}$.
54. $\frac{2}{3} b a^{2}$.
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55. $\frac{2}{3} a^{3} \tan \theta$.
56. $\frac{2}{3} a^{3} \sqrt{3}$.
57. $\frac{\pi^{2}}{4}\left(2 a^{2}+1\right)+2 \pi a$.
58. $2 \pi h^{2} \sqrt{p_{1} p_{2}}$, where $p_{1}$ and $p_{2}$ are the respective parameters of the parabolas.
59. $\frac{\pi h^{2}}{3}(3 a-h)$.
60. $\frac{2}{3} \pi a^{3}(1-\cos \alpha)$.
61. ${ }_{105}^{32} \pi a^{3}$.
62. $38 \frac{2}{5} \pi$.
63. $\frac{9 a^{3} \sqrt{3}}{5120}$.
64. $\frac{8}{3} \pi a^{3}(3 \log 2-2)$.
65. $\pi a^{3} \tan \theta$.
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66. $\frac{32}{105} a^{3}$.
67. $4 \pi a^{3}(2 \log 2-1)$.
68. $2 \pi a^{3}(4-\pi)$.
69. $4 \pi^{2} a^{3}$.
70. $\frac{1}{3} h a^{2}(3 \pi-4)$.
71. $\frac{4}{3} h a^{2}$.
72. $2 \pi^{2} a b d$.
73. $1152 \mathrm{cu} . \mathrm{in}$.
74. $22{ }_{1}^{2} 5 \pi$.
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75. $\frac{64}{5} \pi \sqrt{2} . \quad$ 76. $\frac{8}{3} \pi a^{2} b . \quad$ 77. $2 \pi^{2} a^{3}$. 78. $5 \pi^{2} a^{3}$. 79. $\frac{8}{3} \pi a^{3}$.
80. $\frac{2}{3}(2+\pi) a^{3}$, where $a$ is the radius of the sphere.
81. $\frac{8}{27}(10 \sqrt{10}-1)$.
83. $6 a$.
82. $\frac{a}{2}\left(e^{\frac{h}{a}}-e^{-\frac{h}{a}}\right)$.
85. $\frac{3}{2} \pi a$.
86. $\frac{a}{2}(\log 9-1)$.
87. $8 a$.
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88. $\frac{4}{3} a$.
89. 177.5 in .
90. $\log \left(e+e^{-1}\right)$.
91. $\frac{4 a}{\pi}$.
92. $\frac{a}{2}\left[2 \pi \sqrt{4 \pi^{2}+1}+\log \left(2 \pi+\sqrt{4 \pi^{2}+1}\right)\right]$.
93. $4 a \sqrt{2}$.
94. 100.
95. $8 a$.
96. $\frac{2}{3} a$.
97. $\frac{1}{1} \frac{5}{6} \pi a$.
98. $a \log \frac{a}{h}$.
99. $2 \pi \alpha h$.
100. ${ }^{1} 5^{2} \pi u^{2}$.
101. $1_{5} \times \pi a^{2}$.
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102. $2 \pi a h+\frac{\pi a^{2}}{2}\left(e^{\frac{2 h}{a}}-e^{-\frac{2 h}{a}}-4 e^{\frac{h}{\bar{a}}}+4 e^{-\frac{h}{a}}\right)$.
103. $\frac{3}{5}{ }^{2} \pi t^{2}$.
104. $\sqrt{3}_{3}^{4} \pi \alpha^{2}$.
105. $4 \pi a^{2}$.
106. $4 \pi a^{2}(2-\sqrt{2})$.
107. $4 \pi u^{2} \sqrt{2}$.
108. $\frac{m}{a}$.
109. 93 ft . lb .
110. ${ }_{7}^{7} k \sqrt[3]{c^{2} a^{7}}$, where $k$ is the constant ratio.
111. $\frac{m}{2 r}\left(2 a r-u^{2}\right)$, where $r$ is the radius of the earth.
112. $\frac{m a r}{r+a}$, where $r$ is the radius of the earth.
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113. $2 \pi C$.
114. $1.11 \mathrm{ft} .-\mathrm{lb}$. ;
115. $1056 w$.
116. $53 \frac{1}{3} w$.
117. 139.5 ft .-lb.
$97 \mathrm{ft} .-\mathrm{lb}$.
118. $12 \frac{1}{1}$.
119. $168 w$.
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121. $7 \frac{2}{7}$.
122. $3041 \frac{2}{3} \mathrm{lb}$.
123. $10,750 \mathrm{ft}$.-lb.
124. 1250 tons.
125. $10,416 \frac{2}{3}$ ft.-tons.
126. $\frac{3}{16} \pi b$.
127. $1 \frac{2}{6} \frac{2}{2}(8 \pi+9 \sqrt{3}) w$.
128. $54 w$.
129. $2 \frac{1}{7}$.
130. 12.27 tons.
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132. 4.2 tons.
133. $\frac{1}{4} \pi w$.
134. $\left(0, \frac{2 a}{\pi}\right)$.
135. $\left(0, \frac{2 a}{5}\right)$.
136. 4.2 tons.
137. $\frac{2}{3} w a b^{2}$, where $2 a$ is the length of the axis in the surface of the liquid.
138. $\left(\frac{5 h}{7}, 0\right)$, where $x=h$ is the equation of the ordinate.
139. $\left(0, \frac{\stackrel{y}{5}}{5}\right)$.
140. On the radius perpendicular to the base of the hemisphere, $\frac{3}{8}$ of the distance from the base.
141. $\bar{y}=\frac{9}{16} b$.
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147. $\left(\frac{2 a}{e+1}, \frac{a\left(e^{4}+4 e^{2}-1\right)}{t e\left(e^{2}-1\right)}\right)$.
148. $\bar{x}=\frac{2 a}{3}$.
149. $(9,9)$.
150. ( 5,3 ).
151. $\bar{y}=\frac{5}{6} k$.
152. On the axis, $\frac{2}{3}$ of the distance from the base to the vertex.
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159. $\left(\frac{a}{2}, \frac{5 a}{2(4 \pi-3 \sqrt{3})}\right)$.
160. On the axis of the solid, $\frac{5}{16}$ of the distance from the base to the highest point.
161. $\left(\frac{a}{2}, \frac{b}{2}+\frac{a^{2}}{12 p}\right)$.
162. $\left(\frac{7 a}{5},-\frac{a \sqrt{3}}{4}\right)$.
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171. $\frac{M}{69}$.
172. $\frac{2 M}{l^{2}}\left(\log \frac{l+a}{a}-\frac{l}{l+a}\right)$.
173. $\frac{M}{5 \sqrt{61}}$.
174. $\frac{2 c M}{l^{2}}\left(\frac{1}{c}-\frac{1}{\sqrt{c^{2}+l^{2}}}\right)$, where $M$
is the mass of the wire.
175. $\frac{2 \rho}{c}$, where $\rho$ is the mass of a unit length of the wire.
143. Middle point of the axis.
144. On the axis of the cone, ${ }_{3}^{2}$ of the distance from the vertex to the base.
145. $\left(\frac{\pi}{2}, \frac{\pi}{8}\right)$.
146. $\left(\frac{a}{5}, \frac{a}{5}\right)$.
153. $\left(\frac{256 a}{315 \pi}, \frac{256 a}{315 \pi}\right)$.
154. $\left(\frac{4 \pi}{3 \pi}, \frac{4(a+b)}{3 \pi}\right)$.
155. $\left(0, \frac{352}{5(2+3 \pi)}\right)$.
156. $\left(\pi \alpha, \frac{5}{6} \alpha\right)$.
157. ( $\left.\pi \alpha, \frac{4}{3} u\right)$.
158. $\bar{x}=\frac{h}{2}$.
164. On the axis of the lamina, $3 \frac{3}{7} \mathrm{ft}$. from the vertex.
165. On the diameter of the sphere perpendicular to the planes, and half way between them.
166. The middle point of the axis of the solid.
167. $\bar{x}=\frac{a}{3}(\sqrt{2}+1)$.
176. $\frac{3 M}{25 \pi}$.
177. $\frac{M c}{\left(c^{2}+a^{2}\right)^{\frac{3}{2}}}$.
178. $\frac{2 c M}{a^{2}}\left(\frac{1}{c}-\frac{1}{\sqrt{c^{2}+u^{2}}}\right)$.
179. $\frac{2 M}{a^{2} l}\left(l+\sqrt{c^{2}+a^{2}}-\sqrt{(c+l)^{2}+a^{2}}\right)$.
180. $\frac{M}{60}$.

## CHAPTER XIV

## Page 327

24. $9 z^{2}+9(y-1)^{2}=4(x-1)^{2} ;(1,1,0)$.
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32. $(-2,-1,5)$.
33. $(3,-2,1),\left(-\frac{1}{3}, \frac{4}{3}, \frac{13}{3}\right)$.
34. $\left(\frac{3}{1} \frac{9}{4}, \frac{1}{1} \frac{5}{4}, 1^{\frac{5}{4}}\right)$.
35. $x^{2}+y^{2}+z^{2}-2 x+4 y-2 z=43$.
36. $\frac{\sqrt{2}}{6},-\frac{2 \sqrt{2}}{3},-\frac{\sqrt{2}}{6}$.
37. $2 \sqrt{3}: \sqrt{2}: \sqrt{2}$.
38. $\cos ^{-1} \frac{4}{\sqrt{114}}$.
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44. $\cos ^{-1} \frac{\sqrt{10}}{7}$.
45. $x-3 y+7 z+39=0$.
46. $x+y+z-10=0$.
47. $x-z+1=0$.
48. $x+y+z-4=0$.
49. $\frac{\pi}{3}$.
50. $\cos ^{-1} \frac{4}{13}$.
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59. $\frac{17}{\sqrt{1086}}, \frac{26}{\sqrt{1086}}, \frac{11}{\sqrt{1086}}$.
60. $\frac{x-1}{2}=\frac{y-3}{6}=\frac{z+5}{7}$.
61. $\sin ^{-1} \frac{1}{1}$.
62. $x+y+z+3 \pm 3 \sqrt{3}=0$.
63. $4 y+9=0$ and $2 x+6 z-1=0$.
64. $(3,-1,2)$.
65. $7 x-4 y+2 z-22=0$.
66. $x-5 y+6 z \pm 4 \sqrt{62}=0$.
67. $\sqrt{3}$.
68. $(0,1,2),\left(-\frac{2}{3}, \frac{1}{3}, \frac{1}{3}\right)$.
69. $(1,-3,4)$.
70. $1_{1}^{2} \sqrt{22}$.
71. $3 x+5 y-z-20=0$.
72. $7: 4:-5$.
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75. $(3,0,-3)$.
76. $x-z=0$.
77. $11 x-2 y-5 z-25=0$.
78. $19 x+16 y+27 z-70=0$.
79. $x+2 y+z-2=0$.
80. $13 x-y-12 z-32=0$.
81. $3 x+8 y+21 z-66=0$.
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85. $5 x-y-z-5=0$.
86. $\left.(0,1,2),\left(\frac{32}{37}, \frac{10}{37}{ }^{1},-{ }_{37}^{17}\right)^{4}\right)$.
87. $(-1,2,-1),(2,-3,-4)$.
88. $y^{2}+4 y-6 x=0$.
89. $3 x+y+3 z-1=0$,
90. $x^{2}-z^{2}=0$. $x-6 y+z-2=0$.
91. $2 x^{2}+z^{2}-6 x=0$.
92. $5 \frac{1}{3}$.
93. $5 y^{2}-2 z^{2}+8 z=2$.
94. $\left(1, \frac{3}{2}, 3\right)$.
95. $y=x^{2} ; z=x^{3} ; z^{2}=y^{3}$.
96. $13 x+11 y-17 z-15=0$.
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102. $x y=1$.
103. $\cos ^{-1} \frac{1}{\sqrt{6}}$.
104. $\cos ^{-1} \frac{\sqrt{6}}{3}$.
105. $\frac{1}{8}(12+5 \log 5)$.
106. $e-e^{-1}$.
107. 15. 
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114. 2. 
1. $\frac{x-1}{2}=\frac{y-2}{2}=z-1 ; 2 x+2 y+z-7=0$.
2. $x-1=\frac{y-1}{-1}=\frac{z}{\sqrt{2}} ; x-y+\sqrt{2} z=0$.
3. $\frac{x-3}{4}=y=\frac{z-3}{9} ; 4 x+y+9 z-39=0$.
4. $4 x+2 \pi y-\pi^{2}=0, y-z=0 ; \pi x-2 y-2 z+2 \pi=0$.
5. $x-1=\frac{y-1}{3}=\frac{z-1}{4} ; x+3 y+4 z-8=0$.

## CHAPTER XV

## Page 361

1. $\frac{y^{3}}{\left(x^{2}+y^{2}\right)^{\frac{3}{2}}} ; \frac{x^{3}}{\left(x^{2}+y^{2}\right)^{\frac{3}{2}}}$.
2. $-\left(\frac{1}{y} e^{-\frac{x}{y}}+\frac{1}{x}\right) ; \frac{x}{y^{2}} e^{-\frac{x}{y}}+\frac{1}{y}$.
3. $-\frac{y}{x^{2}+y^{2}} ; \frac{x}{x^{2}+y^{2}}$.
4. $\frac{1}{1+y} ; \frac{x}{(1+y)^{2}}$.
5. $\frac{y}{x \sqrt{2 x y-y^{2}}} ;-\frac{1}{\sqrt{2 x y-y^{2}}}$.
6. $\frac{y}{x^{2}+y^{2}} ; \frac{y}{x^{2}+y^{2}}$.
7. $-\frac{x}{\sqrt{y^{2}-x^{2}}\left(y+\sqrt{y^{2}-x^{2}}\right)}$;
8. $\frac{x}{x^{2}-y^{2}} ;-\frac{y}{x \sqrt{x^{2}-y^{2}}}$. $\frac{1}{\sqrt{y^{2}-x^{2}}}$.
9. $-\frac{1}{2 y} ; \frac{1}{2} \sqrt{\frac{x}{y}}$.
10. $-\frac{y^{2}}{(x-y)^{2}} \cos \frac{x y}{x-y}$;
11. $2 \tan ^{-1} \frac{y}{x}-\frac{2 x y}{x^{2}+y^{2}}$.
$\frac{x^{2}}{(x-y)^{2}} \cos \frac{x y}{x-y}$.
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20. $2 e^{y} \sin (x-y)$.
21. . 0004.
22. -. 0302 ; . 0002 .
23. $11.030 \mathrm{cu} . \mathrm{ft}$. ; $10.996 \mathrm{cu} . \mathrm{ft}$.
24. . 646 sq . in. ; . 650 sq. in.
25. . 49 ft .
26. . 0213 ft .
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33. . 0048 .
34. $\frac{1}{\sqrt{x^{2}+y^{2}}} ; 0$.
35. $0 ; 0$.
36. $\frac{1-\sqrt{3}}{2}$.
37. $4 x+3 y-11=0$.
38. $k \sqrt{x_{1}^{2}+y_{1}^{2}}$ in direction $\tan ^{-1} \frac{x_{1}}{y_{1}}$.
39. $-\frac{1}{2} \cos \theta-\frac{\sqrt{3}}{2} \sin \theta ; 1$.
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41. $-\frac{k}{y}$.
42. $\frac{x+y}{x}$.
43. $\frac{y}{x}-\frac{\sqrt{x^{2}-y^{2}}}{x \sin ^{-1} \frac{y}{x}}$.
44. $-\frac{(y+z)(2 x+y+z)}{(x+y)(x+y+2 z)}$;

$$
-\frac{(z+x)(x+2 y+z)}{(x+y)(x+y+2 z)}
$$

45. $\frac{3 x^{2} z}{2-2 z^{2}} ; \frac{z\left(1-2 y^{2}\right)}{y\left(2 z^{2}-2\right)}$.
46. $-\frac{2 x z+3 x^{2} y^{3}}{3 z^{2}+x^{2}+y^{2}} ;-\frac{2 y z+3 x^{3} y^{2}}{3 z^{2}+x^{2}+y^{2}}$.
47. $\frac{9 y z-2 x\left(x^{2}+y^{2}+z^{2}\right)^{2}}{2 z\left(x^{2}+y^{2}+z^{2}\right)^{2}-9 x y}$;
$\frac{9 x z-2 y\left(x^{2}+y^{2}+z^{2}\right)^{2}}{2 z\left(x^{2}+y^{2}+z^{2}\right)^{2}-9 x y}$.
48. $2 x+3 y+2 z-9=0$;

$$
\frac{x-2}{2}=\frac{y-1}{3}=\frac{z-1}{2}
$$

49. $x+2 y+z-2=0 ; x-1=\frac{y}{2}=z-1$.
50. $2\left(a x_{1}+b y_{1}\right)(a x+b y)=z+z_{1} ; \frac{x-x_{1}}{2 a\left(a x_{1}+b y_{1}\right)}=\frac{y-y_{1}}{2 b\left(a x_{1}+b y_{1}\right)}=\frac{z-z_{1}}{-1}$.
51. $x+y+z-3=0, x-2 y+1=0 ; 2 x+y-3 z=0$.
52. $x-1=0,2 y+2 z-\pi=0 ; 2 y-2 z+\pi=0$.
53. $4 x+3 y-25=0,3 y-4 z-25=0 ; 3 x-4 y-3 z-12=0$.
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57. $4 x-4 y+z-24=0$,
$2 x+8 y+5 z=0$;
$14 x+9 y-20 z+79=0$.
58. $\left(-\frac{10}{49},-\frac{1}{4} 5, \frac{39}{49}\right)$.
59. $\left(1,-\frac{1}{2}, \pm \frac{5 \sqrt{2}}{2}\right)$.
60. $\sin ^{-1} \frac{k \sqrt{r^{2}-a^{2}}}{r \sqrt{a^{2}+k^{2}}}$.
61. $(-1,-1,1)$.
62. $\frac{\pi}{2}$.
63. $\frac{8 a b h}{27}$.
64. 6. 
1. $2 x+2 y+z-6=0$.
2. $10 \sqrt[3]{2}, 10 \sqrt[3]{2}, 5 \sqrt[3]{2}$.
3. $\frac{a}{3}, \frac{a}{3}, \frac{a}{3}$.
4. Mean point of the vertices.
5. $\frac{8 a b c}{3 \sqrt{3}}$.
6. $x=\frac{2 a K}{a^{2}+b^{2}+c^{2}}$,

$$
y=\frac{2 b K}{a^{2}+b^{2}+c^{2}},
$$

$$
z=\frac{2 c K}{a^{2}+b^{2}+c^{2}}
$$
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71. $x^{5}-x^{3} y+x^{2} y^{2}+y^{5}$.
72. $x y+\log x y$.
73. $\log x-\frac{2}{x y}-\frac{1}{2 x^{2} y^{2}}$.
74. $\frac{x^{3}}{3 y^{2}}+x$.
75. $-e^{-\frac{x}{y}}-\log y$.
76. $\sqrt{x^{2}+y^{2}}-y$.
77. $\frac{1}{2}(x+\sin x \cos x)+y \cos x$.
78. $-e^{\frac{y^{2}}{2}} \cos (x+y)$.
79. $2 \frac{1}{2} ; 2 \frac{5}{6}$.
80. $\frac{1}{6}$; $\frac{1}{4}(4-\pi)$.
81. $1 \frac{5}{6} ; 1 \frac{1}{3}$.
82. $1+\log 2 ; \frac{1}{2}(1+\log 2)$.
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83. $\tan ^{-1} \frac{4}{3} ; \sin ^{-1} \frac{4}{5}$.
84. $\frac{3}{8} \pi a^{2}$.
85. $\frac{\pi a^{2}}{b}(3 b-2 a)$.
86. $\frac{\partial^{2} f}{\partial x^{2}}+2 \frac{\partial^{2} f}{\partial x \partial y} F^{\prime}(x)+\frac{\partial^{2} f}{\partial y^{2}}\left[F^{\prime}(x)\right]^{2}$ $+\frac{\partial f}{\partial y} F^{\prime \prime}(x)$.
87. $\frac{\pi a^{2}}{b}(3 b+2 a)$.
88. $\frac{d^{2} V}{d r^{2}}+\frac{1}{r} \frac{d V}{d r}$.
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96. $\frac{\partial^{2} z}{\partial u^{2}}+\frac{\partial^{2} z}{\partial v^{2}}$.
97. $x y\left(\frac{\partial^{2} V}{\partial y^{2}}-\frac{\partial^{2} V}{\partial x^{2}}\right)+\left(x^{2}-y^{2}\right) \frac{\partial^{2} V}{\partial x \partial y}-y \frac{\partial V}{\partial x}+x \frac{\partial V}{\partial y}$.

## CHAPTER XVI

## Page 394

1. $6-\log 2$.
2. $\frac{1}{2} \pi a^{2}$.
3. $2 \frac{2}{3}$.
4. $\frac{1}{2}(2-\pi)$.
5. $2 \frac{2}{5}$.
6. $\frac{1}{2}(15-8 \log 4)$.
7. $\pi-2$.
8. $\frac{2}{9} a^{3}$.
9. ${ }_{3}^{8}(a+b) \sqrt{a b}$.
10. $\frac{1}{4}(11-16 \log 2)$.
11. $\frac{1}{6}(5+6 \sqrt{3})$.
12. $\frac{a^{3}}{36}(44+9 \pi)$.
13. $\frac{8}{15}$.
14. $4+\frac{25}{2}\left(\sin ^{-1} \frac{4}{5}-\sin ^{-1} \frac{3}{5}\right)$.
15. $\frac{a^{2}}{8}(\pi-2)$.
16. $\left(2-\pi+5 \sin ^{-1} \frac{2}{\sqrt{5}}\right) a^{2}$;
17. $\frac{a^{2}}{48}(3 \sqrt{3}+2 \pi)$.
$\left(6 \pi-2-5 \sin ^{-1} \frac{2}{\sqrt{5}}\right) a^{2}$.
18. $\frac{a^{2} \sqrt{3}}{4}$.
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20. $10 \pi$.
21. $\frac{a^{2}}{4}(8+\pi)$.
22. $\frac{a^{2}}{6}(\pi+3-3 \sqrt{3})$.
23. $22 \frac{1}{2}$.
24. $3 \frac{1}{2} \frac{1}{1}$.
25. $\frac{32}{105}$.
26. $\frac{1}{16 a}\left(e^{8 \pi a}-1\right)\left(e^{2 \pi a}-1\right)$.
27. $\frac{1}{4} \pi a^{4}$.
28. $\frac{1}{4} \pi a^{4}$.
29. $\frac{1}{16} \pi a^{4}$.
30. ${ }_{15}^{32}\left(a^{2} b+a b^{2}\right) \sqrt{a b}$.
31. $\frac{1024 \sqrt{2}}{315}$.
32. $\frac{3}{1} \frac{5}{6} \pi a^{4}$.
33. $\frac{3}{2} \pi a^{4}$.
34. $\frac{32}{105} a h^{3}$.
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35. $\frac{a^{4}}{120}(15 \pi+32)$.
36. $\frac{a^{4}}{24}(8+3 \pi)$.
37. $\frac{21}{6} \pi a^{4}$.
38. $\frac{a^{4}}{24}(15 \pi-32)$.
39. $\frac{a^{4}}{1920}(45 \pi-128)$.
40. $\frac{5}{16} \pi a^{4}$.
41. $\left(\frac{27}{5}, \frac{9}{4}\right)$.
42. $\left(\frac{1}{3}, 0\right)$.
43. $\left(\frac{32 a}{15 \pi}, 0\right)$.
44. $\left(0, \frac{3 a(5 \pi+8)}{5(6 \pi-4)}\right)$.
45. $\left(\frac{18 a}{5(3 \pi-2)}, \frac{18 a}{5(3 \pi-2)}\right)$.
46. On the axis of the sector, $\frac{3 a \sin \alpha}{4 \alpha}$ from the center of the circle.
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48. $\left(\frac{304 a}{105(16-3 \pi)}, \frac{304 a}{105(16-3 \pi)}\right)$.
49. $\left(\frac{a(3 \pi+2)}{6 \sqrt{3}}, 0\right)$.
50. $\left(\frac{16 a \sqrt{2}}{35}, 0\right)$.
51. $\left(-\frac{a r^{2}}{2\left(a b-r^{2}\right)}, 0\right)$.
52. ( $\left.{ }_{1}^{2} 11,0\right)$.
53. $\left(-\frac{16 a}{15 \pi}, 0\right)$.
54. ${ }_{9}^{28} \pi u^{2}$.
55. $\left(\frac{5 a}{3}, 0\right)$.
56. $4 \pi \sqrt{ } 5$.
57. $8 a^{2}$.
58. $2 a^{2}(\pi-2)$.
59. $\frac{2 a^{2}}{3}(\pi-2)$.
60. $8 a^{2}$.
61. $\left(\frac{5 a}{6}, 0\right)$.
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61. $\frac{a^{2}}{18}(20-3 \pi)$.
62. $\frac{1}{9}(20-3 \pi)$.
63. $\frac{2 a^{2}}{9}(20-3 \pi)$.
64. $4 a^{2}[\sqrt{2}-\log (1+\sqrt{2})]$.
65. $16 a^{2}[\pi-\sqrt{2}-\log (1+\sqrt{2})]$.
66. $(\pi-2) u^{2}$.
67. $\frac{\pi}{8}(\pi-2)$.
68. $1_{1 / 6}^{\frac{1}{6}} \pi a^{4}$.
69. $-\frac{1}{8}\left(e^{2}-8 e+15\right)$.
70. $\frac{\pi}{36}-\frac{\sqrt{3}}{48}$.
71. $a(2-\sqrt{2})$.
72. $\frac{1}{8}(4+\pi)-\log (\sqrt{2}+1)$.
73. $\frac{a^{2}}{40}$.
74. $\frac{2}{3} \pi a^{2}$.
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75. $\frac{a^{3}}{90}$.
76. $4 \frac{9}{1} \frac{9}{\pi}$.
77. $\frac{3}{4} \pi u^{3}$.
78. $\frac{3 \pi a^{4}}{32 b}$.
79. $\frac{2 \pi}{3}(5 \sqrt{5}-4)$.
80. $102{ }_{5}^{2}$.
81. $\frac{9 \pi}{4}$.
82. $\pi a^{3}$.
83. $\frac{9}{2} a^{3}$.
84. $\frac{32}{9} a^{3}$.
85. $\frac{8}{5} \pi a b c$.
86. $\frac{7}{6} \pi a^{3}$.
87. $\frac{1}{2} \pi a^{2} b$.
88. $\frac{2 a^{3}}{9}(3 \pi-4)$.
89. $\frac{a^{3}}{360}$.
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90. $\frac{a^{4}}{8}(\pi+2)$.
91. $\frac{a^{3}}{9}(3 \pi+20-16 \sqrt{2})$.
92. $\frac{a^{3}}{12}(17-12 \log 4)$.
93. $\frac{4}{3} \pi a^{3}$.
94. $\frac{8}{3} \pi a^{3}$.
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101. $\frac{1}{3} M a^{2}$.
102. $\frac{M}{4}\left(2 h^{2}+a^{2}\right)$.
103. $\frac{2 a^{4}}{9}(3 \pi-7)$.
104. $\frac{4 \pi \rho}{15}\left(r_{2}^{5}-r_{1}^{5}\right)$.
105. $\frac{M}{4}\left(4 b^{2}+3 a^{2}\right)$.
106. $\frac{k \pi a^{6}}{48}$.
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111. $\left(\frac{3 a}{8}, \frac{3 b}{8}, \frac{3 c}{8}\right)$.
112. $\left(0, \frac{2 b}{3}, \frac{8 a}{9 \pi}\right)$.
113. $\left(0,0, \frac{2 c}{3}\right)$.
114. $\bar{z}=2$.
115. $\frac{3 \pi b \sin \alpha}{16 \alpha}$ from center of sphere.
116. On the axis of the hemisphere, $\frac{8 a}{15}$ from the center of the base.
117. $\frac{M}{2}\left(r_{1}^{2}+r_{2}^{2}\right) ; \frac{3 M}{5}\left(\frac{r_{2}^{5}-r_{1}^{5}}{r_{2}^{3}-r_{1}^{3}}\right)$.
118. $\frac{8}{9} k a^{6}$, where $k$ is the coefficient of variation.
119. $\frac{\pi \rho a^{2} h}{20}\left(a^{2}+4 h^{2}\right)$.
120. $291 \pi \rho$.
121. ${ }_{5}^{3} M h^{2}$.
122. $\frac{3 M}{10}\left(\frac{a_{2}^{5}-a_{1}^{5}}{a_{2}^{3}-a_{1}^{3}}\right)$.
123. $\frac{4 \pi \rho}{15}\left[\left(2 a_{2}^{2}+3 b^{2}\right)\left(a_{2}^{2}-b^{2}\right)^{\frac{3}{2}}\right.$
$\left.-\left(2 a_{1}^{2}+3 b^{2}\right)\left(a_{1}^{2}-b^{2}\right)^{\frac{3}{2}}\right]$.
124. $\left(\frac{8 a}{15}, \frac{152 a}{525}, \frac{11 a}{120}\right)$.
125. $\left(\frac{a \sin \theta_{1}}{\theta_{1}}, \frac{a\left(1-\cos \theta_{1}\right)}{\theta_{1}}, \frac{k \theta_{1}}{2}\right)$;

$$
\theta_{1}=2 m \pi
$$

110. $\left(\frac{3 a}{28}, \frac{3 a}{28}, \frac{3 a}{28}\right)$.
111. At the middle point of the axis of the cone.
112. $\left(\frac{2 a}{5}, \frac{2 a}{5}, \frac{2 a}{5}\right)$.
113. On the axis of the cone, $\frac{5}{6}$ of the distance from the vertex to the base.
114. On the axis of the shell, $2 \frac{1}{4} \frac{3}{8} \frac{1}{8}$ from the center of the spherical surfaces.
115. On the axis of the frustum, $\frac{h\left(r_{1}^{2}+2 r_{1} r_{2}+3 r_{2}^{2}\right)}{4\left(r_{1}^{2}+r_{1} r_{2}+r_{2}^{2}\right)}$ from the smaller base.
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122. On the axis of the cone,

$$
\begin{aligned}
& \frac{a(40 \pi+27 \sqrt{3})}{40 \pi} \text { from the } \\
& \text { vertex. }
\end{aligned}
$$

123. $\frac{4 M}{3 a^{2}}$.
124. $2 \pi \rho$.
125. $\frac{\pi \rho a}{b}(2 b-a)$.
126. $\frac{k \pi a^{2}}{3 b}(3 b-2 a)$, where $k$ is the coefficient of the variation of the density.
127. $\frac{2 \pi \rho}{5}$.
128. $\frac{4 M(7-4 \sqrt{2})}{15 a^{2}}$.
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130. $\frac{M}{8}(2+\sqrt{2})$.
131. $\frac{3 M(1-\cos \alpha)}{2\left(a_{1}^{2}+a_{1} a_{2}+a_{2}^{2}\right)}$.
132. $\frac{3 M}{28}\left[4 \sqrt{2}-5 \sqrt{5}+\sqrt{17}+\log \frac{2^{12}(1+\sqrt{5})^{20}}{(1+\sqrt{2})^{4}(1+\sqrt{17})^{16}}\right]$.
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17. $-1<x<1$.
18. $-1<x<1$.
19. $-1<x<1$.
20. $-2<x<2$.
21. $-3<x<3$.
22. $-\frac{1}{\sqrt{2}}<x<\frac{1}{\sqrt{2}}$.
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28. $1-\frac{3}{2} x^{2}+\frac{3 \cdot 5}{2 \cdot 4} x^{4}-\frac{3 \cdot 5 \cdot 7}{2 \cdot 4 \cdot 6} x^{6}+\cdots$.
29. $x+\frac{1}{3} x^{3}+\frac{2}{15} x^{5}+{ }_{31}^{17} x^{7}+\cdots$.
30. $1+\frac{x^{2}}{\underline{2}}+\frac{5 x^{4}}{\lfloor 4}+\frac{61 x^{6}}{\boxed{6}}+\cdots$.
31. $1+x+x^{2}+\frac{2}{3} x^{3}+\cdots$.
32. $x-\frac{1}{2} \cdot \frac{x^{3}}{3}+\frac{1 \cdot 3}{2 \cdot 4} \cdot \frac{x^{5}}{5}-\frac{1 \cdot 3 \cdot 5}{2 \cdot 4 \cdot 6} \cdot \frac{x^{7}}{7}+\cdots$
33. $-\frac{1}{2} x^{2}-1_{1}^{1} x^{4}-{ }_{4}^{1} x^{6}-{ }_{2}^{1} \frac{1}{5} \frac{7}{2} x^{8}-\cdots$.
34. $\frac{1}{\sqrt{2}}\left[1-\left(x-\frac{\pi}{4}\right)-\frac{\left(x-\frac{\pi}{4}\right)^{2}}{\lfloor 2}+\frac{\left(x-\frac{\pi}{4}\right)^{3}}{\lfloor 3}+\cdots\right]$.
35. $\log 5+\frac{(x-5)}{5}-\frac{1}{2} \cdot \frac{(x-5)^{2}}{5^{2}}+\frac{1}{3} \cdot \frac{(x-5)^{3}}{5^{3}}-\cdots$.
36. $e^{4}\left[1+(x-4)+\frac{(x-4)^{2}}{\lfloor 2}+\frac{(x-4)^{3}}{\lfloor 3}+\cdots\right]$.
37. $\frac{\pi}{4}+\frac{x-1}{2}-\frac{(x-1)^{2}}{4}+\frac{(x-1)^{3}}{12}+\cdots$.
38. $\sqrt{5}\left[1+\frac{2}{5}(x-2)+\frac{1}{50}(x-2)^{2}-{ }_{1} \frac{1}{2} 5(x-2)^{3}+\cdots\right]$.
39. .2079.
40. . 8480.
41. . 69315 ; 1.0986.
42. .7193.
43. -.0502 .
44. . 22314 ; 1.6094 .
45. . 9848.
46. . 40546.
47. . 8473 ; 1.946 .
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51. 2.0305 .
52. 2.9625.
53. $|R|<.0004 ; 7$.
54. $|R|<.00005$.
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62. 1.328 ; 1.300 ;
63. $\begin{aligned} & -.0962 ;-.0950 ; \\ & -.0991 \text {. }\end{aligned}$
64. $\log \frac{a}{b}$.
65. $-\frac{1}{8}$.
66. 0. 1.308.
1. 0 .
2. $-\frac{1}{6}$.
3. 0. 
1. . 14 ; . 1325 ;
2. $-2 \sqrt{3}$.
3. 2. 
1. $\frac{1}{2}$.
2. 0 .
.1418 .
3. 3. 
1. $\frac{1}{5}$.
2. 2. 
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78. $\frac{3}{5}$.
79. 0. 
1. 0. 
1. 0. 
1. $-\frac{3}{2}$.
2. 3. 
1. 2. 
1. 2. 
1. $e$.
2. $\frac{1}{e}$.
3. 1 .
4. $e$.
5. 6. 
1. $\frac{\pi^{2}}{3}-4\left(\frac{\cos x}{1^{2}}-\frac{\cos 2 x}{2^{2}}+\frac{\cos 3 x}{3^{2}}-\cdots\right)$.
2. $\frac{e^{a \pi}-e^{-a \pi}}{2 a \pi}-\frac{a\left(e^{a \pi}-e^{-a \pi}\right)}{\pi}\left(\frac{\cos x}{1^{2}+a^{2}}-\frac{\cos 2 x}{2^{2}+a^{2}}+\frac{\cos 3 x}{3^{2}+a^{2}}-\cdots\right)$

$$
+\frac{e^{a \pi}-e^{-a \pi}}{\pi}\left(\frac{\sin x}{1^{2}+a^{2}}-\frac{2 \sin 2 x}{2^{2}+a^{2}}+\frac{3 \sin 3 x}{3^{2}+a^{2}}-\cdots\right) .
$$

93. $4\left(\frac{\sin x}{1}+\frac{\sin 3 x}{3}+\frac{\sin 5 x}{5}+\cdots\right)$.
94. $\frac{\pi}{4}-\frac{2}{\pi}\left(\frac{\cos x}{1^{2}}+\frac{\cos 3 x}{3^{2}}+\frac{\cos 5 x}{5^{2}}+\cdots\right)-\left(\frac{\sin x}{1}-\frac{\sin 2 x}{2}+\frac{\sin 3 x}{3}-\cdots\right)$.
95. $\frac{3 \pi}{4}-\frac{2}{\pi}\left(\frac{\cos x}{1^{2}}+\frac{\cos 3 x}{3^{2}}+\frac{\cos 5 x}{5^{2}}+\cdots\right)$

$$
+\left(\frac{3 \sin x}{1}-\frac{\sin 2 x}{2}+\frac{3 \sin 3 x}{3}-\frac{\sin 4 x}{4}+\cdots\right) .
$$

96. $\frac{\pi^{2}}{6}-2\left(\frac{\cos x}{1^{2}}-\frac{\cos 2 x}{2^{2}}+\frac{\cos 3 x}{3^{2}}-\cdots\right)+\frac{1}{\pi}\left[\left(\frac{\pi^{2}}{1}-\frac{4}{1^{3}}\right) \sin x-\frac{\pi^{2}}{2} \sin 2 x\right.$

$$
\left.+\left(\frac{\pi^{2}}{3}-\frac{4}{3^{3}}\right) \sin 3 x-\frac{\pi^{2}}{4} \sin 4 x+\cdots\right]
$$

## CHAPTER XVIII
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1. $x+y+\log (x-1)(y-1)=c$.
2. $x^{2}+2 x y+y^{2}-10 x-6 y+c=0$.
3. $4 \tan x+2 y+\sin 2 y=c$.
4. $y(x+y)=c x$.
5. $\sqrt{x^{2}+y^{2}}+x \log x=c x$.
6. $x\left(e^{\frac{y}{x}}+1\right)=e$.
7. $y^{2}+6 x y+2 x^{2}+2 y-8 x=c$.
8. $x=y-1+c e^{-y}$.
9. $y=\frac{c}{x+1}-\frac{1}{(x+1)^{2}}$.
10. $y=\frac{e^{x}}{c-(x-1) e^{x}}$.
11. $y=\frac{\sqrt{3}(1+x)}{\sqrt{2\left(c-x^{3}\right)}}$.
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18. $\log \left(x^{2}+y^{2}\right)=2 x+c$.
19. $\sin ^{-1} \frac{y}{x}=\log x+c$.
20. $e^{-\frac{x}{y}}+\frac{y^{2}}{2}=c$.
21. $y^{2}+\log \cos ^{3}(x+y)=c$.
22. $\sin x-x \cos x-\tan y=c$.
23. $x=\sin y+c \cos y$.
24. $x^{2}=c^{2}-2 c y$.
25. $x^{2}+y^{3}=c x$.
26. $(y+2 x-1)^{2}=c(y-x-1)$.
27. $y=c x$.
28. $y(x-1)=(x+1)[x+c$

$$
\left.-\log (x+1)^{2}\right]
$$

29. $\sin ^{-1} x-x \sqrt{1-x^{2}}+y \sqrt{1-y^{2}}$

$$
-\sin ^{-1} y=c
$$

30. $y^{4}=c\left(y^{2}+2 x^{2}\right)$.
31. $\tan ^{-1} \frac{x}{y}-\frac{1}{\sqrt{x^{2}+y^{2}}}=c$.
32. $\left(x^{2}+y^{2}\right) e^{x}=c$.
33. $y=\left(x^{2}+c\right) e^{x^{3}}$.
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47. $x^{2} y^{2}+2 e^{\frac{1}{x}}=c$.
48. $y=x^{2}-1+c \sqrt{x^{2}-1}$.
49. $2 x y+\log \frac{y}{x^{8}}=c$.
50. $y=x\left(\log x+c_{1}\right)+c_{2}$.
51. $y=x \sin ^{-1} x+\sqrt{1-x^{2}}+c_{1} x+c_{2}$.
52. $y=c_{1} x+c_{2}-\log (1+x)$.
53. $y=c_{1} x+c_{2}-\frac{1}{a^{2}} \log \cos \alpha x$.
54. $y=e^{x}(x-1)+c_{1} x^{2}+c_{2}$.
55. $y=c_{1} \log x-\frac{x^{2}}{4}+c_{2}$.
56. $4 y+c_{2}=c_{1} x^{2}-\frac{2}{c} \log x$.
57. $y=c_{1} \sec c_{1}\left(x-c_{2}\right)$.
58. $x^{2}+a^{x y}+\sin y=c$.
59. $x^{3}+y^{3}-\frac{1}{x}-\frac{1}{y}+x^{2} y^{2}+\frac{y^{2}}{x^{2}}=c$.
60. $y=c x$.
61. $\log (x-y)+\tan ^{-1} \frac{x}{y}=c$.
62. $\log \frac{y}{x}-\frac{2}{x y}=c$.
63. $\log \frac{y^{2}}{y-3 x}+\frac{2 x}{y}=c$.
64. $y=-\frac{x}{\log \sqrt{1+x^{2}}+c}$.
65. $x^{2}=c^{2}+2 c y$.
66. $y \sqrt{\sin 2 x}=\cos 2 x+c$.
67. $x+y+\sqrt{x^{2}-y^{2}}=c$.
68. $x+y-\frac{1}{2 x^{2}}+\frac{1}{2 y^{2}}=c$.
69. $y=x^{2}-2+c e^{-\frac{x^{2}}{2}}$.
70. $\frac{y}{x} \tan ^{-1} \frac{y}{x}+\log \frac{x^{2}}{\sqrt{x^{2}+y^{2}}}=c$.
71. $5 x+5 y-\log (10 x-15 y+7)=c$.
72. $\log \sqrt{x^{2}+y^{2}}-2 \tan ^{-1} \frac{y}{x}=c$.
73. $x+\tan ^{-1} \frac{x}{y^{2}}=c$.
74. $y=\frac{1}{\sqrt{1+x^{2}} \sqrt{c-x^{2}+\log \left(1+x^{2}\right)}}$
75. $y+c_{1} \log y=x+c_{2}$.
76. $y=c_{2}+c_{1} \sin x-x-\frac{1}{2} \sin 2 x$.
77. $y=c_{1} \sin k\left(x-c_{2}\right)$.
78. $y=c_{2}+c_{1} e^{-x}-\frac{1}{2}(\cos x+\sin x)$.
79. $y=\frac{1}{2 c_{1}}\left(e^{c_{1}\left(x-c_{2}\right)}+c^{-c_{1}\left(x-c_{2}\right)}\right)$.
80. $y=\frac{c_{1}}{2}\left(e^{k\left(x-c_{2}\right)}+e^{-k\left(x-c_{2}\right)}\right.$.
81. $6 y+c_{2}=c_{1} x^{3}-\frac{3 x}{c_{1}}$.
82. $1296 y=(x+1)^{4}$.
83. $y=\sqrt{3} \tan \sqrt{3}\left(x-\frac{\pi}{2}\right)$.
84. $\sin y=x-\frac{\pi}{2}$.
85. $x=\log (\sqrt{2} \sin y)$.

## Page 474

69. $y=c_{1} c^{8 x}+c_{2} e^{-2 x}+\frac{x^{2}}{2}+x-1$.
70. $y=c_{1} e^{x}+c_{2} e^{-2 x}$
$-\frac{1}{5}(6 \sin 2 x+2 \cos 2 x)$.
71. $y=c_{1} c^{-x}+c_{2} e^{-5 x}+\frac{1}{2} e^{2 x}$.
72. $y=\left(c_{1} x+c_{2}\right) e^{-2 x}+(x-2)^{2}$.
73. $y=c_{1} \cos 3 x+c_{2} \sin 3 x+\frac{1}{3} e^{3 x}$.
74. $y=e^{\frac{x}{2}}\left(c_{1} \cos \frac{x \sqrt{3}}{2}+c_{2} \sin \frac{x \sqrt{3}}{2}\right)+x^{3}+3 x^{2}$.
75. $y=\left(x+c_{1}\right) e^{-3 x}+c_{2} e^{-5 x}$.
76. $y=c_{1}+c_{2} e^{3 x}+x^{2}$.
77. $y=c_{1} e^{-2 x}+c_{2} e^{2 x}-\frac{e^{2 x}}{20}(\sin 2 x+2 \cos 2 x)$.
78. $y=e^{-2 x}\left(c_{1} \cos x+c_{2} \sin x\right)+\frac{1}{2}(3 \sin 3 x-\cos 3 x)$.
79. $y=c_{1} e^{-\frac{x}{2}}+c_{2} e^{\frac{3 x}{2}}+{ }_{65}^{1}(8 \cos x-14 \sin x)-{ }_{4} \frac{1}{2}(8 \sin 2 x+19 \cos 2 x)$.
80. $y=e^{x}\left(c_{1} \cos x \sqrt{2}+c_{2} \sin x \sqrt{2}\right)+\frac{e^{-x}}{41}(5 \cos x-4 \sin x)$.
81. $y=\left(c_{1} x+c_{2}\right) e^{-2 x}+\frac{e^{3 x}}{625}\left(6-20 x+25 x^{2}\right)$.
82. $y=c_{1} \sin 3 x+\left(c_{2}-\frac{x}{3}\right) \cos 3 x$.
83. $y=c_{1} e^{2 x}+c_{2} e^{-x}-\frac{e^{x}}{4}-\frac{x e^{x}}{2}-\frac{e^{x}}{10}(3 \sin x+\cos x)$.
84. $y=e^{2 x}\left(c_{1}-\frac{x}{9}-\frac{x^{2}}{6}\right)+c_{2} e^{5 x}+\frac{1}{130}(9 \sin x+7 \cos x)$.
85. $y=e^{-x}\left(c_{1} \cos x \sqrt{3}+c_{2} \sin x \sqrt{3}\right)+\frac{1}{4}\left(2 x-1+e^{2 x}\right)$.
86. $y=c_{1} e^{3 x}+c_{2} e^{-x}-\frac{x e^{x}}{4}-\frac{1}{65}(4 \sin 2 x+7 \cos 2 x)$.
87. $y=e^{2 x}\left(c_{1} \cos 2 x+c_{2} \sin 2 x\right)+\frac{1}{8}\left(1+4 x+4 x^{2}\right)+\frac{1}{29}(3 \cos 3 x+36 \sin 3 x)$.
88. $y=c_{1} e^{-x}+e^{\frac{x}{2}}\left(c_{2} \cos \frac{x \sqrt{3}}{2}+c_{3} \sin \frac{x \sqrt{3}}{2}\right)-6+x+x^{3}$.
89. $y=c_{1} e^{x}+c_{2} e^{-x}+c_{3} e^{-3 x}-\frac{1}{9}\left(20-6 x+9 x^{2}\right)+\frac{1}{6}(\cos 3 x-\sin 3 x)$.
90. $y=c_{1} e^{-2 x}+e^{2 x}\left(c_{2}+c_{3} x-\frac{x^{2}}{32}+\frac{x^{3}}{24}\right)+\frac{1}{2}\left(1+x+x^{2}\right)$.
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91. $y=e^{x}\left(c_{1}-\frac{x}{3}\right)+e^{2 x}\left(c_{2}+\frac{x}{4}\right)+c_{3} e^{-2 x}+\frac{e^{3 x}}{10}$.
92. $y=c_{1} e^{x}+\left(c_{2}-\frac{x}{10}\right) \cos 2 x+\left(c_{3}-\frac{x}{20}\right) \sin 2 x$.
93. $y=c_{1} e^{x}+c_{2} e^{-x}+c_{3} e^{-2 x}+\frac{1}{4}(\cos 2 x-\sin 2 x)+\frac{e^{2 x}}{12}(12 x-19)$.
94. $y=e^{-x}\left(c_{1}+c_{2} x+c_{3} x^{2}\right)+\frac{e^{x}}{25}(2 \sin x-11 \cos x)$.
95. $y=\left(c_{1}+c_{2} x\right) \cos x+\left(c_{3}+c_{4} x\right) \sin x-4+x+x^{2}$.
96. $y=e^{2 x}\left(c_{1}+c_{2} x+\frac{x^{2}}{4}\right)+e^{-2 x}\left(c_{3}+c_{4} x\right)$.
97. $y=c_{1} e^{2 x}+c_{2} e^{-2 x}+c_{3} \cos 3 x+c_{4} \sin 3 x-\frac{e^{2 x}}{30}(\sin 3 x+3 \cos 3 x)$.
98. $y=c_{1}+c_{2} x+c_{3} \cos x \sqrt{2}+c_{4} \sin x \sqrt{2}+\frac{x^{3}}{6}-\frac{e^{-x}}{17}(13 \sin 2 x+16 \cos 2 x)$.
99. $y=c_{1}+c_{2} x+c_{3} x^{2}+c_{4} e^{-4 x}+{ }_{\tau_{2}} \frac{1}{x}(\cos 4 x-\sin 4 x)$.
100. $x=\left(c_{1} t+c_{2}\right) e^{t}+e^{2 t}, y=\left(c_{1} t+c_{2}\right) e^{t}+c_{3}+e^{2 t}$.
101. $x=c_{1} \sin t+c_{2} \cos t+\frac{1}{2}\left(e^{t}+e^{-t}\right), y=c_{2} \sin t-c_{1} \cos t+\frac{1}{2}\left(e^{t}+e^{-t}\right)$.
102. $x=c_{1}+c_{2} e^{t}+c_{3} e^{-t}, y=c_{4}-c_{2} e^{t}+c_{3} e^{-t}-\cos t$.
103. $x=c_{1} e^{t}+c_{2} e^{5 t}-1, y=3 c_{1} e^{t}-c_{2} e^{5 t}-2$.
104. $x=c_{1} e^{-2 t}+c_{2} e^{2 t}+\frac{7}{5} e^{3 t}+\frac{1}{13}(7 \sin 3 t+3 \cos 3 t)$,

$$
y=c_{1} e^{-2 t}-\frac{c_{2}}{3} e^{2 t}-\frac{3}{5} e^{8 t}+\frac{1}{13}(\sin 3 t-6 \cos 3 t) .
$$

105. $x=c_{1}+c_{2} e^{2 t}+c_{3} e^{-3 t}-$ 1 $_{0}^{1}{ }_{8}\left(49 t-33 t^{2}+6 t^{3}\right)$,

$$
y=2 c_{1}-\frac{11}{54}+\frac{2 c_{2}}{3} e^{2 t}-c_{3} e^{-3 t}+\frac{1}{54}\left(11 t-3 t^{2}-6 t^{3}\right) .
$$

106. $x=c_{1}+c_{2} e^{-2 t}+c_{3} e^{3 t}+\frac{1}{6}\left(3 t^{2}-t\right)$,

$$
y=c_{1}-\frac{5}{12}-5 c_{3} e^{3 t}+e^{2 t}-\frac{1}{3}\left(3 t^{2}+2 t\right)
$$

107. $x=e^{\frac{a t}{\sqrt{2}}}\left(c_{1} \cos \frac{a t}{\sqrt{2}}+c_{2} \sin \frac{a t}{\sqrt{2}}\right)+e^{-\frac{a t}{\sqrt{2}}}\left(c_{3} \cos \frac{a t}{\sqrt{2}}+c_{4} \sin \frac{a t}{\sqrt{2}}\right)$,

$$
y=e^{\frac{a t}{\sqrt{2}}}\left(c_{2} \cos \frac{a t}{\sqrt{2}}-c_{1} \sin \frac{a t}{\sqrt{2}}\right)+e^{-\frac{a t}{\sqrt{2}}}\left(c_{3} \sin \frac{a t}{\sqrt{2}}-c_{4} \cos \frac{a t}{\sqrt{2}}\right)
$$
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108. $y=c_{1} x^{3}\left(1+\frac{3}{7} \cdot \frac{2 x}{\underline{1}}+\frac{3 \cdot 4}{7 \cdot 8} \cdot \frac{2^{2} x^{2}}{\lfloor }+\cdots+\frac{3 \cdot 4 \cdot 5 \cdots(r+2)}{\boxed{L} \cdot 8 \cdot 9) \cdot(r+6)} \cdot \frac{2^{r} x^{r}}{\lfloor r}+\cdots\right)$

$$
+\frac{c_{2}}{x^{3}}\left(15+18 x+9 x^{2}+2 x^{8}\right)
$$

109. $y=c_{1}\left(35-42 x+21 x^{2}-4 x^{8}\right)+\frac{c_{2}}{x^{4}}\left(3-14 x+21 x^{2}\right)$.
110. $y=\frac{c_{1}}{x^{2}}(4-x)+c_{2} x^{3}\left(1-\frac{4}{6} \cdot \frac{x}{\lfloor 1}+\frac{4 \cdot 5}{6 \cdot 7} \cdot \frac{x^{2}}{\underline{2}}-\frac{4 \cdot 5 \cdot 6}{6 \cdot 7 \cdot 8} \cdot \frac{x^{3}}{\underline{3}}+\cdots\right.$

$$
\left.+(-1)^{r} \frac{4 \cdot 5 \cdot 6 \cdots(r+3)}{6 \cdot 7 \cdot 8 \cdots(r+5)} \cdot \frac{x^{r}}{\lfloor r}+\cdots\right)
$$

111. $y=c_{1}\left(1+\frac{n}{\underline{2}} x^{2}+\frac{n(n-4)}{\underline{4}} x^{4}+\frac{n(n-4)(n-16)}{\underline{6}} x^{6}+\cdots\right.$

$$
\left.+\frac{n(n-4)(n-16) \cdots\left[n-(2 r-2)^{2}\right]}{\underline{\mid 2 r}} x^{2 r}+\cdots\right)
$$

$$
+c_{2} x\left(1+\frac{n-1}{\underline{3}} x^{2}+\frac{(n-1)(n-9)}{\lfloor 5} x^{4}+\frac{(n-1)(n-9)(n-25)}{\lfloor 7} x^{6}+\cdots\right.
$$

$$
\left.+\frac{(n-1)(n-9)(n-25) \cdots\left[n-(2 r-1)^{2}\right]}{[2 r+1} x^{2 r}+\cdots\right)
$$

112. $y=c_{1} x\left(1+\frac{x^{2}}{2 \cdot 5}+\frac{x^{4}}{2 \cdot 4 \cdot 5 \cdot 9}+\cdots\right.$

$$
\begin{aligned}
& \left.+\frac{x^{2 r}}{[2 \cdot 4 \cdot 6 \cdots 2 r][5 \cdot 9 \cdot 13 \cdots(4 r+1)]}+\cdots\right) \\
& +c_{2^{2} x^{\frac{1}{2}}\left(1+\frac{x^{2}}{2 \cdot 3}+\frac{x^{4}}{2 \cdot 4 \cdot 3 \cdot 7}+\cdots\right.}^{\left.+\frac{x^{2 r}}{[2 \cdot 4 \cdot 6 \cdots 2 r][3 \cdot 7 \cdot 11 \cdots(4 r-1)]}+\cdots\right)}
\end{aligned}
$$

113. $y=c_{1}\left(1-\frac{x^{4}}{2^{2}\lfloor 3}+\frac{x^{8}}{2^{4}\lfloor 5}+\cdots+(-1)^{r} \frac{x^{4 r}}{2^{2 r}\lfloor 2 r+1}+\cdots\right)$

$$
+\frac{c_{2}}{x^{2}}\left(1-\frac{x^{4}}{2^{2}\lfloor 2}+\frac{x^{8}}{2^{4}\lfloor 4}-\cdots+(-1)^{r} \frac{x^{4 r}}{2^{2 r}\lfloor 2 r}+\cdots\right)
$$

115. $x=\log (y+3)$.
116. $k(x-1) y-y+1=0$, where
$k$ is the constant ratio.
117. $y=c x^{n}$.
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123. $x^{2}+y^{2}=c x$.
124. $y=\frac{a}{2}\left(e^{\frac{x+c}{a}}+e^{-\frac{x+c}{a}}\right)$.
125. $y=\frac{1}{2 k}\left(e^{k(x-c)}+e^{-k(x-c)}\right)$,
where $k$ is the constant ratio.
126. $x+c= \pm a \log \frac{\sqrt{a^{2}-2 a y}-a}{\sqrt{a^{2}-2 a y}+a}$

$$
\pm 2 \sqrt{a^{2}-2 a y}
$$

127. $r=c e^{ \pm \frac{\sqrt{1-k^{2}}}{k}} \theta$.
128. $y=a x^{2}+b$.
129. $r(\theta+c)=1$.
130. $r^{2}=2(\theta+c)$.
131. $r^{n}=c \sin n \theta$.
132. $x^{2}-y^{2}=c$.
133. $y=c e^{\frac{x-a}{k}}$, where $x=a$ is the fixed ordinate, and $k$ is the constant ratio.
134. $y=\frac{k}{2}\left(e^{\frac{x-c}{k}}+e^{-\frac{x-c}{k}}\right)$, where $k$ is the constant ratio.
135. $y=c \pm \frac{1}{2} \sqrt{k^{2} x-4 x^{2}}$
$\pm \frac{k^{2}}{4} \sin ^{-1} \frac{2 \sqrt{x}}{k}$, where $k$ is the constant ratio.
136. $s=25(2)^{\frac{t}{5}}$.
137. $c=.01 e^{-.183 t}$.
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134. $p=14.7 e^{-.00004 h}$.
135. \$1218.
136. 67 min .
137. $E I y=-w\left(\frac{l x^{2}}{2}-\frac{x^{3}}{6}\right)$.
138. $E I y=-\frac{w}{2}\left(\frac{l^{2} x^{2}}{2}-\frac{l x^{3}}{3}+\frac{x^{4}}{12}\right)$.
139. $E I y=\frac{w}{2}\left(\frac{l x^{2}}{4}-\frac{x^{3}}{6}\right)$.
140. $\left(x-c_{1}\right)^{2}+\left(y-c_{2}\right)^{2}=c^{2}$.
141. $c_{1} y^{2}-\frac{c_{1}^{2}}{k}\left(x+c_{2}\right)^{2}=1$.
142. $\frac{a^{2}}{\sqrt{\mu}}$.
143. $\frac{2 a^{\frac{4}{3}}}{\sqrt{3 \mu}}$.
144. $\frac{a}{2} \sqrt{3 k}$, where $k$ is the constant ratio.
145. $\frac{1}{6}(4-\sqrt{2}) \sqrt{a^{3}}$.
146. $\frac{2 d}{v_{1}+v_{2}}$.
147. About 7 mi . per second.
148. $\sqrt{2 g h}$.
149. 20 sec.
150. $234 \frac{3}{8} \mathrm{ft} . ; 4.3 \mathrm{sec} .(g=32$. $)$
151. $v_{1} \sqrt{\frac{m g}{m g+k v_{1}^{2}}}$.
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154. 1.8 sec . $(g=32$.
155. $s=c_{1} \cos h t+c_{2} \sin h t+\frac{a}{h^{2}-k^{2}} \cos h t$, where $h^{2}$ is the constant ratio;

$$
s=c_{1} \cos h t+c_{2} \sin h t+\frac{a t}{2 k} \sin k t, \text { if } h=k .
$$

156. $s=e^{-\frac{t t}{2}}\left(c_{1} e^{\frac{t \sqrt{l^{2}-4 h^{2}}}{2}}+c_{2} e^{-\frac{t \sqrt{t^{2}-4 h^{2}}}{2}}\right)$

$$
\begin{aligned}
&+\frac{a\left(h^{2}-k^{2}\right) \cos k t+a k l \sin k t}{\left(h^{2}-k^{2}\right)^{2}+(l k)^{2}}, \text { if } l>2 h ; \\
& s= e^{-\frac{l t}{2}}\left(c_{1} \cos \frac{t \sqrt{4 h^{2}-l^{2}}}{2}+c_{2} \sin \frac{t \sqrt{4 h^{2}-l^{2}}}{2}\right) \\
&+\frac{a\left(h^{2}-k^{2}\right) \cos k t+a k l \sin k t}{\left(h^{2}-k^{2}\right)^{2}+(l k)^{2}}, \text { if } l<2 h ; \\
& s=\left(c_{1}+c_{2} t\right) e^{-h t}+\frac{a\left(l^{2}-h^{2}\right) \cos k t+2 a h k \sin k t}{\left(h^{2}-k^{2}\right)^{2}+(2 h k)^{2}}, \text { if } l=2 h . \\
&\left(h^{2} \text { and } l\right. \text { are the constant ratios.) }
\end{aligned}
$$

157. $h=k, l$ very small.
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Abscissa, 5
Acceleration, 178
Angle, 59, 166, 205, 315, 316
eccentric, 108
vectorial, 118
Arc, differential of, 174, 206, 324
limit of ratio to chord, 172
Archimedes, spiral of, 120
Area, of any surface, 381
as double integral, 376
as line integral, 354
of plane curve, $143,262,267$
of surface of revolution, 274
Asymptote, 26, 79
Attraction, 283, 393
Axis of conic, 76, 80, 81

Bernouilli's equation, 446
Bessel's equation, 470
Bessel's functions, 471
Bisection of straight line, 9
Cardioid, 124
Catenary, 54, 441
Center of gravity, 278, 379, 392
Center of pressure, 277
Change of coürdinates, 39, 124, 386, 387, 388
Circle, 70, 108, 122
auxiliary, 108
involute of, 112
Cissoid, 85, 124
Comparison test, 406
Components, of a straight line, 312 of velocity, 180
Concavity of plane curve, 167
Cone, 306

Conic, 83, 125
Constant of integration, 147, 222
Continuity, 136, 339
Convergence, 405, 409
Coördinates, Cartesian, 1, 4, 301
cylindrical, 385
oblique, 43, 301
polar, 118, 386
Curvature, 207
Curves, in space, 322
intersection of, 29
Cusp, 109
Cycloid, 109
Cylinder, 303
Degree of plane curve, 29
Derivative, 136
directional, 343
higher, 162, 338
in parametric representation, 204
partial, 335
sign of, 138, 166
total, 344
Differential, 141, 339, 359
of are, 174, 206, 324
of area, 146
exact, 349
total, 341
Differentiation, 136
of algebraic functions, 154
of composite functions, 357
of implicit functions, 162
partial, 335
of polynomial, 137
successive, 162, 338
of transcendental functions, 192
Direction in polar coürdinates, 205

Direction cosines, 314, 319, 324
Directrix of conic, 80,83
Discontinuity, finite, 427
Distance, of point from plane, 320 of point from straight line, 63 between two points, 5,313
Divergence, 405
Division of straight line, 8
$e$, the number, 53
Eccentricity of conic, 74, 78, 83
Element of definite integral, 260
Ellipse, 74, 108
area of, 262
Ellipsoid, 307
volume of, 270
Epicycloid, 111
Epitrochoid, 114
Equations, differential, 438
empirical, 89
parametric, 106
roots of, 34

Factor, integrating, 448
Focus of conic, 74, 78, 80, 8.3
Foree, 179
Forms, indeterminate, 429, 425
Fourier's series, 427
Fractions, partial, 247
Function, 9, 300
Bessel's, 471
complementary, 456,458, 461
composite, 357
implicit, 163, 300
notation, 12
periodic, 427
transcendental, 49

Graph, 10, 20, 49, 301
Helix, 324
llyperbola, 77
Hyperboloid, 306, 307
Iypocycloid, 112
four-cusped, 107
Hypotrochoid, 114

Increment, 135, 339
Infinitesimal, 261
Infinity, 25
Inflection, point of, 167
Integral, 146, 222
constant of, 147, 222
definite, 147,260
line, 353
multiple, 369
particular, 456, 458, 461
triple, 385
Integrand, 222, 264
Integration, 222
approxinate, 419
collected formulas of, 236
by partial fractions, 247
by parts, 243
of a polynomial, 146
by reduction formulas, 252
by substitution, 238
Intercepts, 21
Intersections, 29
Involute of circle, 112

Legendre's coefficients, 469
Legendre's equation, 468
Lemmiscate, $120,12.5$
Length of a curve, 272,325
Limaçon, 123
Limit, 130
of ratio of are to chord, 172
of $\frac{\sin h}{h}, 192$
of $(1+h)^{\frac{1}{h}}, 199$
theorems on, 132
Limits of definite integral, 148, 264
Line, straight, 57, 121, 317
Line integral, 353
Locus, 20, 69
Logarithm, Napierian, 54

Maclaurin's series, 412
Maxima and minima, 168,348
Mean, theorem of, 422
Moment of incrtia, 377, 390

Motion, in a curve, 180
rectilinear, 177
simple harmonic, 203
Normal, to curve, 164, 326
to plane, 316
to surface, 347
Number scale, 3
Operator, 455
Order of differential equation, 441
Ordinate, 5
Origin, 3, 118
Parabola, 80
segment of, 83
Paraboloid, 305, 308
Parameter, 106
Parts, integration by, 243
Plane, 305, 316
Point, of division, 8
turning, 139
Pole, 118
Polynomial, derivative of, 137
integral of, 146
Pressure, 275
center of, 277
Prismoid, 421
Prismoidal formula, 419
Projectile, path of, 181
Projection, 2, 310, 323
Radius of curvature, 208
Radius vector, 118
Rate of change, 175
Ratio test, 407
Reduction formulas, 252
Region of convergence, 411
Remainder in Taylor's series, 416
Revolution, surface of, 270, 274, 309
Rolle's theorem, 416
Roots of an equation, 34
Rose of three leaves, 119

Segment, parabolic, 83
Series, 405
Fourier's, 427
geometric, 405
harmonic, 406
Maclaurin's, 412
power, 410
Taylor's, 412
Simpson's rule, 421
Slope, 6, 134
Space geometry, 300
Sphere, 310, 313
Spirals, 120
Strophoid, 86
Substitution, integration by, 238
Surfaces, 304
of revolution, 270, 274, 309
Symmetry, 23
Tangent, to plane curve, 30, 140, 164
to space curve, 326
to surface, 345
Taylor's series, 412
Tracrix, 439
Transformation of coördinates, 39, 124, 386, 387, 388
Trapezoidal rule, 421
Trochoid, 110
Value, absolute, 409
infinite, 25
mean, 265
Variable, 9
Vector, radius, 118
Velocity, 177, 180
Vertex of conic, 75, 79, 81
Volume, of any solid, 389
element of, 385, 386, 387
of solid with parallel bases, 268
of solid of revolution, 270
Witch, 84
Work, 275, 353, 356
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[^0]:    * The student should notice that the word "limit" is here used in a sense quite different from that in which it is used when a variable is said to approach a limit (§68).

[^1]:    * $\Lambda$ slight modification is here necessary if $f(x)=k$, a constant. Then $M=m=k$ and $\int_{a}^{b} f(x) d x=(b-a) k$.

[^2]:    * It is to be noted that this method of graphically representing a function cannot be extended to functions of more than two variables, since we have but three dimensions in space.

[^3]:    * This parallelogram is not drawn in the figure, since it coincides so nearly with the surface element.

[^4]:    * The theorem that if $F(z)=0$ for $z=a$ and $z=b$, then $F^{\prime}(z)=0$ for some value of $z$ between $z=a$ and $z=b$ is called Rolle's Theorem. It is geometrically evident on drawing a graph. Of course $F(z)$ and $F^{\prime}(z)$ must be continuous and hence finite.

