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Average
N Gaussian random variables

Definition

mx =
1
N

N

∑
i=1

Xi (t)

_

AT [•] =
1
2T

T∫
−T

[•]dt
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Time-Autocorrelation Function
N Gaussian random variables

Definition

XT = AT [x(t)] =
1
2T

T∫
−T

x(t)dt

_

RT (τ) = AT [x(t)x(t+ τ)] =
1
2T

T∫
−T

x(t)x(t+ τ)dt
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Expectation of Time-Autocorrelation Function
N Gaussian random variables

Definition

XT = AT [x(t)] =
1
2T

T∫
−T

x(t)dt

E
[
XT

]
= E [AT [x(t)]] = X

RT (τ) = AT [x(t)x(t+ τ)] =
1
2T

T∫
−T

x(t)x(t+ τ)dt

E [RT (τ)] = E [AT [x(t)x(t+ τ)]] = RXX (τ)
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Ergodicity Theorem
N Gaussian random variables

Definition

lim
n→∞

E
[
(Xn−X )2

]
= 0

A[•] = lim
n→∞

AT [•]
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Conditions
N Gaussian random variables

1 X (t) has a finite constant meanX for all t
2 X (t) is bounded x(t)< ∞ for all t and all x(t)
3 Bounded time average of E[|X(t)|]

lim
T→∞

1
2T

T∫
−T

E [|X (t)|]dt

4 X (t) is a regular process

E
[
|X (t)|2

]
= RXX (t, t)< ∞
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Mean Erogodic
N Gaussian random variables

Definition

A wide snese stationary process X (t)with a constant mean value X
is called mean-ergodic if xT = AT [x(t)] converges to X as T → ∞

lim
T→∞

E
[
(xT −X )2

]
= 0

lim
T→∞

σxT = 0
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Variance of xT (1)
N Gaussian random variables

Definition

σ2
xT

= E

[{
1
2T
∫ T
−T
(
X (t)−X

)
dt
}2]

= E
[( 1

2T

)2{∫ T
−T
(
X (t)−X

)
dt
}{∫ T

−T
(
X (t1)−X

)
dt1
}]

= E
[( 1

2T

)2 ∫ T
−T
(
X (t)−X

)(
X (t1)−X

)
dtdt1

]
=
( 1
2T

)2 ∫ T
−T E

[(
X (t)−X

)(
X (t1)−X

)]
dtdt1

=
( 1
2T

)2 ∫ T
−T CXX (t, t1)dtdt1
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Variance of xT (2)
N Gaussian random variables

Definition

σ2
xT

=
( 1
2T

)2 ∫ T
−T CXX (t, t1)dtdt1

CXX (t, t1) = CXX (T ), τ = t1− t, dt1 = dT

σxT =
( 1
2T

)2 ∫ T
t=−T

∫ T
τ=−T−t CXX (τ)dtdτ
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Variance of xT (3)
N Gaussian random variables

Definition
using the symmetry CXX (−τ) = CXX (−τ)

σ
2
xT

=
1
2T

2T∫
−2T

(
1− |τ|

2T

)
CXX (τ)dτ

a necessary and sufficient condition for a WSS process X(t) to be
mean ergodic

lim
T→∞

 1
2T

2T∫
−2T

(
1− |τ|

2T

)
CXX (τ)dτ

= 0

Young W Lim Ergodic Random Processes



Averages and Ergodicity
Mean Ergodic Processes

Correlation Ergodic Processes

Mean Ergodic Process - continuous time
N Gaussian random variables

Definition
X (t) is a mean ergodic if

1 CXX (0)< ∞ and CXX (τ)→ 0 as |τ| → ∞

2
∫

∞

−∞
CXX (τ)dτ < ∞
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Mean Ergodic Process - discrete time
N Gaussian random variables

Definition
X [n] is a mean ergodic if

lim
N→∞

{
1

2N+1

+N

∑
n=−N

X [n]

}
= X

lim
T→∞

{
1

2N+1

+2N

∑
n=−2N

(
1− |n|

2N+1

)
CXX [n]

}
= 0
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